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Abstract

Molecules are abundant in many astrophysical environments. The observation of these

molecules and the modelling of the chemistry that leads to their formation is a powerful

tool for improving our understanding of the regions in which they are found. In this thesis,

a chemical model is developed and applied to astrophysical shocks to understand a number

of processes in star forming regions. Shocks often result in discontinuous changes in the

temperature and density of the gases they affect. The turbulent fragmentation theory of

star formation suggests that such shocks are responsible for the over-densities that lead

to the formation and collapse of prestellar cores from molecular clouds. Focusing on low

mass objects, a chemical model of prestellar cores formed through shocks is developed and

compared to models of similarly dense gas formed through gravitational freefall. Observa-

tional predictions of shock induced differences in the chemistry of these cores are reported

and compared to the literature.

Not only are molecules abundant in the gas phase but they are also observed in solid

state, frozen onto the surfaces of interstellar dust grains. This freeze out process is efficient

in molecular clouds but the composition of these ices is poorly constrained for all but the

most abundant molecules. Shocks represent a powerful tool to study these ices as they

not only change the gas properties but can also sputter and shatter dust grains releasing

frozen molecules into the gas phase.

Observations of sulfur-bearing molecules in a protostellar outflow, L1157-B1, are pre-

sented and analysed, giving an overview of the sulfur content of the recently shocked gas.

The abundances of important sulfur molecules are then compared to chemical models of

C-type shocks in an attempt to constrain the main solid state form of sulfur before the

shock and the shock properties of the observed outflow.
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Chapter 1

Introduction

1.1 Overview

It is popularly thought that the expanse between stars is empty, a near perfect vacuum.

This is not the case. Astronomers observe gas and dust in a variety of conditions and

the field of astrochemistry has arisen to study the chemistry that appears to take place

throughout the galaxy. The matter between stellar systems is known as the Interstellar

Medium (ISM) and ranges from the very diffuse (particle density of ∼102 cm−3) to the

much denser gas of protostellar objects (∼1010 cm−3). Table 1.1 is an adaptation from

Williams and Viti (2013) giving a summary of the components of the ISM. These com-

ponents are produced by a complex interplay of gravity, hydrodynamics and radiation as

the gas interacts and stars form, evolve and explode.

Table 1.1: Regions in the ISM and their typical densities and temperatures taken from
Williams and Viti (2013).

Region nH / cm−3 T / K

Coronal gas <10−2 5× 105

HII regions >100 1× 104

Diffuse gas 100 - 300 70
Molecular clouds 104 10
Prestellar cores 105-106 10 - 30
Star-forming regions 107 - 108 100 - 300
Protoplanetary disks 104(outer)-1010(inner) 10(outer) - 500 (inner)
Envelopes of evolved stars 1010 2000 - 3500
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Since the discovery of the first molecules (CH, CH+ and CN) in space (Merrill et al.

1937), it has become clear that studying these cold astrophysical regions is dependent on

the observation of molecules and understanding the chemistry controlling them. From CO,

which traces the column density of cold molecular gas to SiO, a clear indicator of shocks,

molecular observations give great insight into the regions in which they are detected.

It is the radiative properties and varied chemistry of these species that enable their

use as molecular tracers. CO is particularly useful due to two features: a near constant

abundance of 10−4 relative to H2 Liu et al. (2013) and a ground state rotational transition

with an excitation temperature of only 5.5 K. This means it can be observed easily in cold

gas and gives a good estimate of the gas column density. CS is also a useful species due

to its radiative properties. Most transitions have a high critical density, 4× 105 cm−3 to

7× 107 cm−3 (Gómez-Ruiz et al. 2015), and so upper states are not well populated at low

densities. See Section 1.6.1 for a discussion of critical densities.

As well as providing tracers for specific physical conditions, molecules offer another

route to understanding observed regions. SiO is a tracer that is useful because of its

chemistry; it forms rapidly in the gas-phase if atomic silicon is available. A large amount

of silicon is locked in dust (Henning 2010) but a strong shock can sputter this silicon

making it available to form SiO (Jiménez-Serra et al. 2008). Thus, the observation of a

large amount of SiO in the gas-phase is indicative of shocked gas.

The abundance of any chemical species is a product of all the chemical reactions

that create or destroy that species and the efficiency of these reactions is a function of the

physical characteristics of the region. Chemistry is also time-dependent; unless equilibrium

can be reached chemical abundances are dependent on the history of the gas as well as the

current physical conditions. As a result, detailed chemical models coupled with physical

models can provide answers to insights into processes like star formation.

The following sections of this introduction give an overview of the chemistry and

physics that is most relevant to the work presented in the thesis.

1.2 Gas-Phase Chemistry

Gas in the ISM consists almost entirely of neutral or molecular hydrogen with other

elements present in only small fractions of the hydrogen abundance, the most abundant

being: He (0.085); C ( 2.7× 10−4); O(4.9× 10−4); N(6.8× 10−5)(Asplund et al. 2009).
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Nevertheless, given enough time and the right physical conditions, a wealth of molecules

can be generated from this gas. However, since many reactions between neutral species

have energetic barriers, some driver is required to initiate chemistry.

In diffuse clouds, UV light is a major driver. UV photons typically have energies

hν<13.6 eV as hydrogen can be ionized by photons with higher energies and so flux from

those photons drops rapidly with distance from stars as these photons are efficiently ab-

sorbed by hydrogen. As a result, any element with an ionization potential lower than

13.6 eV is likely to experience some degree of ionization. C, S and Cl fall into this cat-

egory and the ion-neutral reactions that follow are an important driver of chemistry in

diffuse clouds. Take for example C:

C + hν → C+ (1.1)

C+ +H2 → CH+
2 + hν (1.2)

The first reaction is efficient as C has an ionization potential of 11.3 eV and the second

is radiative association reaction with a barrier of only 23 K. CH+
2 is then able to react

efficiently with the three most abundant species in diffuse clouds, H2, H, and e−, in a

series of reactions that create radicals. For example,

CH+
2 + e− → CH +H (1.3)

CH+
2 +H2 → CH+

3 +H (1.4)

CH+
3 + e− → CH2 +H (1.5)

These radicals are able to go on to react much more efficiently than most neutral species

leading to astrophysically relevant species such as CO through the reaction of CH and O.

As the density of an absorbing species in a gas increases, the likelihood of a photon

traveling through the gas without absorption decreases. Regions in which it is unlikely a

photon can travel without absorption are referred to as optically thick. Dark molecular

clouds are an example of this and in such clouds UV photons will not be able to penetrate

very far into the gas without being absorbed. As a result, chemistry driven by UV radiation

is not efficient due to the lack of high energy photons. In these regions, cosmic rays (CRs)

drive much of the chemistry. A CR is likely to have energy of the order of a MeV and
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therefore can cause multiple ionization events, each requiring ∼10 eV (Williams and Viti

2013), without much effect on the CR. As a result, the effect of CRs is not strongly depth

dependent even in very dense clouds. The high energy also means that CRs can ionize

species that UV light cannot such as H, He and H2. The ionization of H2 is important

because it leads to the reaction.

H+
2 +H2 → H+

3 +H (1.6)

and H+
3 is a highly reactive species that forms many important species including OH+ and

HCO+. From here, ever larger species can be produced though models show that species

with more than a few heavy atoms (C, O, N etc.) are not produced in notable abun-

dances in the gas-phase (Williams and Viti 2013). For the production of these molecules,

formation on dust grains is typically invoked.

1.3 Dust and Surface Chemistry

Dust in the form of carbonaceous and silicate material as well as large carbon molecules

(PAHs) is present in interstellar gas at a relatively fixed gas to dust mass ratio of 100:1

(Savage and Mathis 1979). Dust is vital to chemistry in many ways, the first of which

is that dust is responsible for UV attenuation, reducing the efficiency of the UV driven

chemistry discussed above. Secondly, the dust grains provide surfaces on which reactions

can take place, often catalyzing reactions.

Dust grain surfaces are not bare. At temperatures typical for molecular clouds (∼10 K)

atoms, molecules and ions colliding with the grain surfaces are likely to be adsorbed either

physically or chemically. As a result, dust grains build up “ice mantles” over time. The

main constituents of these ice mantles are H2O, CO and CO2 along with hydrogenated

molecules such as HCO, H2CO and CH3OH. These likely form on the grain as O, C and

CO freeze and react with hydrogen atoms which can diffuse rapidly around the dust atoms

(Watanabe and Kouchi 2002). In denser clouds, freeze out is more efficient. In these cases,

not only are mixed ices of the above molecules observed but it is expected from models,

experiments and observations that other molecular species form single layer surfaces over

the ices.

Chemistry on the grains is understood to progress through three main mechanisms:
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• Eley-Rideal - A gas-phase molecule collides with an adsorbed molecule causing a

reaction.

• Langmuir-Hinshelwood - Both species are adsorbed and diffuse across the grain

surface until they can react.

• Harris-Kasemo - A gas-phase molecule adsorbs to the surface but is able to move

quickly before thermalizing. In this time, it may meet another adsorbate and react.

These processes are important as they allow more complex species to be formed in the

ices than would be possible in the cold gas-phase. It is important to note that the relative

importance of these processes is not well known in general. However, the Langmuir-

Hinshelwood mechanism is the most well studied (see review by Herbst and van Dishoeck

2009 and references within).

One particularly vital surface chemistry process is the formation of molecular hydrogen.

The formation rate of molecular hydrogen is well constrained by observations (Jura 1975;

Gry et al. 2002) and higher than the expected rate of gas-phase formation (Vidali 2013).

This is because the formation of H2 can result in the produced molecule being excited

to a vibrational level of the electronic ground state that is above the dissociation limit.

Due to the low densities in the ISM and even dark clouds, this is unlikely to be stabilised.

As a result, grain surface formation in which the excess energy from the reaction can be

transferred to the grain is invoked. This is necessary as the estimated rate of H2 formation

is so high that almost every hydrogen atom arriving at a grain surface should leave as part

of a molecule (Duley and Williams 1986).

The energy released by H2 formation does not disappear. In fact, there are another

set of grain surface chemical processes that are important in the ISM. Energy released in

reactions such as H2 formation and energy deposited by UV photons or cosmic rays can

all provide enough energy to an adsorbed molecule to release it from the grain and into

the gas-phase (See Roberts et al. 2007 and references within). These desorption processes

are important because without them, chemical models predict almost complete depletion

of molecules from the gas-phase in dense clouds, whereas observations show abundances

of many species are maintained (Willacy and Langer 2000).

There is a lot of uncertainty in our understanding of the above processes but laboratory

experiments of chemistry on interstellar ice analogues are making headway (eg. Ioppolo

et al. 2008). Of course, they are themselves subject to uncertainties in how we apply results
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Figure 1.1: Absorption spectrum towards W33A, an embedded protostar taken from Gibb
et al. (2000).

in laboratory conditions to interstellar dust. This is exacerbated by the fact the contents

of ice mantles are difficult to observe and thus it is hard to constrain the chemistry. This

is particularly problematic in the case of species that are attached to the mantle surface

in small abundances. However, with sufficient dust between a micrometer source and the

observer, the ices can be seen in absorption. Figure 1.1 shows such an observation towards

the young stellar object W33A which is embedded in a dusty envelope and shows clear

absorption.

Beyond this, less direct methods must be used to investigate the contents of ice mantles

in interstellar environments. In particular, observations of regions with disrupted grain

mantles including shocked regions where ices are sputtered and hot regions where subli-

mation occurs can provide constrains on grain surface abundances. In these cases, the

much more well constrained gas chemistry can be used to calculate what must be entering

the gas from the ices and thus what was in the ices before the disruption. For example,

Belloche et al. (2017) found that gas-phase abundances of CH3NCO around a high mass

protostar could only be explained by their models if large amounts of HNCO was produced
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on the grains.

1.4 Molecular Clouds & Star Formation

1.4.1 Clouds and Cores

Molecular clouds are dense (104 cm−3), cold (10 K) regions of the ISM ranging from dark

clouds of ∼1 pc containing anything from 5 to 500 solar masses to giant molecular cloud

complexes of ∼100 pc which contain ∼106 M�. They were originally detected by their

visual extinction (Lynds 1962), by counting stars and noting deviations below the average.

This is still a common procedure, though done with extinction in the near-infrared (eg.

Lombardi et al. 2006). Despite this apparent lack of stars, molecular clouds are actually

the location in which stars form.

Molecular clouds are turbulent and magnetized (Elmegreen and Scalo 2004) as well as

extremely inhomogeneous. Though often treated in chemical models as clouds of constant

density, molecular clouds are observed (André et al. 2010; Hacar et al. 2013) to contain

substructure, largely in the form of dense filaments with radii of ∼ 0.1 pc. Stars are

observed to form along these filaments (Konyves et al. 2015) and there is evidence star

forming clusters are located at the intersections of filaments from observations (Schneider

et al. 2012) and models (Myers 2011).

Regardless of how these structures are formed, they must be gravitationally unstable

in order for star formation to proceed. A simple diagnostic for this is to combine the mass

of a critical Bonnor-Ebert sphere (Bonnor 1956) with the critical mass of a magnetically

supported core (McKee 1989):

Mcrit =
1.18C4

s√
G3P0

+ 2kφφ (1.7)

where Cs is the sound speed, P0 the surface pressure, φ is the magnetic flux and G is

the gravitation constant. kφ is a constant with the value 1.925× 1015 g cm−1 µG based on

work by Mouschovias and Spitzer (1976). This gives a measure of the required mass for

an object to have a larger gravitational force than the combined thermal and magnetic

pressure, though it does neglect turbulent support. Despite increasing the critical mass in

the above equation, MHD models show that both turbulence and magnetic fields lead to

the formation of sheets and filaments within molecular clouds even if gravity is neglected
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(Matsumoto et al. 2015). It therefore appears that these factors both hinder the collapse of

prestellar cores and help their initial formation by creating structures of sufficient density

to collapse.

Cores are not necessarily the precursors to single stars, as theoretically it is reasonable

to assume a large core can fragment as it collapses (Dyson and Williams 1980). However,

observations (eg. André et al. 2010) of the distribution function of core masses, the core

mass function (CMF) are remarkably similar to the initial mass function (IMF), the dis-

tribution function of stellar masses at the moment they reach the main sequence (Geha

et al. 2013). As a result, many authors postulate a simple relationship between the mass

of starless cores and the mass of the stars they produce such as a one-to-one relationship

André et al. (2010).

1.4.2 Core Evolution

Initially, bound cores collapse isothermally and do so as long as the opacity of the gas

is low. Over time the density of the gas increases and the gas starts to heat up as the

opacity likewise increases. During this short phase, the core ceases to collapse as the

rising temperature leads to an increase in internal pressure. This stage is known as the

first hydrostatic core and has not yet been firmly detected (Enoch et al. 2010). Once the

temperature reaches 2000 K, the molecular hydrogen in the centre of the core dissociates

changing the specific heat of the gas and allowing it to continue to collapse as a protostar

(Larson 1969).

At this point, a young stellar object evolves through a sequence of evolutionary stages

and are referred to as Class 0, I, II or III protostars depending on their observational

characteristics and assumed stage. Class 0 objects are still deeply embedded in an envelope

of gas from which they accrete, so much so that their SEDs often resemble a simple 30 K

blackbody. At this stage the envelope has more mass than the protostar (Barsony 1994).

Accretion onto the protostar leads to Class I objects with reduced envelopes, it is also

believed to be the driver behind the outflows observed from Class 0 and I protostars (see

Section 1.4.3). Over time, the envelope is cleared and a thick disc is formed. Objects with

large discs and weak outflows are Class II objects and Class III objects are those that

have mostly cleared their discs and have lost their outflows. Both Class II and III objects

are visible at optical frequencies due to the clearing of the envelope (Lada 1987). At this

point the protostar will continue to evolve onto the main sequence where it begins to fuse
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hydrogen at its core.

1.4.3 Outflows

In the early stages of their evolution, young stellar objects are observed to drive jets and

outflows though the precise driving mechanism is unknown (Reiter et al. 2017). These are

bipolar streams of gas along the rotation axis of the protostar that can be differentiated by

their opening angles and speeds. Jets have speeds of order 100 km s−1 and opening angles

∼5◦ whereas outflows are slower (∼10 km s−1) and driven over wider angles. Outflows are

molecular in nature and observed in tracers such as CO (Gueth et al. 1996; Hatchell et al.

2007; Kauffmann et al. 2011) and SiO (Gueth et al. 1998; Tafalla et al. 2016), though they

are often bright in other molecules (Lefloch et al. 2010; Busquet et al. 2014; Podio et al.

2015).

These outflows are important to the star formation process as they are responsible for

removing ∼1/3 of the mass (Matsushita et al. 2017) and large amounts of angular mo-

mentum (Wardle and Konigl 1993; Tomisaka 2002) from the protostellar system allowing

gas to accrete onto the protostar. Further, they inevitably impact the surrounding gas

and are thus an important source of turbulence in molecular clouds. Given the speeds of

these outflows, the impact between the outflow gas and the surrounding molecular cloud

is supersonic and leads to the formation of bright shocks that are rich in molecular species

(Benedettini et al. 2013).

From a chemical stand point, these outflows are extremely interesting because the

shocks they form disrupt the ice mantles of the dust grains. They are one of the few

environments in which grain surface species can be studied by the gas-phase chemistry that

is initiated when the ice is sublimated. However, to model this chemistry and constrain

the abundances of the sublimated material, an understanding of shock waves and their

effect on the physical variables that control the chemistry is required.

1.5 Shocks

Shock waves are pressure driven disturbances in a medium traveling faster that the signal

speed for compressive waves, they lead to irreversible changes in the medium (Draine

2011). It is easy to demonstrate how they are relevant in astrophysical environments. If
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we consider the sound speed for an ideal gas,

Cs =

√
∂P

∂ρ
=
√
kbT/µ (1.8)

where P , ρ and T are the gas pressure, density and temperature respectively, kb is the

Boltzmann constant and µ is the average mass of each gas particle. For gas comprised

of molecular hydrogen, the sound speed varies from 0.2 km s−1 to 2 km s−1 over 10 K to

1000 K. As noted in Section 1.1, this covers the majority of the ISM. Therefore, a pressure

change must only travel at∼1 km s−1 in order to shock gases in the ISM and such speeds are

easily reached by protostellar outflows, supernovae ejecta and stellar winds from massive

stars.

From a chemical point of view, shocks in the ISM have extraordinary effects. Primarily,

they discontinuously increase the density and temperature of the gas activating chemical

pathways that were infeasible in the pre-shock gas. For example, the reactions

O +H2 → OH +H (1.9)

OH +H2 → H2O +H (1.10)

have barriers of ∼0.1 eV and so only becomes efficient once gas temperatures reach ∼

1000 K (Williams and Viti 2013). Such temperatures are high for the ISM but often

reached within shocks.

Another effect of shocks on chemistry in the ISM is the sputtering of the ice mantles of

dust grains, a process of great interest to observers and chemical modellers. Sputtering is

the injection of material directly from the solid phase to the gas-phase due to bombardment

of energetic particles on the solid. The ice mantles of interstellar dust, particularly in dense

molecular clouds, are abundant in molecular species and, as a result, sputtering in a shock

greatly increases the chemical complexity of the gas-phase.

The precise effects of shocks depend on both the properties of the medium and the

shock wave. Typically, the density and temperature of the gas increase discontinuously

and only conservation of mass, momentum and energy can be considered across the shock

front. It is useful to define the Mach number M , the ratio of the shock speed (vs) to the

sound speed, when considering the effects of a shock. For a large enough Mach number,

the strong shock limit is reached and the density change across the shock is limited to a
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maximum value with the temperature continuing to increase with the Mach number,

ρ1 =
γ + 1

γ − 1
ρ0 (1.11)

T1 =
2(γ − 1)

(γ + 1)2
µv2s
kb

(1.12)

where γ is the adiabatic index and µ is the average molecular mass in atomic mass units.

However, this only applies to adiabatic shocks. Should the gas be able to efficiently cool

by radiation, the strong shock limit no longer applies. In such cases, the temperature T1

is equal to T0 and the density can be increased arbitrarily according the the relation,

ρ1 = M2ρ0 (1.13)

where M is the Mach number. These conditions are easily reached in molecular clouds

and consequences for star formation are discussed in Chapter 3.

1.5.1 MHD Shocks

The discussion of shocks above completely neglects the effects of ionization and magnetic

fields on the behaviour of the fluids. However, the majority of the ISM is partially ionized

(electron fractional abundance Xe=10−4-10−7) and permeated by magnetic fields. The low

ionization fraction means that neutral species are likely to collide with each other many

times for each ion-neutral collision and so the neutral species can reach Maxwellian velocity

distributions independently of the ions. The large range of the coulomb interaction means

ions likewise experience many coulomb scatterings before colliding with a neutral, again

equilibrating. These two fluids are only weakly coupled by the rare ion-neutral reactions

and it is therefore more accurate to consider this gas as two fluids (See Draine 2011).

As a result, these two fluids move separately in a shock. The neutrals move at the

shock velocity and the ions move at the magnetosonic speed given by,

Vims =
B0√
4πρi

(1.14)

where ρi is the density of the ionic fluid. If the magnetosonic speed is larger than the

shock velocity then the ionic fluid moves ahead of the shock in what is known as a “mag-

netic precursor”. Note that the low ionization fraction (ρi) and strong magnetic fields(
B0 ∼

√
nH
cm−3 µG

)
of the ISM combine to give large magnetosonic speeds. The larger the
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magnetosonic speed, the larger the dissipation region over which the the ions are ahead of

the neutrals and able to heat and compress the gas ahead of the shock front. For a large

enough B0 the hydrodynamic variables become continuous due to the large region over

which this occurs. Two fluids shocks that retain the discontinuity are referred to as J-type

or “Jump” shocks and those that become continuous are referred to as C-type shocks

(Draine 1980). Due to the nature of the ISM, these J and C-shocks are more accurate

descriptions of astrophysical shocks.

1.6 Radiative Transfer

1.6.1 Rotation Diagrams and LTE

In the above sections, studying the abundances of chemical species from observations and

modelling is discussed. However, whilst chemical models do give abundances, observations

provide measurements of the emitted flux from an object in specific frequency intervals. In

sub-millimeter astronomy, the measured quantity is the antenna temperature as a function

of frequency. The antenna temperature is the temperature of a resistor that would produce

the same amount of power as the antenna is receiving in a given frequency range. This

can be related to the source brightness at that frequency by the antenna theorem (Kraus

1982),

Ta =
λ2

2k
(
∆Ωs

∆Ωa
)Bν (1.15)

where λ is the wavelength, k is the Boltzmann constant, ∆Ωs is the source size, ∆Ωa is

the antenna beam size and Bν is the brightness. It is then useful to combine these with

the equations for optical depth and brightness (Williams and Viti 2013),

Bν =
hν/k

e
hν
kT − 1

(
1− e−τ

τ

)
τ (1.16)

τ =
h

∆v
NuBij

(
e
hν
kT − 1

)
(1.17)

where h is the Planck constant, T is the gas temperature, τ is the optical depth, Bij is

the Einstein coefficient for stimulated emission and Nu is the column density of the upper

state along the line of sight. ∆v is a velocity range corresponding to the Doppler shift from

some central frequency that would describe the frequency range of the emission. These
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equations can be combined and rearranged to give the upper state column density as a

function of the measured total emission,

Nu =
8πkν2

hc3Aij
W

(
∆Ωs

∆Ωa

)(
1− e−τ

τ

)
(1.18)

where W is the integrated emission, the antenna temperature integrated over a velocity

range and Aij is the Einstein coefficient for spontaneous emission. This equation ultimately

relates quantities measured by the telescope and characteristics of the emission line such

as its frequency and Einstein coefficients to the amount of the molecule in the excited state

along the line of sight. If local thermodynamic equilibrium (LTE) is assumed, then the

population levels of each excited state should be described by a Boltzmann distribution,

Nu =
N

Z
gu exp(

−Eu
kT

) (1.19)

where N is the total column density of the molecule, Z is the partition function, gu is

the upper state degeneracy and Eu is the upper state energy. If multiple transitions are

measured then their upper state column densities will follow this relationship in LTE,

which is best expressed in log form as ln(Nu) becomes a linear function of Eu,

ln(
Nu

gu
) = −Eu

kT
+ ln(N)− ln(Z) (1.20)

Therefore, by measuring multiple transitions of a single species, the gas temperature and

species’ column density can be derived in LTE assuming the source size and opacity are

corrected for. It is also possible to evaluate how well these assumptions hold and to

understand the affect each has when they break down. The graphical form of this analysis

is called the rotation or excitation diagram and a full discussion of the method can be

found in Goldsmith and Langer (1999).

A simple diagnostic of the LTE assumption, the critical density of each transition

can be evaluated. This is the density at which the collisional excitation rate equals the

spontaneous de-excitation rate and is a function of the radiative properties of the species

and the gas temperature. If the gas density is above the critical density it can be assumed

that the excitation of the transition is coupled to the gas temperature.
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1.6.2 The Radiative Transfer Problem

Thermodynamic equilibrium between the gas temperature and molecular excitation levels

is rarely the case at the densities observed in star forming regions. Radiative transfer

models provide the bridge between the two when such an equilibrium cannot be assumed.

In these models, the method is to solve the radiative transfer equation,

dIν
ds

= jν − ανIν (1.21)

where Iν is the intensity of light at frequency ν, jν is the emission coefficient and αν is

the absorption coefficient over a distance s. This must be solved simultaneously with the

population levels of the emitting states, a computational intensive task.

The source function, Sν = jν/αν is the emissivity per unit optical depth which can

be combined with the definition of the absorption coefficient, αν = dτν/ds to give the

radiative transfer equation in integral form,

Iν(τ) = Iν(0)e−τν +

∫ τν

0
Sν(τ

′
ν)e−(τν−τ

′
ν)dτ

′
ν (1.22)

where both the source function and τ in equation 1.22 are dependent on the popula-

tion levels. For a transition from an upper to a low state, the emission and absorption

coefficients can be given by,

jul = nuAul (1.23)

αul = nlBlu − nuBul (1.24)

where n gives the population density of the upper (u) or lower (l) states, Aul is the

Einstein coefficient for spontaneous decay from the upper to lower state and B is the

Einstein coefficient for radiative excitement or de-excitement from the lower to upper or

vice-versa. These can be combined to give the source function,

Sul =
nuAul

nlBlu − nuBul
(1.25)

which may also have an additional term for dust emission and clearly requires values for

the population densities. These can be found by assuming statistical equilibrium between
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the levels which as expressed as,

dni
dt

=
∑
j>i

[njAji+(njBji−niBij)Jν ]−
∑
j<i

[niAji+(niBij−njBji)J ]+
∑
j 6=i

[njCji−niCij ] = 0

(1.26)

where Cji is the collisional Einstein coefficient for de-excitation, Cij is the equivalent for

excitation and Jν is the mean intensity at a given frequency,

Jν =
1

4π

∫
IνdΩdν (1.27)

taken over a solid angle Ω. Solving simultaneously for equations 1.27, 1.26, 1.25 and 1.22

is the radiative transfer problem and many approaches to simplifying and solving it are

available in the literature. In particular, the level populations and the mean intensity are

position dependent and so assumptions about the source structure must be made or the

radiative transfer problem must be solved for a gridded model of the source.

1.7 This Thesis

This thesis is concerned with the observation and chemical modelling of regions associated

with star formation. In Chapter 2, chemical modelling is discussed in detail with a focus

on uclchem, the gas-grain chemical model that was redeveloped over the course of this

PhD and used for all of the work that follows. In Chapter 3, the formation of low mass

stars and, more particularly, brown dwarfs is investigated. Chemical modelling is used

to suggest molecules that would be indicative of star formation induced by low velocity

shocks in molecular clouds. Chapter 4, moves away from low mass stars to the regions they

affect. Material ejected from forming stars impacts the surrounding gas causing shocks

and observations of H2S in one such shock are analysed and modelled. Chapter 5 expands

on this with additional observations of six more sulfur bearing species. Finally, Chapter 6

gives an overall summary of the work presented in this thesis and discusses possibilities

for future investigation.
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Chapter 2

UCLCHEM

The work presented in this chapter is based on the paper by Holdship et al. (2017), in

collaboration with S.Viti, I.Jimenez-Serra, A.Makrymallis and F.Priestley.

2.1 Introduction

Chemistry is ubiquitous in astrophysical environments. Molecular clouds, the cold cores in

which stars form, and the warm gas surrounding protostars all exhibit chemistry of varying

degrees of complexity and with different dominant chemical pathways. Understanding this

chemistry is vital to the study of our own origins as well as understanding the physical

structure and processes involved in star formation.

Beyond this, chemistry is a useful tool for understanding the physical conditions of

the region being studied. This requires well constrained chemical networks and accurate

physical models so that uncertainties in the predictions of the model are much smaller than

the uncertainties in the measured abundances of molecules. With the current state of the

art models, networks are generally capable of putting broad constraints on the physical

conditions such as maximum gas temperatures or minimum densities and this can be of

use in poorly understood regions.

Chemical modelling is typically performed by the use of rate equations. The rate

of each reaction in a network of chemical reactions is calculated and used to determine

the rate of change of a set of chemical species. This coupled set of ordinary differential

43
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equations (ODEs) is integrated to give the abundance of each species at any given time.

These models typically centre around gas-phase reactions provided by databases such as

KIDA (Wakelam et al. 2012) and UMIST (Millar et al. 1997). Each of these databases

provides a chemical code, respectively Nahoon and RATE13, which solve these networks

for simple gas conditions and include other processes such as H2 formation on the dust

grains and the self-shielding of CO and H2 from UV radiation.

This, of course, does not account for all astrochemical processes and many groups use

more or less complicated chemical models for different purposes. In radiation-hydrodynamic

models, it is common to reduce the network to gas-phase H, C and O based species to re-

duce chemical integration time whilst reproducing the abundances of major coolants such

as CO given by more detailed chemical models. This improves the treatment of thermo-

dynamics in those models without making them prohibitively computationally expensive.

On the other hand, the modelling of dense prestellar cores or the formation of complex

organic molecules requires much larger chemical networks and the addition of processes

involving dust grains.

For example, Astrochem (Maret and Bergin 2015) includes freeze out of species onto

dust grains and the non-thermal desorption of species from those grains due to UV ra-

diation and cosmic rays making it suitable for modelling a wider range of regions than

a simple gas-phase model. By further including thermal desorption, star-forming regions

with high gas/dust temperature conditions can be modelled. As the temperature of the

core rises, the material on the grains sublimates and proper treatment of this sublima-

tion is required. Astrochem implements these processes, with desorption from the grain

surfaces occurring according to the binding energy of each species onto the grain.

uclchem is a chemical model that was first developed to study the sublimation of

species from the ices in hot cores (Viti and Williams 1999) using linear temperature in-

creases and setting the rate of the thermal desorption from the grains by the binding

energy of each species. However, Collings et al. (2004) demonstrated through temperature

programmed desorption experiments that multiple desorption events can occur for each

species frozen on the dust grains at different temperatures dependent both on the species

and on the rate of change of the temperature. This was included in uclchem along with

more realistic, observationally derived temperature profiles (Viti et al. 2004).

Another environment where proper grain surface as well as gas-phase chemical treat-

ment has proven useful is in shocked gas. In these systems, sublimation from the grain
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surface is dominated by sputtering, the collisional removal of surface material. The physi-

cal modelling of these shocks is an active area of research (eg. Van Loo et al. 2013; Anderl

et al. 2009) and codes for this modelling are publicly available (Flower and Pineau des

Forêts 2015). These models have been successful in reproducing observations of shocked

regions. For example, L1157-mm is a protostar driving a bipolar outflow (Gueth et al.

1997) and the bowshocks associated with that outflow are well studied. For one of these

bowshocks, L1157-B1, Gusdorf et al. (2008) reproduced the SiO emission using an MHD

hydrodynamical model of a continuous or C-type shock coupled with a reduced chemical

network of 100 species.

As noted, reduced chemical networks often produce similar abundances to much more

complex networks when simple species such as H2O and CO are considered and this is

sufficient for many applications (eg. Schmalzl et al. 2014). Similarly, a simplified phys-

ical model may reproduce the shock features that are useful for chemistry and so a full

chemical model can be run without fully solving the MHD equations. Jiménez-Serra et al.

(2008) produced a parameterized C-shock that produced a shock structure in good agree-

ment with more complicated MHD models. This was combined with the chemical code

uclchem to study the chemistry in shocked environments (Viti et al. 2011). Using this

parameterization with a large chemical network has been met with some success in the

bowshock L1157-B1 (Viti et al. 2011; Holdship et al. 2016; Lefloch et al. 2016) despite

being computationally inexpensive.

The simplicity of these models means they could be used to link observed molecular

lines with the underlying chemistry to get a sense of the physical properties of the shock.

Conversely, emission from a source with well constrained physical properties could be used

to improve uncertain parts of the chemical network. The reaction rates of species on dust

grains being a prime example. For example, in Chapter 4 observations of the L1157-B1

bowshock are used to constrain sulfur chemistry on ice grains by identifying likely sulfur

carriers. Ideally, chemical models could be ran over large parameter spaces to find the

most likely values for uncertain parts of the network when a region has large amounts of

observational data available.

To this purpose uclchem has been developed over many years with numerous papers

discussing major updates and applications (see Viti et al. 2004; Roberts et al. 2007). There

have also been benchmarking efforts in the past (Viti et al. 2001) comparing the code to

other similar models. The rewriting and development and use of the code has underpinned
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Figure 2.1: Flow chart describing the algorithm followed by uclchem.

all of the work contained in this thesis. In this chapter, an overview of uclchem and work

done to make it available for public release is presented.

2.2 Chemical Model

At its core, uclchem is a code that sets up and solves the coupled system of ODEs that

gives the fractional abundances of all the species in a parcel of gas. The ODEs are created

automatically from the network (see Sec. 2.3.4). There is one ODE per species and each

is a sum over the rates of every reaction that involves the species. At each time step, the

rates of each reaction are recalculated and the third party ODE solver DVODE (Brown

et al. 1989) integrates to the end of the time step. The basic overview of the code is shown

in Figure 2.1 and each component is discussed in detail in the sections below.

Each type of reaction requires a different rate calculation and so uclchem is limited

by the kinds of reactions that have been coded for. The subsections below detail each type

of reaction and physical process currently included.

2.2.1 Gas-Phase Reactions

Gas-phase reactions make up the largest part of the chemical network. Two body reactions,

cosmic ray interactions and interaction with UV photons are all included in the code. For
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two body reactions, the rate of each reaction is in cm3 s−1 and is calculated through the

Arrhenius equation,

RAB = α

(
T

300K

)β
exp

(
−γ
T

)
, (2.1)

where α, β and γ are ‘rate constants’ determined through experiments or theoretical

studies which apply over a range of temperatures. For cosmic ray protons, cosmic ray

induced photons and UV photons the rates have units of s−1 and are given by,

RCRProton = αcrζ (2.2)

RCRPhoton = αcr

(
T

300K

)β E

1− ω
ζ (2.3)

RUV = αradFUV exp(−kAv) (2.4)

where ω is the dust grain albedo, ζ is the cosmic ray ionisation rate and FUV is the UV

flux. αrad and αcr are dimensionless scaling factors for the overall radiation field and

cosmic ray ionisation rates for a specific reaction, β takes the same meaning as above, E

is the efficiency of cosmic ray ionisation events and k is a factor increasing extinction for

UV light. This formulation of the reaction rates is taken from the UMIST database notes

and more information can be found in Millar et al. (1997). These rates are then used to

set up and solve a series of ordinary differential equations of the form,

Ẏproduct = RABYAYBnH , (2.5)

where Y is the fractional abundance of reactants A and B and Ẏ is the rate of change

of the product. nH is the hydrogen number density. The density and second abundance

dependency is dropped for reactions between single species and photons or cosmic rays.

An equivalent negative value is added to the change in the reactants. Thus, each Ẏ has

units s−1 and is integrated through time to give the unitless Y values which are ratios of

the species’ density to the hydrogen nuclei density.

In addition to these reactions, the rate of dissociation of CO and H2 due to UV is

reduced by a self-shielding treatment in the code. H2 formation is treated with the hard-

coded reaction rate,

RH2 = 10−17
√
TnHYH , (2.6)
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where YH is the fractional abundance of atomic hydrogen. This rate is taken from Draine

(1978) and performed well in chemical benchmarking tests (Röllig et al. 2007). It should

be noted that, despite the self-shielding treatment and inclusion of UV photon reactions

from UMIST, uclchem is not a PDR code and should not be used to model regions

where the UV field is sufficient to be considered a PDR. This is because, in regions where

UV photons dominate the chemistry, proper treatment of the heating and cooling due to

photons interacting with the gas and dust is required and therefore the radiative transfer

problem needs to be solved simultaneously with the chemistry. Beyond a visual extinction

of three, the ionization fraction of C is significantly reduced and the photo-dissociation

of H2 becomes negligible (Röllig et al. 2007) so proper treatment of the radiation can be

neglected.

2.2.2 Freeze out

All species freeze out at a rate given by,

Rfr = 4.57× 104αf

√
T

m
agfr, (2.7)

where ag is the grain area and fr is a constant for the rate of freeze out (Spitzer and Arny

1978; Rawlings et al. 1992). Note that the freeze out rate increases with temperature

due to the increased number of collisions between molecules and the dust grains. For

temperatures >30 K the freeze out rate decreases with temperature as molecules are less

likely to become bound. Freeze out is turned off in uclchem at this stage. αf is a

branching ratio allowing the same species to freeze through different channels into several

different species. Therefore, αf allows the user to determine what proportion of a species

will freeze into different products. This is used as a proxy for the relatively uncertain

surface chemistry. For example, by freezing a portion of a species as a more hydrogenated

species rather than explicitly including a hydrogenation reaction in the surface network.

The values for αf in each freeze out reaction should sum to 1 for any given species. fr

allows the user to set the freeze out efficiency; it is left at 1.0 in this work so that non-

thermal desorption alone accounts for molecules remaining in the gas-phase. The equation

is multiplied by an additional factor, Cion, for positive ions to reproduce the electrostatic
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attraction to the grains,

Cion = 1 +
16.47× 10−4

rgT
, (2.8)

with rg and T being the average grain radius and temperature respectively and the con-

stant value taken from Rawlings et al. (1992).

2.2.3 Non-thermal Desorption

From Roberts et al. (2007), three non-thermal desorption methods have been included

in uclchem. Molecules can leave the grain surface due to the energy released in H2

formation, incident cosmic rays, and by UV photons from the interstellar radiation field

as well as those produced when cosmic rays ionise the gas.

RDesH2 = RH2formεH2Mx, (2.9)

RDesCR = FcrAεcrMx, (2.10)

RDesUV = FuvAεUVMx (2.11)

Where RH2form is the rate of H2 formation, Fcr is the flux of iron nuclei cosmic rays

and Fuv is the flux of ISRF and cosmic ray induced UV. The ε values are efficiencies for

each process reflecting the number of molecules released per event. A is the total grain

surface area and Mx is the proportion of the mantle that is species x. The values of these

parameters are given in Table 2.1 and the assumptions used to obtain them are discussed

in Roberts et al. (2007).

2.2.4 Thermal Desorption

As the temperature of the dust increases, species start to desorb from the ice mantles.

Laboratory experiments (eg. Ayotte et al. 2001; Burke and Brown 2010) show that a

species does not desorb in a single peak but rather in multiple desorption events. These

events correspond to the removal of the pure species from the mantle surface, a strong peak

at the temperature corresponding to the binding energy, and the “volcanic” desorption

and co-desorption of molecules that have diffused into the water ice. Collings et al. (2004)

showed that many species of astrochemical relevance could be classified as CO-like, H2O-

like or intermediate, depending on what proportion of the species is removed from the
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mantle in each desorption event.

To the author’s knowledge, uclchem is the only publicly available chemical model

that implements a treatment for this. Molecules are classified according to their similarity

to H2O or CO, controlling their desorption behaviour. Further, the user can now set the

proportion of each molecule that enters the gas-phase in each event, allowing the thermal

desorption treatment of each molecule to improve with the laboratory data available. The

user only needs to compile a list of species, along with the binding energies and desorp-

tion fractions for each grain species, the rest of this process is set up automatically (see

Sect. 2.3.4). Whilst any physics module could activate the desorption process at specific

temperatures, this process is strongly linked to the cloud model discussed in Sect. 2.3.2.

2.2.5 Grain Surface Reactions

Proper treatment of reactions between molecules on the grain surfaces is subject of debate.

As a result, uclchem has implemented grain chemistry in three ways. The method used

in the basic network supplied with the code, and in the network used for the applications

below, is to include hydrogenation at freeze out. For example, 10% of CO freezing onto

the grains is assumed to go on to form CH3OH in the network used here and so it is

immediately added to the grain abundance of CH3OH.

More complicated treatments are possible without editing the code. By including

reactions with modified version of the rate constants in the network, grain surface reactions

can be treated in the same way as gas-phase reactions. Further, uclchem calculates the

rates of reactions by diffusion across the grain surfaces for reactions with a third reactant

labelled “DIFF”. In this case, the binding energy of the two actual reactants are used to

calculate their diffusion rates and included in a modified rate equation according to the

treatment of Occhiogrosso et al. (2014).

2.3 Physical Model

The chemical model requires the gas density, the temperature and the visual extinction

of any modelled gas parcel. Coupled with some mechanism to sublimate grain surface

molecules, the control of these variables is the requirement of any physical model used to

understand an object’s chemistry. uclchem was originally developed for clouds and hot

cores (Viti et al. 2004) and has been extended to consider C-type shocks (Viti et al. 2011).
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As part of the work for this chapter, these models were separated into interchangeable code

modules and the required inputs were greatly simplified. This made the code easier to

understand and use before it was made generally available. An additional physical model

was also created and is described in Chapter 3. Below, the physical models developed for

uclchem and used in this thesis are described.

2.3.1 Clouds - Phase 1

The “cloud” module is the main physics module of uclchem. This sets up a line of

parcels from the centre to the edge of a cloud of gas and controls the density, temperature

and visual extinction of each effectively giving a 1D model of a cloud. The conditions at

the outer edge of the cloud are set by an interstellar radiation field and a value of visual

extinction at the cloud edge. The distance from the edge of the cloud and the densities

of the parcels closer to the edge are used to calculate the visual extinction and hence the

radiation field for each interior parcel but parcels are otherwise treated separately.

Most physical models have initial conditions similar to a dense cloud. If the collapse

of a prestellar core or the passage of a shock through a molecular cloud is to be modelled,

then the gas must initially have some density (typically of order 104cm−3), some initial

abundance for each species, and some amount of frozen material on the dust grains. In

uclchem and therefore all the models in this thesis, this is achieved by running the cloud

model starting with solar elemental abundances taken from Asplund et al. (2009) and an

extremely low density. The validity of this is discussed in Section 2.4.2. The gas then

increases in density according to a freefall equation,

dn

dt
=

(
n4H
n0

) 1
3

[
24πGmHn0

((
nH
n0

) 1
3

− 1

)] 1
2

(2.12)

where nH is the hydrogen nuclei number density, n0 is the initial central density and mH is

the mass of a hydrogen nucleus. The chemistry is modelled until the required density and

time has been reached for the main model. This gives a cloud of gas at the required density

with gas and grain abundances for each species that are consistent with the network rather

than assumed. From here, all other models can progress.
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2.3.2 Clouds - Phase 2

In the cloud model, Phase 2 is used to model protostellar envelopes and hot cores/corinos.

As discussed above, sublimation of species from the grain is dependent both on the tem-

perature and rate of change of temperature. In the cloud model, the temperature of the

gas as a function of time and radial distance from the protostar is calculated at each time

step, and compared to pre-calculated temperatures to determine when major thermal des-

orption events should occur. The temperature profiles and desorption peaks are from Viti

et al. (2004) where the time-dependent temperature profiles and desorption temperatures

for a range of high stellar masses were calculated. This has since been extended with

radial dependency and lower masses (Awad et al. 2010). Alternatively, a module that

reads and interpolates the output of hydrodynamical codes can be used to post-process

the chemistry of hydrodynamical models.

The cloud model can also be used to study cold gas. Gas in a steady state can

be modelled by setting all the required parameters and turning collapse off. Further,

a number of different collapse modes have been coded into the model. The standard

collapse used to create a cloud for Phase 2 is the freefall collapse taken from Rawlings

et al. (1992). Parameterizations for the collapse of a Bonnor-Ebert sphere (Bonnor 1956)

are also included so that the collapse of cold cores can be studied. These are described in

more detail in Priestley et al. (Submitted). Each collapse model calculates the density of

a parcel by following the central density of the Bonnor-Ebert sphere with time and then

scaling for the radial distance of a parcel from the centre of the core. The chemistry of

each parcel is evolved separately so chemical abundances as a function of radius can be

studied for different collapse modes and compared to observations of collapsing cores.

2.3.3 C-shock - Phase 2

The “C-shock” model is the parameterized model of continuous or C-type shocks from

Jiménez-Serra et al. (2008) adapted for use in uclchem. The parameterization calculates

the evolution of the velocities of the ion and neutral fluids as a function of time and

deduces the physical structure of the shock from simple principles and approximations. In

addition to the changes in density and temperature, the shock model includes a treatment

of sputtering. The saturation time, tsat, is defined in Jimenez-Serra et al. (2008). It

corresponds to the time at which the abundances of species sputtered from the icy mantles
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change by less than 10% in two consecutive time steps in their calculations. This gives a

measurement of the time-scales at which most of the material that should be sputtered

from dust grains will have been released. As the timescales in which the mantles sputter

are short in the typical conditions in molecular clouds (Jiménez-Serra et al. 2008) this is

treated by releasing all of the mantle material into the gas-phase at tsat. The equations

used to calculate the saturation time do not depend on molecular mass and so tsat is the

same for all species. See Jiménez-Serra et al. (2008) Appendix B for more details.

Whilst sputtering is included, there are two major grain processes that are omitted.

Grain-grain collisions in the shock can cause both shattering and vaporisation. Shattering

is the breaking of grains in collisions and primarily has the effect of changing the dust grain

size distribution. This produces hotter and thinner shocks as the increased collisional

cross section of the shattered dust more strongly couples the ionic and neutral fluids

resulting a shock with more J-type characteristics (Anderl et al. 2009). Vaporisation is

the desorption of mantle species due to grain heating from collisions. The inclusion of

grain-grain processes vastly increases the complexity of the code and would not allow the

code to be run so quickly with low computing power. Shattering in particular is likely to

greatly affect the abundance of Si-bearing species as the destroyed dust grains would add

to the gas-phase abundances. It should be noted however, that in models where SiO is

included in the mantle, Anderl et al. (2009) find SiO abundances that are consistent with

this model. The interested reader is referred to recent work on grain-grain processes in

shocks for a more detailed view of this (Guillet et al. 2011; Anderl et al. 2009).

The maximum temperature reached within the shock and the saturation timescales are

important inputs for the parameterization. In order to make the shock code usable without

a detailed knowledge of C-type shocks, polynomial fits were made to data in the literature

so that these inputs could be calculated by the code. The maximum temperature is taken

from the temperature-velocity curves in Draine et al. (1983) for different gas densities and

the saturation times are from Jiménez-Serra et al. (2008). As a result, the user now only

needs to specify a pre-shock density and the shock speed. The original parameterization

well reproduces the temperature, density and velocity of the gas through the shock pro-

duced by the MHD models of Flower and Pineau des Forêts (2003) and Kaufman and

Neufeld (1996)(Jiménez-Serra et al. 2008). The modified version in uclchem was tested

extensively against the original parameterization to ensure it produces the same results.

The model discussed here has been successfully used to explain the behaviour of
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molecules like H2O, NH3, CS and H2S in shocks like L1157-B1 (Viti et al. 2011; Gómez-

Ruiz et al. 2015; Holdship et al. 2016). It forms the basis of the modelling work in this

chapter and Chapters 4 and 5. The parameterization has been extensively tested against

MHD C-shock simulations and performs well across a wide range of input parameters.

Importantly, it is computationally simple. This allows the chemistry to be the main focus

without the computational costs being too prohibitive to run large grids of models to

compare quickly to observations.

2.3.4 Network-MakeRates

A network of all the included species and their reactions must be supplied to the model.

For uclchem this consists of two parts: the gas-phase reactions taken from the UMIST

database and a user-defined set of grain reactions. Grain reactions include freeze out, non-

thermal desorption and any reactions between grain species. The uclchem repository

includes the UMIST12 data file (Millar et al. 1997) and a simple set of grain reactions.

Given that the code must be explicitly given the ODEs and told which species to sublimate

and in which proportions for different thermal desorption events, creating a network is

complex task. To solve this, a python script called MakeRates was created to produce the

input required to run uclchem from a list of species, a UMIST file and a user created

grain file.

2.4 Shock Chemistry

2.4.1 How Can We Trace Shocks?

In this section, a general study of C-type shocks is presented motivated by earlier observa-

tional and modelling work by Viti et al. (2011) and Gómez-Ruiz et al. (2016). A primary

concern of chemical modelling is the identification of tracer molecules, the observation of

which can provide information on a quantity that is not directly observed. The aim of

this section is to find molecules that trace shocks, particularly those sensitive to the shock

properties.

This builds on the work of Viti et al. (2011) in which H2O and NH3 lines were used

to determine the properties of a shock. Some molecules, such as H2O trace the full shock

as they are not destroyed in the hotter parts of the post-shock gas, which then dominates

the high-J emission. Others, such as NH3 may not and are instead destroyed in the
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hotter parts of the post-shock gas. This behaviour depends on both the pre-shock density

and the shock speed so the determination of which molecules fall into which category in

varying conditions is a rich source of information. Groupings of molecules under different

shock conditions (pre-shock density and shock speed) would allow comparisons to be made

between groups when observing shocked gas.

2.4.2 Model Setup

For these models, Phase 1 starts from purely atomic gas at low density (nH=102 cm−3),

which collapses according to the freefall equation (Eq. 2.12) starting with the solar ele-

mental abundances from Asplund et al. (2009). It should be noted that it is not clear that

solar abundances are always appropriate and certainly, in higher redshift galaxies or even

towards the galactic centre, the average metallicity can change (Wilson and Rood 1994).

For nearby star forming regions, it should be at least approximately correct. The cloud

collapses to the initial density of Phase 2 and is held there until a chosen time. The grid

run for this work used a Phase 1 of 6 Myr, which provided sufficient time for the required

pre-shock densities to be reached.

Table 2.1 lists the physical parameters that were set for all models ran for this work.

The Phase 1 models ran here used a temperature of 10 K, a radiation field of 1 Habing and

the standard cosmic ray ionization rate of 1.3× 10−17 s−1. A radius of 0.05 pc is chosen

for the cloud and this sets the Av by allowing the column density between the edge of the

cloud and the gas parcel to be calculated assuming a constant density. An additional 1.5

magnitudes are added to the Av, an assumed value for the amount of extinction from the

interstellar radiation field to the edge of the cloud. The final density of this Phase varied

depending on the density required for Phase 2 (See Table 2.2).

In Phase 2, the C-shock occurs. Table 2.2 gives a full list of the C-shock models that

were run. Note, not all of the listed variables are independent, tsat and Tmax are functions

of the pre-shock density (nH,0) and shock velocity (Vs). The Tmax, Vs relationship is

extracted from figures 8 and 9 of Draine et al. (1983) which give values of maximum

temperature for pre-shock densities 104 and 106 cm−3. Since no values are available when

the pre-shock density is 105 cm−3 the maximum temperature is calculated as the average

of the 104 and 106 values. The temperature and density profiles of the gas during this

C-shock are shown in Fig. 2.2, using model 27 as an example.



56 Chapter 2. UCLCHEM

100 101 102 103 104 105 106

Time / yr

200000

400000

600000

800000

1000000

n
H
 /

 c
m

3

500

1000

1500

2000

2500

3000

3500

4000

T
e
m

p
 /

 K

Figure 2.2: Neutral fluid temperature and density profiles of a typical model, in this case
model 27 is shown. Temperature is shown in red and the density in black.

Table 2.1: List of Model Parameter Values

Variable Value

Pre-shock Temperature 10 K
Initial Density 102 cm−3

Freeze Out Efficiency 1.0
Radiation Field 1.0 Habing
Cosmic Ray Ionization Rate 1.3 ×10−17s−1

Visual Extinction at Cloud Edge 1.5 mag
Cloud Radius 0.05 pc
Grain Surface Area 2.4 ×10−22 cm2

H2 Desorption (ε) 0.01
CR Desorption (φ) 105

UV Desorption (Y) 0.1
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Table 2.2: List of Shock Variable Values

Model log(nH,0) Vs tsat Tmax Z∗diss
/ km s−1 / yr / K / cm

1 103 10 975.7 323 3.70×1017

2 104 10 97.6 323 3.70×1016

3 105 10 9.8 301 3.70×1015

4 106 10 1.0 279 3.70×1014

5 103 15 746.5 584 5.55×1017

6 104 15 74.7 584 5.55×1016

7 105 15 7.5 555 5.55×1015

8 106 15 0.8 525 5.55×1014

9 103 20 586.13 869 7.41×1017

10 104 20 58.61 869 7.41×1016

11 105 20 5.86 893 7.41×1015

12 106 20 0.59 916 7.41×1014

13 103 25 483.09 1178 9.26×1017

14 104 25 48.31 1178 9.26×1016

15 105 25 4.83 1316 9.26×1015

16 106 25 0.48 1454 9.26×1014

17 103 30 425.83 1510 1.11×1018

18 104 30 42.58 1510 1.11×1017

19 105 30 4.26 1824 1.11×1016

20 106 30 0.43 2137 1.11×1015

21 103 35 402.8 1866 1.30×1018

22 104 35 40.28 1866 1.30×1017

23 105 35 4.03 2416 1.30×1016

24 106 35 0.4 2966 1.30×1015

25 103 40 402.47 2245 1.48×1018

26 104 40 40.25 2245 1.48×1017

27 105 40 4.02 3093 1.48×1016

28 106 40 0.4 3941 1.48×1015

29 103 45 413.29 2648 1.67×1018

30 104 45 41.33 2648 1.67×1017

31 105 45 4.13 3855 1.67×1016

32 103 60 397.28 3999 2.22×1018

33 104 60 39.73 3999 2.22×1017

34 103 65 337.32 4497 2.41×1018

35 104 65 33.73 4497 2.41×1017

* Zdiss, the dissipation length is the length scale over which the shock dissipates, beyond
which the model is no longer applicable.
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2.4.3 Shock Tracers

Due to the fact freezing is efficient in cold, dense clouds, many species are highly abundant

in the solid phase in the pre-shock cloud model used in this study. The result is that the

fractional abundances of a similarly large number of species increase by orders of magnitude

in shocks of any speed and can be used to determine whether a shock has passed. These

are typically molecules that do not have efficient formation mechanisms in cold gas but

are easily formed on the grain. Hydrogenated molecules in particular tend to fall into this

category.

H2O and NH3 are highly abundant in the ices but not in the gas-phase in cold molecular

clouds. Of the two, NH3 is a more useful tracer of shocks due to the difficulties in observing

H2O from the ground. In the models, NH3 has a fractional abundance of 10−14 in the

pre-shock gas but can increase to 10−5 in a shock (see Figure 2.3). H2S and CH3OH

similarly go from extremely low abundances in the pre-shock gas to X∼ 10−5 in a shock.

Fractional abundances as a function of shock speed for different pre-shock densities are

shown in Fig. 2.3.

An important caveat to this is that the model assumes all of the grain surface material

is released into the gas-phase unchanged. This may not be the case, as the collisions

that cause sputtering may have enough energy to destroy molecules as they are released.

Suutarinen et al. (2014) discuss this possibility in the context of CH3OH being released

from ice mantles. They find that more than 90% of CH3OH is destroyed either in the

sputtering process itself or in gas-phase reactions after sublimation. The latter is the

focus of the next section of this work but it is not clear how much each process contributes

to the destruction. However, the species presented here increase by over six orders of

magnitude in gas-phase abundance due to sputtering, if even 1% survives the process then

the enhancement is observable.

An attempt was made to identify species that vary in fractional abundance by orders

of magnitude depending on the shock speed. This is in contrast to those shown in Fig 2.3

which show a steep change from no shock to a low velocity shock but no variation there-

after. Such species would allow for the possibility of determining shock properties directly

from the abundance of certain molecules. Despite many species increasing in shocks, it

was not possible to identify any such species. In the model, even the low velocity shocks

(10 km s−1) sputter the grains so all shocks can increase gas-phase abundances in this way.
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Figure 2.3: Average fractional abundance as a function of shock velocity for a number
of molecules that have low gas-phase abundances in the pre-shock gas but show high
abundance increases in shocks of any velocity. Each line shows a different pre-shock
density, the log(nH) values are given in the lower right plot. In the absence of other
mechanisms capable of sublimating most of the species in the ices, high abundances of
these molecules would indicate the passage of a shock.

Any variability due to gas temperatures reached in the shock is lost when an average over

the whole shock is taken, with abundances varying by less than an order of magnitude.

It may not be possible to use the abundances directly to determine the shock velocity.

However, uclchem provides a useful input for the radiative transfer: a gas-phase abun-

dance for the molecule as a function of the passage of the shock. Further, as discussed in

Section 2.4.4, whilst bulk abundances are not sensitive to shock speed, line profiles can be

used to provide further constraints.

2.4.4 Determining Shock Properties

The focus so far has been on average abundances across the whole shock, the observed

abundance if one just resolves the shocked region. However, species can exhibit differences

through the shock at different velocities even when the average is unchanged. If these
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differences are ignored, the models can only be used to infer that a shock has passed.

However, if the velocity profile of the emission is taken into account, much more can be

learned from the models.

For example, Lefloch et al. (2010) presented NH3 and H2O profiles from the L1157-

B1 region and showed that when scaled to be equal at their peak emission velocity, NH3

dropped off much more quickly with increasing velocity. Viti et al. (2011) demonstrated

that this is consistent with NH3 being at lower abundance in the hotter gas, with chemical

models showing that a shock with vs> 40 km s−1 and pre-shock density of nH=105 cm−3

was sufficient to destroy NH3 which, unlike H2O does not efficiently reform in the gas-

phase. As such, a divergence in the velocity profiles of these molecules can indicate such

a shock.

Gómez-Ruiz et al. (2016) took this further and showed the difference in the terminal

velocity of NH3 and H2O was correlated with the shock velocity inferred from the H2O

terminal velocity for a sample of protostellar outflows. Chemical modelling in the work

corroborated this by showing more NH3 being lost in faster shocks. In Chapter 4, it will

be shown that H2S exhibits the same behaviour as NH3, dropping in abundance in high

velocity gas. Given the promise of this method, molecules that exhibit this behaviour

are explored so this analysis can be easily extended by observing lines of these molecules.

It should be noted that the key assumption of the above studies is that the decrease in

emission intensity with velocity between two molecules emitting from the same source is

due to a similar change in abundance with velocity. Excitation effects will complicate this

but when comparing optically thin emission scaled to match at peak velocity, it should

hold as verified with radiative transfer modelling in Viti et al. (2011).

NH3 and H2S are unlikely to be the only molecules enhanced in shocks and subse-

quently destroyed in hot gas. Equally, species other than H2O will remain enhanced

throughout a shock and will thus be able to trace the whole post-shock region. H2O can

be difficult to observe with ground-based telescopes and so an alternative species show-

ing a similar behaviour could be used as a proxy for H2O. The modelling suggests two

groups of molecules: shock-tracing (H2O-like) and shock-destroyed (NH3-like). Fractional

abundances through a shock model for selected species from each categories are shown in

Figure 2.4 to illustrate their behaviour. Observing molecules from each group and com-

paring their velocity profiles and abundances to the predictions of the model can constrain

the shock properties.
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Figure 2.4: Fractional abundances as a function of distance into a shock for model 31.
Species from each of the two groups are displayed as an illustration of their differences.
The solid lines show H2O-like molecules and the dashed show NH3-like molecules. The
neutral gas temperature profile is shown in red to show where the NH3-like molecules start
to fall in abundance.

A species does not necessarily fit one category or the other for all shock conditions.

The behaviour is the result of temperature and density profiles of the shock and so depends

on the shock speed and initial density. In Figure 2.5 all modelled pairs of shock speed

and initial density are shown with lists of shock-tracing and shock-destroyed species in

blue and red respectively. Species which exhibit more complicated behaviour and cannot

be easily categorized are simply omitted. Some species, such as H2O are almost always

found to fall in one category, this allows them to be consistently used for a given purpose.

ie. H2O can be used to trace the full shock in most cases. However, some species will

demonstrate a certain behaviour only in very specific conditions and can be used to limit

possible shock properties when this is observed. For example, H2O does not trace the

full shock if the initial density is 103 cm−3 and the shock is low speed. Such species are

displayed in bold in Figure 2.5.

The shock-destroyed and shock-tracing molecules are both enhanced by the sputtering

caused by the shock. This is important as molecules that show low abundances in the

pre-shock gas are unlikely to have large contributions from unshocked gas when a shocked
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region is observed. For example, CO shows perfect shock-tracing behaviour but is also

abundant in the pre-shock gas and its abundance is rather insensitive to shock interaction.

As chemistry is the focus for this work, such species are omitted. However, note that high-

J transitions of species such as CO are unlikely to be excited by ambient gas and so can

be reliably used to trace the full extent of the shock.

2.5 Conclusions

This chapter presented and overview of chemical modelling and, in particular, the chem-

ical model uclchem. Chemical models are typically numerical solvers for large numbers

of coupled ODEs and the way in which chemical networks are represented numerically

was discussed. These models rely on large databases of experimental and theoretical fits

to the rates of thousands of reactions and are therefore subject to large uncertainties.

Nevertheless, as will be demonstrated in the following chapters, they do show success in

reproducing observations of astrophysical environments.

A major purpose of chemical modelling, besides the interpretation of observations,

is to provide molecular signatures of astrophysical procsses for future observations. In

this chapter, uclchem was used to produce molecular tracers that would help deter-

mine the properties of C-shocks. Shocks produce large and extremely fast changes in the

temperature and density of gases and can also sputter material from the grain surfaces

of interstellar dust. As a result, many species are both enhanced due to the sputtering

and destroyed due to the high temperatures, these results are summarized in Figure 2.5.

Whilst this work was exploratory, it is applied to observations of an astrophysical shock

in Chapters 4 and 5.
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Chapter 3

The Formation of Brown Dwarfs

by Turbulent Fragmentation

The work presented in this chapter is based on the paper by Holdship and Viti (2016), in

collaboration with S.Viti with the addition of Section 3.7.

3.1 Introduction

A brown dwarf is a substellar object with a mass less than 0.075 M�; the limit below which

hydrogen fusion cannot be sustained in the object’s core. Since their discovery (Rebolo

et al. 1995), the origin of brown dwarfs has challenged simple theories of star formation.

Various theories have been put forward to explain how objects much smaller than the

average Jeans mass in a molecular cloud can become gravitationally bound and unstable

to collapse. This is particularly important because the brown dwarf to hydrogen-burning

star ratio is observed to be as large as 1/4 (Lomax et al. 2016). There is also expected to be

some overlap between the lowest mass brown dwarfs and highest mass planets. Precisely

how brown dwarfs form may therefore be the main criterion for categorizing them.

For example, if brown dwarfs form by condensing out of the outer regions of a massive

prestellar disk (Rice et al. 2003), then they would be hard to separate from giant planets.

Other formation theories include ejection from a common envelope (Reipurth and Clarke

2001) in which several protostars fragmenting from a core accrete competitively leaving
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one at much lower mass than the others. In simulations of three or more of these mutually

bound objects, the lowest mass companion is regularly ejected. If this happens whilst the

object is substellar, it will remain so as it will no longer have an envelope from which to

accrete.

Another way brown dwarfs could form is through the photo-erosion of a prestellar core

(Hester et al. 1996). If a star-forming core is overrun by a HII region, its outer layers will

be ionized potentially liberating enough mass to leave an object with a total mass below

the H-burning limit.

Whilst the above theories invoke a unique mechanism for forming substellar objects,

there are those that treat brown dwarfs as simply the lowest mass range of the gravitation-

ally bound objects that result from a universal star formation process. This is compelling

because the IMF appears to be continuous across the H-burning limit and universal process

would explain this quite readily (Whitworth et al. 2007). The theory considered in this

chapter is that of turbulent fragmentation (Padoan and Nordlund 2002; Hennebelle and

Chabrier 2008). In these theories, supersonic flows within molecular clouds are assumed to

collide in isothermal discontinuous shocks. These shocks increase the gas density forming

bound cores which may collapse to form stars. The range of core masses produced depend

on the cloud’s turbulent power spectrum and spans masses from the smallest brown dwarfs

to the most massive stars. Both of the referenced works produce a core mass function con-

sistent with theory and observation, implying that a universal star formation process could

be responsible for all masses of stellar objects.

Differentiating between formation processes requires observations of brown dwarfs in

the earliest phases of their evolution and few of these have been found. In principle,

the physical characteristics of more evolved brown dwarfs could be used to identify the

formation process. However, this has its difficulties. For example, a brown dwarf having a

small disc could imply formation through ejection as the disc is expected to be truncated

by the gravitational interaction. Unfortunately, simulations by Bate (2012) have shown

that whilst most discs are truncated to <40 AU, discs can extend as far as 120 AU. This

means that despite recent ALMA observations (Ricci et al. 2014) of three brown dwarfs

which found all had disks >70 AU, ejection cannot be ruled out though it does seem

disfavoured.

Several candidate proto-brown dwarfs have been found in the follow up of the Very

Low Luminosity Objects (VeLLOs) first discovered by Spitzer (Kauffmann et al. 2005). A
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recent candidate from SMA observations by Palau et al. (2014), is a good example of a

brown dwarf mass object in the earliest phases of its evolution. Its mass is very likely in

the brown dwarf range and it has many features that are found in low mass stars at the

same phase. The similarity of these ‘proto-brown dwarfs’ to low mass protostars seems to

imply that both sets of objects form in the same way. This view favours more universal

theories of star formation such as the turbulent fragmentation scenario as they would

produce both low mass stars and brown dwarfs through the same mechanism.

Whilst using physical clues to find the main route for brown dwarf formation has

proven difficult, it may be possible to differentiate the formation processes chemically.

The molecular abundances in a proto-brown dwarf formed from material in the disk of a

massive star is likely to be different to that of a proto-brown dwarf formed in a shocked

region of a molecular cloud.

This chapter focuses on an adaptation of uclchem to include a simple model that

simulates the formation of a brown dwarf through turbulent fragmentation. The aim of

the work is to present molecular tracers that could be used to identify a pre-brown dwarf

core that has formed through shock compression of gas in a molecular cloud. Chemical

abundances are highly sensitive to the cloud density so the fast increase that accompanies

a shock in a molecular cloud should give rise to certain molecules having abundances

incompatible with a less violent density increase such as a freefall collapse.

In Section 3.2, the physical model is described. In Section 3.3, the effect of changing

model parameters on the fractional abundance of molecules is explored. In Section 3.5

observational predictions for the pre-brown dwarf cores are made. Section 3.7 then demon-

strates the veracity of this model by comparing to chemical post-processing of MHD sim-

ulations of a core collapsing through turbulent fragmentation. A summary of the chapter

is given in Section 3.8.

3.2 The Physical Model

In order to model the formation and initial collapse of a brown dwarf mass core, the cloud

model of uclchem was adapted to include an instantaneous phase of density increase.

The chemical model follows the abundances of 164 gas-phase species and 50 grain surface

species through a network of 2432 reactions for a parcel of gas in a collapsing molecular

cloud. By running several of these parcels at points along a line of sight in a molecular
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cloud, a one dimensional model can be built up. The physical model comprises three

phases, in which the density of the gas changes in different ways. Density is given here as

the total number of hydrogen nuclei per cubic centimetre.

Phase 1 is the first phase of the cloud model described in Chapter 2. In this phase,

the gas density increases in freefall from n0=1× 102 cm−3 up to a final density typical of

a molecular cloud, usually 104 cm−3. Whilst the density is then held at this value, the

model continues to run for a further 1 or 10 Myr. This allows the age of the cloud to be

varied. The temperature is set to 10 K or 30 K in this phase and held constant throughout.

The purpose of Phase 1 is to produce a molecular cloud for the next two phases where

the gas and grain abundances are consistent with the network rather than assuming the

conditions and abundances of a molecular cloud.

In Phase 2, the formation of cores by turbulent fragmentation is simulated. We consider

a bound core that is formed as supersonic flows within a molecular cloud collide. In this

process, the centre of the core forms first and grows outwards as gas is deposited onto

it. The radius of the core would grow at a rate given by the velocity of the flow. To

model this, the density and chemistry of 10 points are followed, spaced evenly between

the centre and edge of the core. The innermost point (ipoint=0) is immediately increased

to the post-shock density and each point afterwards is increased to the same density at a

time given by its distance from the centre and the shock speed,

tshock =
ipoint

Npoints − 1

(
rshock
MsCs

)
(3.1)

where rshock is the radius of the final, post-shock core and ipoint is a counter ranging from

0 to (Npoints − 1). The post-shock density, nshock, is taken to be the critical density of a

Bonnor-Ebert sphere of the mass chosen for the model,

nshock ∼ 103cm−3
(
MBD

3.3M�

)−2( T

10K

)3

(3.2)

where MBD is the core mass, this equation was given and numerically tested by Padoan

and Nordlund (2004). The final density is proportional to M2
s in an isothermal shock,

thus the Mach speed of the shock is set by the required post-shock density in this model.

A sound speed of Cs=0.2 kms−1 is assumed and magnetic field effects are neglected.

In the third phase of density increase, each point begins to collapse according to the

same freefall equation as Phase 1 immediately after reaching nshock. This means that
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the innermost points in the core are already collapsing by the time the shock reaches the

outer points. This collapse is to a maximum density of 108 cm−3, beyond which three body

chemical reactions become non-negligible. The chemical network used does not include

these reactions.

These shocks were considered to be isothermal so the temperature set in Phase 1

(typically 10 K) is kept constant. However, an isothermal shock does have an associated

temperature increase that is short-lived enough that it does not affect the shock structure.

A short period of increased temperature immediately following the shock was included to

test the effect this would have. A typical post-shock temperature for a strong shock at

the shock speeds used in these models is 125 K (Draine 2011). Including a temperature

increase up to 500 K did not significantly alter the results and so the period of temperature

increase was subsequently left out of the model.

The fractional abundances of molecular species and the density of each point are av-

eraged for each time step giving the average density and species’ fractional abundances

for a line extending from the centre to the edge of a core. Whilst uclchem keeps track

of a total of 214 species, we focus on five molecules in particular: CO, HCO+, CS, NH3

and N2H
+. These molecules are chosen as they are amongst the most commonly observed

molecules in molecular clouds (see Section 3.7).

To explore the effect of varying initial conditions, eight sets of parameters were used in

Phase 1 to produce different starting points for phases two and three. Table 3.1 lists the

sets of conditions reached in Phase 1. Throughout this chapter, the models and figures are

labelled according to the following nomenclature: N-MBD. N refers to the model number

in Table 3.1, giving the parameters used in Phase 1 for that model. MBD is the mass of

the core chosen to be modelled. For example, 1-0.07 refers to a Phase 1 run at 10 K to

produce a cloud of age 1 Myr limited to a density of 104 cm−3 which is subsequently used

for the initial conditions to simulate the creation of a 0.07 M� core.

3.3 Exploring Parameter Space

It is important to know how sensitive the model is to the initial conditions of the cloud.

To this end, eight variations of Phase 1 were explored each with varying cloud age, density

and temperature.

The age of the cloud, taken as the amount of time elapsed since the cloud reached its
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Table 3.1: List of final conditions reached by Phase 1 models. Each Phase 2 model uses
the final output of a Phase 1 model as its initial conditions.

Model Temp / K Final Density / cm−3 Time / Myr

1 10 104 1
2 10 105 1
3 30 104 1
4 30 105 1
5 10 104 10
6 10 105 10
7 30 104 10
8 30 105 10

final Phase 1 density, was tested at 1 Myr and 10 Myr. Changing the age of the cloud leads

to larger freeze out for older clouds and thus lower initial gas-phase molecular abundances

at Phase 2. However, these changes were less than an order of magnitude on average and

are almost completely lost in the post-shock gas.

The density of the cloud has a larger effect. Not only are the initial abundances for

Phase 2 different, but the shock itself is also less violent. The density increase required to

create a bound core of the chosen mass is smaller for higher density clouds and thus the

shock is slower. However, the differences in molecular abundances diminish throughout

Phase 2 and are lost in the freefall collapse after the shock.

Of the three cloud properties varied, temperature has the largest effect. It affects

chemistry by changing the rates of reactions and, in particular, freeze out. At 30 K,

collisions are more frequent between molecules and dust grains than they are at 10 K.

However, it is still cold enough that molecules adsorb to the grain surface, thus the overall

freeze out rate increases. The main difference then is that the abundances of each molecule

shown in Figure 3.1 are two orders of magnitude lower than in other equivalent models.

Temperature also affects the shock speed. Higher temperature gas must be more dense

to be gravitationally bound and so higher temperature models must have faster shocks to

produce higher densities. During the shock, molecular abundances vary by more than two

orders of magnitude on average. However, before and after the shock abundances differ

by less than an order of magnitude and so many of the results presented in this chapter

are unaffected. This is discussed further in Section 3.5.
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Figure 3.1: Comparison of model outputs for important molecular tracers, all showing the
formation of a 0.07M� core but for different phase 1 parameters. The rows show models
1,2,3 and 5 from top to bottom with the left column showing Phase 1 and the right column
showing Phase 2. Only model 3, the high temperature model, shows a clear difference to
the other models.
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3.4 Stratification

Comparisons to the core as a whole could well be enough to match observations to the

models and determine whether they could be formed through turbulent fragmentation.

However, modern instruments could resolve a core, allowing for characterization of its

density and temperature structure. For example, the full capability of ALMA will allow

angular resolutions of 0.015”, allowing scales as small as 2 AU to be resolved at distances

of 140 pc; the distance to the Taurus molecular cloud. It is therefore possible to ask

whether the abundance of certain molecules would be expected to be higher in the centre

of the core or at the edge.

The models are run as a series of gas parcels along a radial line from the centre to the

edge of a core, allowing stratification to be seen by plotting fractional abundance against

radial point position for given times. Figure 3.2 shows the abundances of four molecules

at varying times for the 1-0.07 model. Of the five molecules examined in this chapter, four

have been plotted as CS follows the behaviour of CO.

The dashed lines in Figure 3.2 show the fractional abundance of molecules just after

the shock reaches the final point; when the core is considered to be just formed. At this

time, there can be large differences between the core’s edge and centre. NH3 in particular

is over an order of magnitude more abundant in the centre than at the edge. However,

the solid lines show 0.1 Myr later and there are no differences in fractional abundances

between points at this time. Given that the shock period is relatively short compared to

the lifetime of the core, it is unlikely that a core will be observed mid formation and so

no stratification will be observed according to this model.

3.5 Observational Tracers

The models produced here may be best used by comparing them in detail to individual

pre-brown dwarf cores. However, a number of general conclusions can be drawn from the

models. If the majority of pre-brown dwarf cores are formed through turbulent fragmen-

tation then it is expected that they will be consistent with these predictions.

In order to qualify whether our predictions can lead to observables, the radiative

transfer code RADEX (van der Tak et al. 2007) was used to give an indication of what

might be observable in pre-brown dwarf cores considering the fractional abundances given

by the models. RADEX was run repeatedly using the results of the models at different
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Figure 3.2: Fractional abundances with distance from core centre for four molecules, the
model shown is a 0.07 M� core formed from the first set of initial conditions. The x-axis
shows the point number, with the centre of the core being point 0 and the edge being 9
for a total of 10 points distributed along the core radius. The dotted lines show the start
of Phase 2 where only the first point has had a density increase, the dashed line shows the
end of the shock passage when the final point has been reached and the solid line shows
0.1 Myr after the shock.

time steps to produce the line intensities for several molecular transitions as a function

of time. For each time step, the hydrogen nuclei density was halved to give the number

density of H2 molecules, as the vast majority of H nuclei are in H2 for all models. A

kinetic temperature of 10 K is used, in line with the model temperature. The line width is

assumed to be turbulence dominated and taken to be 1 km s−1 (Benedettini et al. 2012b).

RADEX also requires a column density which was calculated by multiplying the density

of each species by the radius of the core.

By considering the brightest line emitted by each molecule that would be observable

using a ground based telescope and applying a lower limit for visibility, several key di-

agnostics of a core formed through turbulent fragmentation were found. The capabilities

of ALMA and the VLA were used as a guide. Of course, the results given assume that
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Figure 3.3: Brightness temperature expected for the five transitions discussed in Sec-
tion 3.5 plotted against the average density of the core. On the left, a freefall model is
shown and on the right a turbulent fragmentation model in which a 0.07 M� core is formed
from a cloud using the first set of initial conditions. HCO+ in particularly is an order of
magntiude brighter in the freefall model than in the turbulent fragmentation model.

most of the flux is recovered which may not be the case. No adjustment for beamsize has

been made as both arrays have synthesized beamwidths smaller than the typical angular

size of these cores; ∼10” at 140 pc. TA = 100 mK has been used as the lower limit for a

detectable line (see Section 3.7). The results discussed in this section are based on models

using the first set of initial conditions: nH=1× 104 cm−3, T=10K and an age of 6 Myr.

For bound cores above 0.04 M�, detection of the CO 2-1 and NH3 1(1,0)-1(1,0) transi-

tions are expected. They are difficult to differentiate from a core formed through freefall

using the 100 mK cut off. However, the behaviour of the HCO+ 3-2 transition is very

different between turbulent fragmentation model and freefall. HCO+ is an order of mag-

nitude brighter in freefall cores than in the turbulent fragmentation models and remains

observable to high densities. A comparison between a 0.07 M� and equivalent freefall

model is shown in Figure 3.3.

This is not the case for an extremely low mass core (<0.04 M�). Such cores are

extremely dense and are formed very quickly, giving bright lines in CS 3-2 and N2H
+

1(2,3) - 0(1,2) which are not apparent in higher mass cores or cores formed through freefall.

Cores are unlikely to be detected during the shock as this is a very short lived stage.

However, an unusually bright CS 3-2 line would be an indicator of a shock in progress.

Table 3.2 shows which of the molecules considered in this chapter are observable in cores
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Table 3.2: Observable molecules for different models at nH >107cm−3, where an observable
molecule is considered to be one that has a transition which would emit with a brightness
temperature greater than 100 mK. All models use the first set of initial conditions. A +
indicates an observable molecule.

Molecule 0.01 M� 0.04 M� 0.07 M� 0.10 M� Freefall

CO + + + + +
HCO+ + +

CS +
NH3 + + + + +

N2H
+ +

at densities of nH >107cm−3. The models shown use Model 1 conditions. 30 K models

have much higher nshock values and so molecules remain detectable at higher densities.

All five molecules are detectable up to at least nH =108cm−3 for the 0.04 and 0.01 M�
models at 30 K.

3.6 Comparison To Observations

Only one pre-brown dwarf core has been firmly detected so far. André et al. (2012) pre-

sented observations of a core of mass less than 0.03 M� with a good detection in the 3.2 mm

continuum and the N2H
+ 10,1-01,2 line. The core is estimated to be at nH>7.5× 107 cm−3.

The density, the signal to noise ratio of the observed line and the apparent early evolu-

tionary stage of the object make it an ideal candidate for comparison to the models in this

chapter.

Figure 3.4 shows the RADEX derived intensities for the detected transition using the

model abundances as a function of density. Whilst a N2H
+ detection at this density would

not fit with freefall or higher mass models it would fit with low mass models where the

density has been greatly increased by the shock. This is by no means conclusive but it

does show that there are measured abundances in very low mass cores that do not fit with

simple freefall models and can be fitted by assuming a fast density increase due to a shock.

The turbulent fragmentation process is not brown dwarf specific, therefore prestellar

cores in the low mass star range could be used to test the model until more pre-brown

dwarf cores are discovered. Seo et al. (2015) used a source finding algorithm with NH3

observations of the L1495-B218 filaments in the Taurus molecular cloud and found many

low mass cores which are potentially prestellar cores. In their work Seo et al. present core

masses estimated from dust emission and from NH3 column densities using an assumed
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Figure 3.4: Brightness temperature of the N2H
+ 10,1-01,2 transition for three models; 0.01

M� (blue),0.04 M� (red) and freefall (green). Only the lowest mass turbulent fragmenta-
tion model can produce a bright line for this transition at nH=7.5x107cm−3; the density
calculated by André et al. (2012).

fractional abundance of NH3. Using these to calculate their measured mass of NH3 and

assuming the mass from dust is the total core mass, we have arrived at NH3 fractional

abundances for their cores. Table 3.3 shows a comparison between those NH3 abundance

estimates and the models. The models show poor fits for the brown dwarf mass cores.

However, it is worth noting that none of these cores are gravitationally bound according

the Virial masses calculated by Seo et al. (2015). The models in this chapter use the mass

to set nshock assuming that a bound core will be produced, therefore an unbound core is not

expected to be a good match to the models. For this reason models were run with higher

mass cores to compare to the higher mass, bound objects in the paper. For the higher mass

cores in Table 3.3, the fractional abundance of NH3 is much closer and is a good match

considering that without density measurements, the abundances can change by a factor of a

few depending on which density value is chosen. The model abundances chosen are during

the post-shock period where many molecules maintain constant fractional abundances for
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Table 3.3: List of cores from Seo et al. (2015) with model equivalents. Fractional abun-
dances are given in units of 10−9. Abundances from the model are taken to be the average
abundance for the post-shock core.

Mass/ M� Virial Mass/ M� X(NH3)observed X(NH3)model
0.04 0.31 1.13 0.07
0.07 0.22 1.07 0.32
0.10 0.58 1.8 0.5
0.88 0.77 3.65 1.5
0.95 0.98 1.35 2.5
0.99 1.09 1.00 1.0

close to a million years. This is the most likely stage in which to view the cores as it is by

far the longest.

For further comparison, the models were fitted to data on dense cores in the Lupus

molecular cloud, presented by Benedettini et al. (2012b), which could be prestellar cores.

Whilst the density and mass of these cores is unknown, they do calculate the column

densities of up to 5 species for each core. The three cores (Lupus1 C4,C6 and C7) with

the most column density data were chosen and the column densities were used to compare

the ratios of CH3OH, HC3N, N2H
+ and NH3 with CS to the same ratios from our models.

For each model, the best fit density was found through a χ2 test in which the squared

difference between the four observed column density ratios and model abundance ratios

were compared to the squared observational error on the column density ratios. These χ2

values were used to evaluate which model and density would best fit the cores giving effec-

tively four free parameters: core density, temperature, age and initial cloud density. This

test was done for all the initial conditions and brown dwarf masses; none were considered

to be a good fit. This seems to imply that, whether they are gravitationally bound or

not, the objects presented by Benedettini et al. (2012b) are not high density cores formed

through turbulent fragmentation.

3.7 Comparison to MHD models

The work presented in this chapter represents a first step towards modelling cores formed

through turbulent fragmentation. To investigate its short-comings and how the model can

be moved forward, a more detailed dynamical model was required. The ideal way to do

this is to perform MHD modelling of the formation and collapse of a core in turbulent gas

whilst simultaneously solving for the chemistry and radiative transfer in the core. However,
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this would represent an infeasible amount of work and a great deal of computational

complexity. For these purposes, post-processing the results of MHD modelling to calculate

the chemistry should be sufficient to discuss the differences between the simple model

presented above and a more accurate model of the physics.

The MHD model used is based on the work of Offner and Arce (2014), in which the

collapse of a isothermal sphere through to the early stages of the protostar was studied.

The model includes turbulence, self-gravity, radiative transfer for cooling, and an initially

uniform magnetic field along one axis. The authors of that work produced a 0.2M� model

for this comparison and provided 1D cuts of the gas density along the x- and z-axis, the

z-axis being the direction of the initial magnetic field. These outputs were re-binned into

65 radial points, the minimum amount of points that could capture the density structure

of the model at each timestep.

uclchem was adapted to read the resulting time series and use it as the physical inputs

for the chemistry. An equivalent model was run using the turbulent fragmentation model

described above for a 0.2M� core. Both models used the first set of initial conditions from

Table 3.1 and the same chemical network as used for the original turbulent fragmentation

work.

Two major conclusions could be found from the comparison. Firstly, averaging over

the whole core, the chemical abundances are remarkably similar between the two models.

Figure 3.5 shows the fractional abundances of various species as a function of the aver-

age density of the core for each model. The fractional abundances are density weighted

averages and they clearly follow extremely similar trends.

However, if the fractional abundance of each species is plotted as a function of radius

at comparable times in each model, it is clear that the lack of stratification found in

the simple model presented in this chapter is the result of an oversimplification of the

physics. Primarily, turbulent motions in molecular clouds may lead to the formation of

cores, but that turbulence does not dissipate immediately. The gas density is a decreasing

function of radius in the MHD outputs and is also subject to fluctuations where low density

outer regions suddenly and briefly increase in density before returning to lower values and

this leads to much more complicated chemical trends. Most strikingly, the radial density

profile is such that freeze out is less efficient and UV driven processes are faster in the

MHD model. As a result of the reduced freeze out and increased photo-desorption from

the ices, the abundances of many molecules are increased towards the edge of the core.
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Figure 3.5: Fractional abundance as a function of average core density for the turbulent
fragmentation model (solid lines) and MHD post-processing (dashed). The MHD core
fluctuates in density complicating the abundance profiles but clearly follow the same trend
as the turbulent fragmentation model presented in this chapter.

Figure 3.6 shows radial profiles of the fractional abundances from each model∼1× 105 yr

after the initial formation of the core. The turbulent fragmentation model from this chap-

ter shows species only slightly increasing with radius whereas there is a clear trend of the

fractional abundance of each species increasing with radius in the MHD post-processing

models.

3.8 Conclusions

uclchem was adapted to investigate the formation of brown dwarfs through turbulent

fragmentation. To do this a simple 1D model of a shock travelling through a cloud was

applied to the chemical model. The resulting chemistry is expected to be representative

of what would be observed in prestellar cores formed by the collision of turbulent flows.

Without more observations to compare to, it is difficult to say how reliable the models

are. However, certain aspects are promising as they essentially reproduce the results of
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Figure 3.6: Fractional abundance as a function of radius for the turbulent fragmentation
model (solid lines) and MHD post-processing (dashed). From these plots, it is clear that
the non-uniform, Bonnor-Ebert like density profile from the MHD model has a strong
effect on the chemistry and the flat density profile of the turbulent fragmentation model
is unable to reproduce it.

freefall models for low mass stars and show behaviour that is incompatible with freefall

in brown dwarf cores where the effects of turbulent compression would be strongest. For

example, in an extremely low mass brown dwarf, the N2H
+ abundance is three orders of

magnitude higher than in an equivalent freefall model.

The model is not strongly sensitive to the initial conditions investigated, though

changes in the gas temperature do affect the results. In principle, temperature measure-

ments may be included when fitting with the models. However, despite this sensitivity,

the models produce molecular abundances which are incompatible with freefall models for

a wide range of initial conditions. This has allowed the proposal of general observational

tests that could mark a core as worth following up with more observations. These include

the detection of CO and NH3 in a low mass core without the detection of HCO+ which

would be expected from freefall. Whilst the existence of pre-brown dwarf cores does in

itself reduce the possible formation routes, the possibility of matching the chemistry to a
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specific formation model would add to the body of evidence available for determining how

very low mass objects form.

Introducing the shock to the model produces many changes to the chemistry when

compared to freefall models. The largest effects of the shock are in maintaining high

abundances of molecules at high core densities where they would normally have frozen

out during a freefall collapse. An example is CS which is undetectable at XCS <10−12

in a core of density nH=107cm−3 for freefall models but has a fractional abundance of

XCS=10−8 for the lowest mass brown dwarf model. Similarly, CS freezes out more quickly

than CO during a freefall, leading to a larger ratio at higher densities during a freefall

collapse. However, this ratio does not increase during the shock as both species remain at

roughly constant fractional abundance. This flattening in the CS trends also means that

it is never less abundant than N2H
+ in the shock models whilst it freezes out more quickly

than N2H
+ in freefall and is generally less abundant.

The model was finally compared to the results of post-processing the chemistry for

MHD simulations of cores collapsing under turbulent fragmentation. Taking source aver-

aged fractional abundances, the model and MHD post-processing are in agreement with

each other. However, radial density profile in the model is far too simplified to match

the results of the MHD simulations. It is possible that if the post-core formation collapse

was replaced with a more accurate collapse model (see Priestley et al., submitted) then it

would be sufficient but further work is required to ascertain this.
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Chapter 4

H2S in the L1157-B1 Bow Shock

The work presented in this chapter is based on the paper by Holdship et al. (2016), in col-

laboration with S.Viti, I.Jimenez-Serra, B. Lefloch, C. Codella, L. Podio, M. Benedettini,

F. Fontani, R.Bachiller, C. Ceccarelli and M. Tafalla.

4.1 Introduction

In Section 1.4.3 of the Introduction, outflows and jets driven by low mass protostars in

the earliest stages of their evolution were discussed. The observation and modelling of

ones of these objects is the subject of this chapter. The collision between a jet and the

associated protostar’s parent cloud is supersonic, producing shock fronts of warm, dense

gas. This in turn drives processes that greatly increase the chemical complexity, such as

endothermic reactions, sputtering from dust grains and ice mantle sublimation. Many

molecular species are enhanced in abundance through this process (Draine et al. 1983;

van Dishoeck and Blake 1998; Codella et al. 2013) and the observation and modelling of

these species is a powerful tool for understanding their gas-phase chemistry and the initial

pre-shock composition of the ices on the grains.

L1157-mm is a low mass Class 0 protostar driving a molecular outflow (Gueth et al.

1997) and is at a distance of 250 pc (Looney et al. 2007). The outflow was discovered

by Umemoto et al. (1992) who also inferred the presence of strong shocks from the tem-

perature of the gas implied by NH3 and SiO emission. Since then, several bow shocks

83
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along the outflow have been identified and studied due to their rich chemical content. The

brightest of these, L1157-B1, has a complex, clumpy structure (Tafalla and Bachiller 1995;

Benedettini et al. 2007) and an age of order 1000 yr constrained by observations (Podio

et al. 2016) and models (Flower and Pineau des Forêts 2012). Emission from molecules

thought to be formed on icy mantles such as methanol and water have been observed

(Bachiller and Pérez Gutiérrez 1997; Busquet et al. 2014). This high degree of study of

the L1157 outflow has led to it being considered the prototype of a chemically rich molec-

ular outflow (Bachiller et al. 2001). Therefore, L1157 represents the best laboratory to

study the initial composition of the ices.

Through the IRAM large program ASAI (Astrochemical Surveys At IRAM) and the

Herschel Key project CHESS (Chemical HErschel Surveys of Star forming regions), a

spectral survey of L1157-B1 has been performed in the frequency ranges of 80-350 GHz

(IRAM-30m/EMIR) and 500-2000 GHz (Herschel-HIFI). The first results of the CHESS

survey (Lefloch et al. 2010, 2012) confirmed the chemical richness of the bow shock. Several

studies have started to compare the observed species with chemical models to derive the

properties of the shock in L1157-B1 (Viti et al. 2011; Benedettini et al. 2012a, 2013).

Podio et al. (2014) reported the emission of molecular ions, including SO+ and HCS+,

whose chemistry is closely related to the amount of S-bearing molecules released from

dust grains, such as H2S and OCS.

Sulfur is highly reactive and therefore its chemistry is very sensitive to the thermal and

kinetic properties of the gas. That chemistry, if it were well understood, could be used

to constrain the properties of the bow shock or regions within it. In fact, H2S has been

studied along with SO and SO2 as a chemical clock for environments where dust grains

are disrupted since it was first proposed by Charnley (1997). A key assumption for this

is that H2S is one of the most abundant sulfur bearing species on ice mantles (Wakelam

et al. 2004) and is then released into the gas-phase during a shock.

This assumption requires further study to determine its veracity. OCS and SO2 are

the only sulfur-bearing species firmly detected in the solid phase so far (Geballe et al.

1985; Palumbo et al. 1995; Boogert et al. 1997). Whilst a direct detection is preferred,

it is possible to constrain the H2S abundance on grains through observations of the gas-

phase where ice mantles are disrupted. In observations of hot cores, Hatchell et al. (1998)

were able to model the observed abundances of sulfur-bearing species only if H2S had an

abundance of 10−8 to 10−7, much lower than the cosmic sulfur abundance. Evidence for
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large amount of OCS on the other hand was presented by Podio et al. (2014). In order

to reproduce the abundance of CS and HCS+ observed in L1157-B1, their model required

OCS be one of the main sulfur carriers on dust grains. Despite this, detections of solid

OCS give abundances that would account for only ∼0.5% of the cosmic sulfur abundance

(Palumbo et al. 1997). Since estimates of grain-surface OCS abundances may be affected

by blending with a nearby methanol feature in infra-red spectra, it is possible that much

sulfur is eventually locked in solid OCS.

Other forms of sulfur have been considered. Woods et al. (2015) investigated the gas

and solid-phase network of sulfur-bearing species using new experimental and theoretical

studies (Garozzo et al. 2010; Ward et al. 2012; Loison et al. 2012). They found that

although species such as H2S and H2S2 are present on the ices, they are not sufficiently

abundant to be the major carriers of sulfur. In fact, a residue of atomic sulfur may be

abundant enough to harbour a large amount of the total sulfur budget. This residue may

come off during sputtering if a fast enough shock is present. A shock velocity of 25 km s−1

is likely to be sufficient to release even highly refractory species from the grains (May

et al. 2000). One would expect to commonly observe chemistry involving atomic sulfur in

shocked regions as this sulfur residue is sputtered from the mantle at such shock velocities.

They also found that H2S is in fact the predominant sulfur-bearing species at the early

phases of the pre-stellar core.

In summary, H2S is routinely observed in warm, sometimes shocked environments, in

the gas-phase; yet it is undetected in the ices to date. Given the uncertainty of the origin

of H2S on grains and the fact that L1157-B1 contains gas that is highly processed by

shocks, the physical properties and kinematics of the H2S gas could help determine its

chemical origin.

In this chapter, H2S observations along the L1157-B1 clump are presented and its

origin and relationship to other sulfur-bearing species are investigated by the use of the

shock model of uclchem. In Section 4.2, the observations with HIFI and the IRAM 30m

telescope are described. In Section 4.3, the detected H2S lines are presented and analyzed.

In Section 4.4, the abundance and behaviour of H2S is compared to CS and NH3 as well

as to a chemical model in which the form of sulfur in ice mantles is explored. Finally, a

summary is presented in Section 4.5.



86 Chapter 4. H2S in the L1157-B1 Bow Shock

4.2 Observations

4.2.1 IRAM-30m

The H2S and H34
2 S (11,0-10,1) lines as well as the HDS (11,0-00,0) were detected during

the ASAI program’s unbiased spectral survey of L1157-B1 with the IRAM 30m tele-

scope. The pointed co-ordinates were αJ2000 = 20h39m10.2s, δJ2000 = +68
◦
01′10”.5 i.e.

∆α = +25”.6, ∆δ = −63”.5 from the driving protostar. NGC7538 was used for pointing,

which was monitored regularly. It was found very stable with corrections less than 3”.

The observed region and the relevant beam-sizes for the observations presented here are

shown in Fig. 4.1. The broadband EMIR receivers were used with the Fourier Trans-

form Spectrometer backend which provides a spectral resolution of 200 kHz, equivalent

to 0.35 km s−1 for the transitions at around 168 GHz. The transition at 244 GHz was

smoothed to a velocity resolution of 1.00 km s−1 to improve the signal to noise ratio. For-

ward and beam efficiencies are provided for certain frequencies (Greve et al. 1998) and a

linear fit gives a good estimate when interpolating between points. Table 4.2 gives these

efficiencies as well as the telescope half power beam-width at the observed frequencies.

Line intensities were converted to units of TMB by using the Beff and Feff values given

in Table 4.2.

4.2.2 Herschel-HIFI

The H2S (20,2-11,1), (21,2-10,1) and HDS (21,2-10,1) transitions were detected with Herschel

(Pilbratt et al. 2010) using the HIFI instrument (de Graauw et al. 2010), in bands 2A,

2B and 1B respectively as part of the CHESS spectral survey. The observations were

done in double beam switching mode, with the pointed co-ordinates being the same as the

IRAM-30m observations. The receiver was tuned in double sideband and the Wide Band

Spectrometer was used. At the frequencies observed, the pointing of the H and V polari-

sations can differ by as much as 5”. However, the spectra are in good agreement having

similar rms values, line profiles and fluxes for detected lines and are therefore averaged.

The data were processed using ESA supported package HIPE 6 (Herschel Interactive Pro-

cessing environment, Ott et al. 2010) and FITS files from level 2 were exported for further

reduction in GILDAS1. The resulting spectra have a velocity resolution of 0.25 km s−1 and

an rms of 3.6 mK. Values for beam efficiency were taken from Roelfsema et al. (2012) and

1http://www.iram.fr/IRAMFR/GILDAS/
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Figure 4.1: CO (1-0) map of the L1157 region (Gueth et al. 1996), including the protostar
L1157-mm and the southern outflow. The dashed and solid rings show the beam-sizes of
IRAM-30m/EMIR and Herschel/HIFI respectively for the transitions detected. The blue
triangle within the rings marks the position of the B1 shock and the other black triangle
marks the position of the protostar L1157-mm. Three regions are discussed in the text:
g1 is considered to be the region with the bright CO contours of the bow shock, g2 the
lower intensity emission behind the bow-shock and g3 the southern disconnected region.
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Figure 4.2: Herschel/HIFI and IRAM-30m/EMIR detections of the H2S main isotopo-
logue. The vertical line indicates the cloud velocity Vsys =2.6 km s−1.

Table 4.1: Details of Herschel/HIFI observations.

Frequency Band Obs Id Date
(GHz)

687.3 2a 1342207607 2010-10-28
736.0 2b 1342207611 2010-10-28
582.4 1b 1342181160 2009-08-01

adjusted for wavelength by a Ruze formula given in the same article.

4.3 Results

4.3.1 Detected Lines and Opacities

In total, six lines were detected including H34
2 S and HDS as well as the main isotopologue,

H2S. Table 4.2 gives the telescope and spectroscopic parameters relevant to each detected

line. Frequencies (ν), quantum numbers, Einstein coefficients (Aul), and the upper state

energies (Eu) and degeneracies (gu) are taken from the JPL spectral line catalog (Pickett

1985). The measured line properties including the velocities Vmin and Vmax taken to be
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Figure 4.3: Herschel/HIFI and IRAM-30m/EMIR detections of H2S isotopologues. The
HDS lines are at lower spectral resolution than the other detections. The HDS (1-0) spec-
trum has a resolution of 1 km s−1 and HDS (2-1) spectrum has a resolution of 0.5 km s−1.

Table 4.2: List of detected lines and the relevant spectroscopic and instrument properties.
Ortho and para species are denoted by o- and p- respectively. All spectroscopic data were
taken from Pickett (1985).

Molecule Transition Freq Eu gu log(Aul) Instrument Tsys θbeam ∆V Beff Feff
(GHz) (K) (K) (”) (km s−1)

o-H2S 11,0-10,1 168.7628 27.9 9 -4.57 EMIR 132 15 0.35 0.74 0.93
p-H2S 20,2-11,1 687.3035 54.7 5 -3.03 HIFI 137 31 0.25 0.76 0.96
o-H2S 21,2-10,1 736.0341 55.1 15 -2.88 HIFI 317 29 0.25 0.77 0.96
o-H34

2 S 11,0-10,1 167.9105 27.8 9 -4.58 EMIR 159 15 0.36 0.74 0.93
o-HDS 10,1-00,0 244.5556 11.7 3 -4.90 EMIR 190 10 1.00 0.59 0.92
o-HDS 21,2-10,1 582.3664 39.7 5 -3.18 HIFI 84 36 0.50 0.77 0.96
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Table 4.3: Derived parameters of the detected lines. Tpeak is given in units of Tmb and
Vmin/Vmax are where lines drop below 3σ levels except for HDS lines where 1σ is used
(See Section 4.3.1). Parenthesized values are uncertainties.

Molecule Transition Tpeak Vpeak Vmin/Vmax
∫
Tmb dv

(mK) (km s−1) (km s−1) (K km s−1)

o-H2S 11,0-10,1 614 (8) 1.05 -7.90/4.70 4.41 (0.90)
p-H2S 20,2-11,1 60 (9) 1.00 0.10/2.10 0.20 (0.03)
o-H2S 21,2-10,1 103 (9) 1.25 -4.15/3.10 0.58 (0.07)
o-H34

2 S 11,0-10,1 46 (6) 0.65 -1.69/2.96 0.28 (0.06)
o-HDS 10,1-00,0 8 (2) 1.00 0.60/3.60 0.030 (0.008)
o-HDS 21,2-10,1 19 (6) 0.00 0.00/2.50 0.034 (0.009)

the velocities at which the emission falls below the 3σ level, and the integrated emission

(
∫
TMBdv) within those limits are shown in Table 4.3. The error quoted for the integrated

intensities includes the propagated error from the rms of TMB and the velocity resolution

of the spectra as well as nominal calibration errors of 10 and 20% for Herschel-HIFI and

IRAM-30m respectively. Note that the HDS spectra are at lower spectral resolution and

have less significant detections than the other H2S transitions, each peaking between the

3 and 4 σ level. For this reason, the velocity limits of the HDS (2-1) transition are taken

to be where the peak is above 1σ.

Figures 4.2 and 4.3 show the six lines labelled by their species and quantum numbers.

The spectra are given in units of antenna temperature T∗a. Figure 4.2 shows the three H2S

lines whilst Fig. 4.3 shows the isotopologues. In Fig. 4.2, the H2S (21,2-10,1) line shows

three peaks. The primary peak is at 1.25 km s−1, which is common to all the spectra. The

secondary peak at −3.75 km s−1 is consistent with lines detected in L1157-B1 by Lefloch

et al. (2010) who found that HCN, NH3, H2CO and CH3OH showed primary peaks at

approximately 1 km s−1 and secondary peaks between -3 and −4 km s−1. However, the

peak at −1.25 km s−1 in the H2S (21,2-10,1) spectrum is not consistent with any other

spectral features and may be due to a contaminant species or simply noise.

From the integrated intensity, the upper state column density, Nu can be calculated

as,

Nu =
8πkν2

hc3Aulff

∫
TMBdv

(
τ

1− e−τ

)
(4.1)

where ff is a correction factor for the fact the emission does not fill the beam and τ is

the optical depth. This clearly requires estimates of the optical depth of each line and the

source size from which the filling factor can be calculated.
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It is assumed that all the H2S emission comes from B1. Whilst previous work on

L1157-B1 has suggested most emission comes from the walls of the B1 cavity (Benedettini

et al. 2013), this has not been assumed and the entire size of B1 is used. Thus, size was

taken to be 18” in agreement with the size of B1 in CS estimated by Gómez-Ruiz et al.

(2015) from PdBI maps by Benedettini et al. (2013). The validity of this assumption is

explored in Section 4.3.2. However, it should be noted that varying the size from 15” to

25” changes ln(Nugu ) by less than 1% and encompasses all estimates of the source size from

other authors (Lefloch et al. 2012; Podio et al. 2014; Gómez-Ruiz et al. 2015).

The 11,0-10,1 transition has been detected in both H2S and H34
2 S, allowing the optical

depth of L1157-B1 for H2S to be calculated. For the equivalent transition in a pair of

isotopologues, it is expected that Nu would only differ by the isotope abundance ratio

if the emission region is the same. A 32S/34S ratio, R, of 22.13 was assumed (Rosman

and Taylor 1998) and tested by comparing the integrated emission in the wings of the

11,0-10,1 transitions; that is all of the emission below −1 km s−1. This emission is likely

to be optically thin, allowing us to test the abundance ratio. A ratio of 22±3 was found,

consistent with the value taken from the literature. By taking the ratio of the measured

integrated line intensities,

1− e−τ

1− e−τ/R
=

∫
TMB(32S)dv∫
TMB(34S)dv

(4.2)

and solving for τ , an optical depth for H2S (11,0-10,1) of τ =0.87 was calculated.

4.3.2 Origin of the Emission

Lefloch et al. (2012) found that the CO emission from L1157-B1 could be fitted by a

linear combination of three velocity profiles, associated with three physical components.

The profiles were given by I(v) ∝ exp(−|v/v0|) where v0 is the characteristic velocity of the

physical component. The velocities were 12.5 km s−1, 4.4 km s−1 and 2.5 km s−1 which are

respectively associated with a J shock where the protostellar jet impacts the B1 cavity, the

walls of the B1 cavity and an older cavity (B2). These components were labelled as g1, g2

and g3 and the same notation is used here for consistency. In Figure 4.1, g1 is considered

to be the region with the bright CO contours of the bow shock, g2 the lower intensity

emission behind the bow-shock and g3 the southern disconnected region. However, it

should be noted that this is not based on interferometry and so the assignment is a best
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Figure 4.4: Log-linear plots of the well detected transitions. The dashed and dotted fits
are I(v) ∝ exp(−|v/v0|) profiles with v0 = 4.4 km s−1 (g2) and 2.5 km s−1 (g3) respectively.
The solid line is the best fit line, a linear combination of the other two. The third com-
ponent, g1 (v0=12.5 km s−1) is not shown as it is not required for the best fit and there
is no emission from velocities more blue shifted than −8 km s−1. The vertical line is the
cloud velocity, Vsys =2.6 km s−1 (Bachiller and Pérez Gutiérrez 1997), and the horizontal
line marks each the 3σ rms level on each plot.

guess based on the gas properties of the velocity components and the gas properties derived

from interferometric studies.

This has also been applied to other molecules. For CS (Gómez-Ruiz et al. 2015), it was

found that the g2 and g3 components fit the CS lines well with a negligible contribution

from the g1 component except for the high J lines detected with HIFI. The same was

found to be true for SO+ and HCS+ (Podio et al. 2014). This implies that the majority

of emission from the low energy transitions of sulfur bearing molecules comes from the B1

and B2 cavities and is not associated with the J-shock.

The three components have been used to fit the H2S line profiles and the results are

shown in Fig. 4.4. The fit for H2S (20,2-11,1) is not shown as the detection is not significant

enough to be well fitted. Unlike other molecules in the region, the fits for H2S appear to
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be fairly poor, with reduced χ2 values much greater than 1 for H2S (11,0-10,1) and the H2S

(21,2-10,1) suffering from the secondary peaks. However, the H2
34S isotopologue is well

fitted. In each case, only the g2 and g3 components are required for the best fit. This

implies that, as for CS, the majority of the H2S emission arises from B1 and B2 cavities

affected by the interaction of low-velocity C-shock. Since the g1 component is negligible

in the H2S lines, the nearby J-shock does not contribute to their emission. This justifies

the use of a C-shock model in Section 4.4.2 to reproduce the observed line profiles and

measured abundances of H2S in L1157-B1.

4.3.3 Column Densities and Abundances

The three detected transitions of H2S allow the excitation temperature and column den-

sity of the shocked gas in L1157-B1 to be calculated through use of a rotation diagram

(Goldsmith and Langer 1999). Of the three transitions, one is para-H2S and the other

two are ortho. In order to proceed, an ortho-to-para ratio needs to be assumed. Given

the lack of further data, the statistical average of 3 is assumed for the ortho-to-para ratio.

Reducing this ratio to 1 produced results within error of those presented here for column

density and temperature. It is therefore not possible to draw any conclusions about the

ortho-to-para ratio from the data available.

The H2S column density and temperature were calculated through the use of a rotation

diagram. For the rotation diagram, the upper state column density, Nu was calculated

from Eq. 4.1 assuming all three transitions had the same optical depth, calculated above.

The filling factor in Eq. 4.1, ff is uncertain due to the fact that Section 4.3.2 shows

that H2S emission comes partially from the walls of the B1 cavity and partially from

the older B2 cavity. For the calculations here, we adopt a source size of 18” but as

noted in Section 4.3.1, a size of 25” gave the same result. The rotation diagram is shown

in Fig. 4.5 and gave an excitation temperature of (12± 1) K. Of the three components

discussed in Section 4.3.2, this is most consistent with the low temperature of the g3

component calculated as ∼23 K by Lefloch et al. (2012). They report errors of order 10 K

and the excitation temperature from a rotation diagram is typically lower then the gas

temperature when the emission is not in LTE (Goldsmith and Langer 1999). Using the

JPL partition function values for H2S (Pickett 1985), a total column density was found to

be N(H2S)=(4.7± 0.4)× 1013 cm−2.

Bachiller and Pérez Gutiérrez (1997) calculated a fractional abundance of H2S by
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Figure 4.5: Rotation diagram for H2S. The gradient gives an excitation temperature of
12 K and the intercept gives a column density of (4.7± 0.4)× 1013 cm−2.

comparing measured column densities of H2S to CO and assuming a CO:H2 ratio of 10−4.

They obtained a value of 2.8×10−7. Given that their H2S column density was calculated

from a single line by assuming a temperature of 80 K and optically thin emission, an

updated value has been calculated. For the CO column density, a more recent measure-

ment of N(CO)=1.0×1017 cm−2 is used (Lefloch et al. 2012). For a H2S column density

of 4.7×1013 cm−2, a fractional abundance X= 4.7× 10−8 is found. This is a factor of

∼6 smaller than the Bachiller and Pérez Gutiérrez measurement, most likely due to the

improved column density derived by using a rotation diagram with three transitions rather

than a single line with an assumed temperature.

It should be noted that the critical densities for the two higher frequency transitions

are nc ∼107 cm−3. Estimates of the average number density in B1 and B2 are of order

nH ∼105 cm−3. Therefore LTE is unlikely to apply here. This casts doubt on the rotation

diagram method and so the radiative transfer code RADEX (van der Tak et al. 2007) was

run using the slab model with a range of column densities, gas densities and temperatures

to see if similar results would be obtained. H2 number densities in the range n = 104−106
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cm−3 and temperatures in the range 10-70 K were used based on the values found for g2

and g3 with LVG modelling by Lefloch et al. (2012). With these parameters, the best fit

found by comparing predicted brightness temperatures to the H2S lines reported here is

3.0× 1014 cm−2 at a temperature of 10 K and density 105 cm−3. Fits with T > 30 K or

nH � 105 cm−3 were always poor.

4.3.4 The Deuteration Fraction of H2S

The excitation temperature is further used to make the first estimate of the deuteration

fraction of H2S in an outflow from a low mass protostar. The integrated intensities of

the HDS emission lines are used to calculate ln(Nu) for each transition, again assuming

a source of 18”. Tex=12±1 K, the value of the partition function, Z, and upper state

degeneracy gu taken from the JPL catalog are then used to find a column density for HDS

as,

ln(N) = ln(
Nu

gu
) + ln(Z) +

Eu
kTex

(4.3)

By averaging the column density obtained from each of the two transitions, a column

density of 2.4±1.2×1012 cm−2 is found. This corresponds to a deuteration fraction for

H2S of 5.1±1.3×10−2. As these abundances are an average over the beam, this is likely

to be a lower limit of the true deuteration on the grains. However, it is comparable to

level of deuteration measured for other species in L1157-B1. For example, the methanol

deuteration fraction was found to be 2×10−2 by Codella et al. (2012). Further, Fontani

et al. (2014) detected HDCO, CH2DOH with the Plateau de Bure interferometer and

compared to previous measurements of CH3OH and H2CO. They obtain higher deuteration

fractions for H2CO and CH3OH, reporting 7× 10−2 for H2CO and 3× 10−2 for CH3OH.

4.4 Sulfur Chemistry in the B1 Shock

4.4.1 Comparison of Line Profiles

In the previous section it is postulated that H2S arises from the B1 and B2 cavity like CS.

In order to test this hypothesis, the emission of these species is compared to see if they

show similar behaviour. Figure 4.6 shows the ratios of the line temperatures for the H2S

(11,0-10,1) transition with the CS (3-2) and NH3 (1-0) transitions. This allows us to better
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compare the line profiles and the evolution of the molecular abundances of the different

species considered in this section and in Section 4.4.2. The spectra have been re-sampled

to common velocity bins. The H2S (11,0-10,1) transition was chosen as it is both less noisy

than the other H2S transitions and closer in excitation properties to the available CS and

NH3 transitions.

The CS transition in Fig. 4.6a is the CS (3-2) transition at 146.97 GHz; it has an

upper level energy of Eu = 14.1 K. Figure 4.6a shows that the CS (3-2) and H2S (11,0-10,1)

profiles differ by a factor of ∼10 at higher velocities. Assuming that the line ratio follows

the behaviour of the abundance ratio between these two species, this may imply that H2S

is not as abundant as CS at higher velocities and therefore raises the possibility that the

H2S and CS emission do not entirely arise from the same region. This pattern is attributed

to chemical differences between the molecules and explored in Section 4.4.2.

The NH3 spectrum in Fig. 4.6b is the NH3 (1-0) line at 572.49 GHz. It has an upper

level energy of Eu = 27.47 K which is comparable to the upper level energy of the H2S

(11,0-10,1) transition. These two transitions are compared due to their similar excitation

properties and strong detections; the other H2S spectra are much noisier. From Fig. 4.6b,

we find that the H2S and NH3 intensities (and thus, their abundances) differ by less than

a factor of 3 throughout the post-shock gas, which suggests that H2S and NH3 come from

the same region and behave similarly. It should be noted that the NH3 line has been

measured within a larger beam than H2S and thus, the NH3 line may include emission

from a larger area in the L1157-B1 bowshock.

4.4.2 Comparison with Chemical Models

Though the velocity fits are poor, the H2S spectra do not require a g1 component to be

well fitted and have low terminal velocities and so are not likely to be associated with

the J shock from L1157-mm’s outflow (see Section 4.3.2). Extensive efforts have been

made to model the dynamics of L1157-B1 with C-shocks (e.g. Gusdorf et al. 2008; Flower

and Pineau des Forêts 2012) and have proven successful. The line profiles of H2S appear

to be consistent with the shapes predicted for other molecules from a parameterized C-

shock model in Jiménez-Serra et al. (2008) and the behaviour of other species such as

H2O and NH3 have been successfully modelled by coupling the same shock model with a

chemical code (Viti et al. 2011). Hereafter it is thus assumed that the sulfur chemistry

observed toward L1157-B1 can be modelled by a C-type shock. Through this modelling,
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Figure 4.6: Emission ratios CS (3-2)/H2S (a) and NH3 (1-0)/H2S (b). The H2S (11,0-
10,1) line is used in both. All the spectra have been resampled into bins with a common
resolution of 1 km s−1 centred at 2.6 km s−1. The 3σ velocity limits of the H2S line are
used to set the x-axis as they give the smallest velocity range in each case.

the question of whether H2S is formed mainly on the grains or in the gas-phase during the

passage of a C-type shock is investigated. The model used is the C-shock parameterization

of uclchem using parameters found by Viti et al. (2011) as the best fit to H2O and NH3.

This is considered more reasonable than fitting for the physical parameters to the single

abundance derived for H2S.

The model is run in two phases. Phase 1 is typical for uclchem and follows the

formation of a molecular cloud through gravitational collapse where freeze out onto dust

grains and surface chemistry set the abundances of the gas-phase and grain adsorbed

species. This gives ice mantle and gas-phase abundances that are consistent with the

network for Phase 2 rather than assumed.

In Phase 2, the propagation of a C-type shock from the protostellar outflow is modelled

according to the Jiménez-Serra et al. (2008) parameterization as discussed in Chapter 2.
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The physical structure of the shock is parameterized as a function of the shock velocity

(Vs), and the H2 gas density of the pre-shock gas. The magnetic field used in the model is

450 µG, transverse to the shock velocity, and it has been calculated following the scaling

relation B0(µG) = b0

√
n0(cm−3) with b0 = 1 following Draine et al. (1983) and Le Bourlot

et al. (2002). Note that in this one case, the density n0 is given as the density of hydrogen

nuclei. The maximum temperature of the neutral fluid attained within the shock (Tn,max)

is taken from Figures 8b and 9b in Draine et al. (1983). The sputtering of the grain mantles

is simulated in the code by introducing a discontinuity in the gas-phase abundance of every

molecular species once the dynamical time across the C-shock has reached the “saturation

time-scales”. The “saturation times” were defined by Jiménez-Serra et al. (2008) as the

time-scales at which the relative difference in the sputtered molecular abundances between

two consecutive time steps in the model are less than 10%, and represent a measure of

the time-scales for which almost all molecular material within the mantles is released into

the gas-phase. For the saturation times for H2S and the other sulfur-bearing species, we

adopt those already derived for SiO coming from the mantles (see Table 5 in Jiménez-Serra

et al. (2008)). The mathematical expression for the sputtering of the grain mantles for

any molecular species is the same except for the initial solid abundance in the ices (see

Eqs. B4 and B5 in the same paper). Consequently, species differ in the absolute scale

in the final abundance sputtered from grains but not the time-scales at which they are

injected into the gas-phase.

The best fit model from Viti et al. (2011) is used to set the shock parameters. In this

model, the C-shock has a speed of vs=40 km s−1 and the neutral gas reaches a maximum

temperature of Tn,max=4000 K in the post-shock region. This reproduced the observed

behaviour of NH3 and H2O in the work by Viti et al. (2011) and since the work on which

this chapter is based was published, it has also been used to explain the abundances of

NO (Codella et al. submitted.), DCN and HCN (Busquet et al. 2017), and PO and PN

(Lefloch et al. 2016) . It was shown by Le Bourlot et al. (2002) and Flower and Pineau

des Forêts (2003) that C-shocks can indeed develop in a medium with a pre-shock density

of 105 cm−3 and magnetic induction B0=450 µG (or b0=1; see their Figures 1 and 5).

Although the terminal velocity of the H2S shocked gas observed in L1157-B1 is only

about −10 km s−1, the higher shock velocity of vs= 40 km s−1 used in the model is justified

by the fact that other species observed in the region such as H2O and CO show broader

emission, even reaching terminal velocities of −30 km s−1 and −40 km s−1 (Lefloch et al.
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2010, 2012). These are expected to be more reflective of the shock velocity as these species

are not destroyed at the high temperatures produced by the shock and so remain abundant

out to high velocities (Viti et al. 2011; Gómez-Ruiz et al. 2016).

Recent shock modelling assuming perpendicular geometry of the shock predicts thinner

post-shock regions, and consequently higher Tmax in the shock, than those considered here

under the same initial conditions of pre-shock gas densities and shock velocities (see e.g.

Guillet et al. 2011; Anderl et al. 2009). However, MHD simulations of oblique shocks (Van

Loo et al. 2009) seem to agree with the lower estimates of Tn,max used here and therefore,

the treatment proposed by Jiménez-Serra et al. (2008) is adopted. The validation of this

parameterization is discussed at length in Jiménez-Serra et al. (2008). The interested

reader is referred to that paper for details of the C-shock modelling and to Chapter 2 for

details on its implementation in uclchem.

In the model, the sulfur network has been expanded following Woods et al. (2015) to

investigate the composition of the ice mantles. The first three versions of the network

were taken directly from Woods et al. (2015). The behaviour of sulfur bearing species are

as follows (see Table 4.5):

• Model A Species froze as themselves.

• Model B Species immediately hydrogenated.

• Model C Species would freeze 50% as themselves and 50% hydrogenated.

• Model D Any species for which a reaction existed to produce OCS on the grains

was set to freeze out entirely as OCS.

• Model E Species would freeze 50% as themselves and 50% as OCS if possible.

The injection of the ice mantles into the gas-phase by sputtering occurs once the dynamical

time in the C-shock exceeds the saturation time, i.e. when tdyn >4.6 years. This greatly

decreases the computational complexity without changing the chemistry. No grain-grain

interactions are taken into account due to the computational costs.

The parameter values for the C-shock in the model are given in Table 4.4. Note network

D is not reflective of real chemistry but rather takes the extreme case of highly efficient

grain surface reactions allowing frozen sulfur, carbon and oxygen atoms to form OCS.

Figure 4.7 shows the results from four of the networks used to investigate the conditions

of the shock in L1157-B1 plotted as function of the distance into the shock, log(Z). In each
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Table 4.4: Model parameters.

n(H2) 1× 105 cm−3

Vs 40 km s−1

tsat 4.6 yr
Tn,max 4000 K
B0 450 µG

Note: n(H2) is the pre-shock hydrogen density, Vs is the shock speed, tsat is the
saturation time, Tn,max is the maximum temperature reached by the neutral gas.

Table 4.5: Branching ratios for the freeze out routes of example sulfur bearing species in
each model. # indicates a frozen species.

Model S HS CS

Model A 100% #S 100% #HS 100% #CS

Model B 100% #H2S 100% #H2S 100% #HCS

Model C 50% #S 50% #HS 50% #CS
50% #H2S 50% #H2S 50%#HCS

Model D 100% #OCS 50% #HS 100% #OCS
50% #H2S

Model E 50% #OCS 50% #HS 50% #OCS
50% #H2S 50% #H2S 50% HCS

case only Phase 2 is shown, the initial abundances at log(Z)=14 are the final abundances

of Phase 1 from each network. As explained above, sputtering occurs once tsat is reached,

releasing mantle species into the gas-phase. This sputtering is responsible for the initial

large increase in abundance for each species at around log(Z)=14.8. A further increase

can be seen in the H2S abundance as the peak temperature is reached at log(Z)=15.8,

after which H2S is destroyed through gas-phase reactions as the gas cools. Most of this

destruction is due to the reaction,

H+H2S → HS + H2.

It is worth noting that the H2S abundance remains low over thousands of years in cold

gas if the model is allowed to continue to run after the shock passage.

Comparing the predicted fractional abundance of H2S in each model, Models A and D

are the best fit predicting X(H2S) = 7.8×10−8 and X(H2S) = 7.3×10−8 respectively. The

average fractional abundance of each model is calculated as an average over the dissipation
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length: the whole width of the shock. The fractional abundance is given here with respect

to the H2 number density. Model B predicts an average H2S abundance of X(H2S) =

1×10−6 and model E gives X(H2S) = 6×10−7. These are an order of magnitude higher

than the observed fractional abundances of H2, which disfavours these models. Overall,

the predicted abundances imply that if too large a proportion of sulfur is hydrogenated

on the grain, the gas-phase H2S abundance is over-estimated once the grain material is

released into the gas-phase. These results are dependent on the assumed CO abundance,

which was taken to be XCO=10−4, a standard assumption which agrees with the model

abundance of CO (see Fig. 4.7).

Furthermore, it is expected that excitation and beam effects are constant between two

transitions for all emission velocities. Therefore, it can be assumed that any change in

intensity ratio between the transitions of two species reflects a change in the abundances

of those species. Model D gives a varying ratio of H2S to NH3 which is at odds with the

approximately flat intensity ratio shown in Fig. 4.6. Model A, on the other hand, shows

H2S and NH3 varying in similar ways, which would give a constant ratio.

In contrast, CS remains at a relatively constant fractional abundance in the model

throughout the shock and so one would expect a large difference between the intensities of

CS and H2S at high velocities, where the gas is warmer. This is consistent with the velocity

limits of the detections and the ratio plots shown in Fig. 4.6. None of the H2S spectra

remain above the rms at more than V =−8 km s−1 but Gómez-Ruiz et al. (2015) report

their CS (3-2) line extends to V =−19 km s−1. We note that the differences in terminal

velocities between CS and H2S are not due to excitation effects but to real differences in

their abundances as the CS (7-6) line, reported in the same work, reaches V=−16 km s−1

and has Eu, gu and Aul that are similar to the H2S (21,2-10,1) transition.

Whilst the comparison between the fractional abundances given by the models and

the data is promising, it must be remembered that the networks used are limiting cases

and the model is a 1D parameterization. From the results of models A and D it is clear

that the observed H2S emission requires that no more than half of the sulfur on the grains

be in H2S. However, observations of other sulfur bearing species are required to really

differentiate between the models. This is explored further in Chapter 5.
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Figure 4.7: Fractional abundances of H2S, NH3 and CS as a function of distance into the
shock for the different networks, the wide faded band is the H2S derived from the rotation
diagram. Plots are shown only up to the dissipation length, described in Section 4.4.2.
The panels show: A) Freeze out to same species; B) freeze out to hydrogenated species; D)
efficient OCS freeze out; E) 50% into routes B and D. The grey line in each panel shows
the CO fractional abundance, demonstrating the validity of assuming XCO=10−4. In the
final panel, the red line shows the neutral gas temperature through the shock.

4.5 Conclusions

In this work, H2S in the L1157-B1 bowshock has been studied using data from the Herschel-

CHESS and IRAM-30m ASAI surveys. Six detections have been reported: H2S (11,0-10,1),

(20,2-11,1) and (21,2-10,1); H34
2 S (11,0-10,1); and HDS (10,1-00,0) and (21,2-10,1). The main

conclusions are as follows.

i) The H2S gas in L1157-B1 has a column density of N(H2S)=(4.7± 0.4)× 1013 cm−2

and excitation temperature, T=12±1 K. This is equivalent to a fractional abundance of

X(H2S)∼4.7× 10−8. These values are based on opacity measurements using the H2
34S

intensity and an assumed size of 18”.

ii) The isotopologue detections allow the deuteration fraction of H2S in L1157-B1 to

be calculated. A HDS:H2S ratio of 5.1×10−2 is found.

iii) The state of sulfur on dust grains is explored by the use of a gas-grain chemical
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code with a C-shock where the freeze out routes of sulfur bearing species are varied in

order to produce different ice compositions. These frozen species are then released into

the gas by the shock and the resulting chemistry is compared to the measured abundances

and intensities of molecules in L1157-B1. It is found that the best fit to the data is when

no more than half of each sulfur bearing species hydrogenates as it freezes. Further work

with a more comprehensive dataset of emission from sulfur bearing species in L1157-B1 is

required to truly understand the grain composition.



104 Chapter 4. H2S in the L1157-B1 Bow Shock

This page was intentionally left blank



Chapter 5

Sulfur in the L1157-B1 Bow Shock

The work presented in this chapter is based on the paper by Holdship et al. (submit-

ted), in collaboration with S.Viti, C. Codella, I.Jimenez-Serra, B. Lefloch, L. Podio, M.

Benedettini, F. Fontani, M. Tafalla, R.Bachiller and C. Ceccarelli.

5.1 Introduction

In the previous chapter, observations of L1157-B1 in H2S were presented and used to study

the contents of the grains. However, the study of a single species limits what it is possible

to learn. For example, it was concluded that H2S could not be a major carrier of sulfur on

the grains but it could not be stated whether this was consistent with the finding of Podio

et al. (2014), in which it is suggested most of the sulfur on the grains should be in OCS.

Clearly, a more complete inventory of the sulfur in L1157-B1 would resolve this problem.

A further problem in the previous chapter is the spatial resolution of the observations.

Despite its identification as a bow-shock, there is clear clumpy substructure in the region

(Benedettini et al. 2007) with different chemical species tracing only the clumps or the

region as a whole. An effort has been made to resolve these diverse emitting compo-

nents despite the fact they are contained in a single telescope beam. Lefloch et al. (2012)

found that CO emission from the region could be separated into components based on

an intensity-velocity relationship, I(v) ∝ exp (−|v/v0|). This is a largely empirical rela-

tionship based on the work of Downes and Cabrit (2003), who showed that simulations

105



106 Chapter 5. Sulfur in the L1157-B1 Bow Shock

of jet driven molecular outflows could be fitted in this way. Lefloch et al. (2012) found

the highest excitation CO lines could be fit by this relationship with v0=12.5 km s−1 and

called this component g1. Fitting this line to the high velocity emission of lower excitation

lines, it was then found the remaining emission could mostly be fit by a second component

(g2), v0=4.4 km s−1. The very lowest excitation lines were then left with residual emission

well fit by v0=2.5 km s−1 (g3).

It was therefore arguable that three physical gas components were contained in the

telescope beam. With the g1 component hot enough to excite high-J lines the other com-

ponents could not, the g2 able to reach mid-J transitions and only the lowest J transitions

excited by g3. LVG fitting to the emission in of these components corroborated this view,

predicting high temperatures for g1 and very low temperatures for g3. Components g2

and g3 were found to be good fits to CS emission in the region (Gómez-Ruiz et al. 2015)

as well as HCO+, SO+ and HCS+ (Podio et al. 2014), with similar gas properties de-

rived from LVG analysis. Finally, it was found that H2O emission required four different

gas components to make good LVG fits to the observed emission in L1157-B1 (Busquet

et al. 2014). The first three were responsible for most of the emission and matched the

properties derived from the velocity components.

The clumps in the L1157 outflow are rich in sulfur-bearing species. B1 was shown

to be well defined in OCS, 34SO and CS emission. SO+ and SiS were discovered for the

first time in a shock in L1157-B1 (Podio et al. 2014, 2017), SO+ being part of a search

for molecular ions in which HCS+ was also detected. Overall, L1157-B1 provides a rich

source of data on sulfur-bearing species with which to advance our understanding of sulfur

chemistry, particularly of the form of sulfur that has been depleted from the gas-phase.

In this chapter, observations of six sulfur-bearing species are presented. Multiple

transitions of CCS, H2CS, OCS, SO and SO2 have been observed along with isotopologues

of SO and SO2. An attempt is made to fit the velocity components discussed above to

the best detected species in an effort to treat the emitting components separately. The

column density and rotational temperature of these species are extracted from radiative

transfer modelling and rotation diagrams of their transitions and those are converted to

fractional abundances in order to compare them with abundances derived from chemical

modelling. In Section 5.2, details of the observation and data reduction are given. In

Section 5.3, the properties of the emitting gas are discussed from the radiative transfer

fitting. In Section 5.4, the observations are compared to chemical models and finally the
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conclusion is given in Section 5.5.

5.2 Observations & Processing

5.2.1 IRAM-30m Observations

The data presented here were collected as part of the IRAM large programme ASAI1(Lefloch

et al., in prep), which included a systematic search for lines of sulfur-bearing species be-

tween 80 and 350 GHz. The data includes over 140 detected transitions of six species: CCS,

H2CS, OCS, SO, SO2 along with the 34S isotopologues of SO and SO2. These were ob-

tained observing the L1157-B1 bowshock, with pointed co-ordinates αJ2000 = 20h39m10.2s,

δJ2000 = +68◦1′10.5′′, which is ∆α = +25”.6, ∆δ = −63”.5 from L1157-mm. Pointing was

monitored using NGC7538 and found to be stable. The pointing was checked regularly

and corrections were typically less than 3”.

The data were obtained using the IRAM-30m telescope’s EMIR receivers with the

Fourier Transform Spectrometer (FTS) and WILMA backends. These gave spectral res-

olutions of 200 kHz and 2 MHz respectively. Where intensities are given in TMB, the

efficiencies required for this conversion (Beff and Feff ) were interpolated from the values

given in Table 2 of Greve et al. (1998).

5.2.2 Line Properties

In Appendix A, the intenstity-velocity spectrum of every detected line is plotted. A

comprehensive list of all detected transitions for every molecule and their measured line

properties is then tabulated in Appendix B. For each spectrum, the rms of the whole spec-

trum was calculated and emission peaks were identified by looking for channels above twice

that value. Windows around these were removed from the spectrum and the remaining

spectrum was averaged to find the rms noise.

Lines were identified by comparing the frequencies of emission peaks to the JPL catalog

(Pickett 1985). The minimum and maximum velocity (Vmin,Vmax) of those peaks were

found by moving away from the peak until the signal dropped below three times the

rms noise value. The Vmin and Vmax of the highest signal to noise line of each species

was used to set the bounds for integration. The integrated emission reported for each

spectrum is the emission between these limits. It appears that all of the sulfur-bearing

1http://www.oan.es/asai
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species have very similar line profiles. For all species, both the strongest spectrum and

a stacked spectrum of all transitions were above the rms between Vmin = -8 km s−1 and

Vmax = 5 km s−1. The exception is SO which displays secondary emission that is analysed

separately in section 5.3.3. The error on the integrated emission combines the temperature

rms, the velocity resolution and a nominal 20% calibration error. This is then propagated

through for all reported values. All of these values are reported in Appendix B.

5.2.3 Radiative Transfer and LTE Treatment

Where possible, the radiative transfer code RADEX (van der Tak et al. 2007) was used to

estimate the column density of each molecule and the properties of the emitting gas.

The species H2CS, OCS, SO and SO2 have collisional data available in the LAMDA

database2(Schöier et al. 2005) and so these were modelled with RADEX.

For H2CS, the transitions were separated into ortho and para H2CS. Six transitions

were then eliminated from the data set as they are the combined flux of multiple transitions

with overlapping frequencies and the same spectroscopic properties. This left nine o-H2CS

and eight p-H2CS transitions, which was a sufficient number of data points to strongly

constrain the gas temperature and column density.

For the parameter estimation, the python package PyMultiNest (Buchner et al. 2014)

was used. This is a package for nested sampling which was used to infer the gas tem-

perature, gas density and molecular column density. Nested sampling is an algorithm for

Bayesian parameter estimation in which the parameter space is sampled according to the

prior distribution rather than in a random walk. This is less efficient than algorithms

like Metropolis-Hastings but less prone to finding only local maxima in the probability

distribution. The line width was not found to affect the results and so was left out of

the fitting procedure. The likelihood of any given set of parameter values was calculated

as L = exp(−χ2/2). The value of χ2 is calculated as the sum of the squared difference

between the RADEX predicted flux and the measured total flux of each transition, each

divided by the squared uncertainty in the measured flux. The final outputs of the nested

sampling routine are the marginalized and joint probability distributions for each fitted

parameter, these are shown in Appendix C. In Section 5.3 the reported values are the

most likely values from the marginalized probability distributions and the given errors

represent the interval containing 67% of the probability density.

2http://home.strw.leidenuniv.nl/˜moldata/
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RADEX assumes that the source fills the beam which is unlikely to be the case for

the species reported here. Therefore, the flux of each transition was adjusted by a filling

factor of the form,

ff =
θ2S

θ2MB + θ2S
(5.1)

where θMB and θS are the beam and source sizes respectively (Roberts et al. 2010). The

beam size is derived from the frequency using the formula θMB =2460”/frequency(GHz)

(Greve et al. 1998). For the source, CS maps from Benedettini et al. (2007) were used

to estimate a size of 20”. This size is likely to be different for each species and the

same work showed OCS emission from a considerably smaller region. However, without

interferometric maps of each species in each transition, some assumptions must be made

and, ultimately, the values from the RADEX fits change by only a factor of a few when

no filling factor is used and are often within the reported error bars.

The rotational temperatures and column densities of each species were also calculated

through use of rotation diagrams and this is the only estimate of the CCS column density,

as collisional data is not available for this species. For the rotational diagrams, the upper

state number density for each transition was calculated from the integrated emission using,

Nu =
8πkν2

hc3Aulff

∫
TMBdv, (5.2)

with spectroscopic parameters taken from the JPL catalog (Pickett 1985). For all transi-

tions, we assume that the emission is optically thin. A more detailed discussion of rotation

diagrams is given in Section 1.6.1 and interested readers are referred to Goldsmith and

Langer (1999). From plots of ln(Nu) against Eu, the column density and rotational tem-

perature of each species can be found.

The RADEX column densities for each molecule, and the column density from the CCS

rotation diagram, are reported in Table 5.1. The rotation diagrams for each molecule are

in Section 5.3 with rotation diagrams produced from the best fit RADEX models over-

plotted to give the reader a sense of the accuracy of the derived gas properties and column

densities. The column densities can be converted to a fractional abundance with respect

to H2 by assuming a CO abundance of 10−4 and comparing the species column density to

N(CO)=1.0× 1017cm−2 (Lefloch et al. 2012) and these are also given in Table 5.1.
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5.2.4 Velocity Components

As discussed above, previous work on observations of L1157-B1 have shown that certain

molecules such as CO (Lefloch et al. 2012) and CS (Gómez-Ruiz et al. 2015) have velocity

profiles that are well described as the sum of three components. These components follow

velocity profiles of the form I(v) = I(0) exp(−|v/v0|) where v0 is some characteristic

velocity. These components have been shown to have different gas properties in through

LVG modelling and if the sulfur-bearing species can be analysed in this way then a clearer

view of their chemistry may emerge.

An attempt has therefore been made to fit similar velocity components to the emission

of SO and SO2, which have the highest signal to noise ratio and most detected lines of

the molecules presented here. If the components are responsible for the emission of either

species, every line will be a sum of contributions of the three components. However, there

are a number of complications. For SO, the secondary emission discussed in Section 5.3.3

emerges more strongly in higher excitation conditions. The approach taken by Lefloch

et al. (2012) was to fit the highest J transitions first, as they are only excited by the hottest

component. Not only does the secondary emission prevent this, but it also considerably

limits the velocity range over which the fits can be made.

It is not clear whether SO2 shows secondary emission, possible secondary peaks have

been identified but at very low signal to noise. Therefore, it can be assumed that any sec-

ondary emission will not effect velocity fits to the SO2 lines. Two methods were attempted

to fit SO2. Firstly, best fit velocity profiles of I(v) = I(0) exp(−|v/v0|) were found through

χ2 minimization with a single varying v0. It was expected that high J SO2 lines would

have a v0 similar to either the highest J CO lines (g1, 12.5 km s−1) or the g2 component

which was the best fit to the highest J CS emission. These could then be fit to the higher

velocity emission of each spectrum and removed so that the residual emission could be fit

by g3. However, neither of these hypotheses held true so a different method was required

to fit the emission.

Secondly, a blind fit was made in which PyMultiNest was used to find the three most

likely velocity components. To evaluate the likelihood of any set of velocity components,

each spectrum was fit by summing the velocity components and varying the contribution

from each to minimize the χ2 value. Once these contributions were determined for every

spectrum, the combined χ2 value for all spectra was calculated and the likelihood of the
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Figure 5.1: Component fits to the three brightest SO2 lines. The red line is the 4.5 km s−1

component and the purple is 3.5 km s−1 component. The black is the sum the of the two.

velocity components was taken to be L = exp(−χ2/2).

If the velocity components found for other molecules were good approximations to

the SO2 emission, the procedure would find the most likely values of the characteristic

velocities to be 12.5 km s−1, 4.4 km s−1 and 2.5 km s−1. It would also be possible for SO2

to trace completely different gas to CO and then a different velocity component would

provide a good fit.

No satisfactory fit was found. The most likely velocities were 4.5 km s−1 and 3.0 km s−1

which were reasonably close to g2 and g3. The probability distribution of the third velocity

component was not peaked, implying it was not needed for the best fits. Figure 5.1 shows

these fits for the three strongest SO2 lines. However, it is important to note that these

characteristic velocities are the best fit under the assumption that the spectra can be

described as the combination of three exponential velocity profiles. That is not to say the

best fits are good fits. χ2 values were calculated for the best fit velocities and were all

greater than 10. It therefore seems that SO2 is not well described by these simple velocity

components.
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The exact reason for this is not clear. However, it is worth noting that the species

which are well fitted in this way (CO, CS, H2O) are also species that, in the shock models

presented in Chapter 2, are not greatly changed through the shock, whereas in those

models SO2 varies through the shock.

5.3 Results

5.3.1 Bulk Gas Properties

Whilst the excitation temperatures of each detected molecular transition can be found

from a rotation diagram and the column density can be estimated, it is useful to estimate

how far from LTE these molecules deviate and to investigate the properties of the emitting

gas as a whole. Further, since the beam encompasses a large emitting region, analysing

each species separately can shed light on whether a single gas component is responsible

for the bulk of sulfur emission or whether each species traces different gas.

Fitting each species separately, there is no agreement on the most likely values of

the gas temperature and density. o-H2CS, p-H2CS, OCS and SO do not strongly favour

any particular gas density but tend towards higher densities. On the other hand, SO2

strongly constrains the density to be nH2=(3.6± 0.8)× 105 cm−3 so SO2 is clearly tracing

different gas. The SO2 densities are in the range found for CS emission from the B1 cavity

(Gómez-Ruiz et al. 2015).

The difference in emitting gas becomes clear when examining the most likely gas tem-

perature for each species. All species favour a particular temperature but there is large

variation between species. SO and o-H2CS both give low temperatures close to 16 K. OCS

and SO2 give higher temperatures of Tkin=(37± 2) and Tkin=(48± 5) K respectively. For

p-H2CS, a temperature of Tkin=(60.0± 10.0) K was found which is consistent with the

temperature derived for the B1 region from CO(Lefloch et al. 2012) and CS (Gómez-Ruiz

et al. 2015).

Fitting all the species with one density and temperature gave generally poorer fits

for all transitions of all species. This procedure gave a temperature and density of

Tkin =(46± 3) K and nH2 =(3.9± 0.5)× 105 cm−3. This is well in agreement with the

values from SO2 but the fits for every other species suffers. In particular, the SO fit

becomes extremely poor, suggesting the SO and SO2 emission come from very different

gas.
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Ultimately, it is likely that the IRAM-30M beam encompasses a large number of dif-

ferent gas conditions and the best fit conditions found through the RADEX modelling

represent the average properties of the regions contributing the most to each species’

emission. This will vary from species to species subject to the excitation properties of the

detected transitions and the chemical properties of the species.

5.3.2 Column Densities and Fractional Abundances

The most robust results from the RADEX modelling were the column densities, the fitting

procedure strongly constraining the column density even when one of the gas properties

could not be well constrained. The most likely column densities and 1σ uncertainties are

given in Table 5.1. The probability distributions from the sampling procedure are shown

in Appendix C.

It is possible that both o-H2CS and p-H2CS trace the same gas and so RADEX fits

were performed with shared a density and temperature for both species. If this assumption

is made, an ortho to para ratio can be calculated and a value of 5.8±1.1 was found for

H2CS in L1157-B1. This is unrealistically high given that the statistical limit is 3. This

ratio and the fact the individual fits to o-H2CS and p-H2CS give very different physical

conditions indicates that the two species are not tracing the same gas and so can not

be compared. Fitted separately, the column densities of H2CS from the RADEX fitting

are (1.8± 0.2)× 1013 cm−2 and (3.4± 0.4)× 1012 cm−2 for the ortho and para species

respectively.

All detected transitions of OCS, SO and SO2 were used for their respective RADEX

fits. It was possible to strongly constrain the column density for all three data sets.

Figures 5.3 and 5.4 show the RADEX outputs for the most likely values from the OCS

and SO fitting, plotted as rotation diagrams with the original data. They show good

agreement between the modelling and the data, though the OCS fitting favours high

densities and low temperatures and so has a slightly too steep gradient.

Figure 5.5 shows the best SO2 RADEX model, it gives good agreement with the lower

Eu transitions but fails at high Eu. It is likely that the SO2 emission arises from multiple

gas components and the high Eu emission is from another, hotter gas component. This

would be in agreement with SO2 interferometry of the region (Feng et al. in prep.).

For CCS, no collisional data is available so the rotation diagram derived column density

is reported. The rotation diagram shown in Figure 5.6 shows that the CCS emission is
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Figure 5.2: Rotation Diagram for detected H2CS transitions with ortho transitions marked
as squares and para transitions as crosses. Red points indicate the values given by the
best fit RADEX model.

well fit by two components, an 8 K and a 34 K component, splitting the data at Eu=40 K.

The column densities derived from these two components differ by a factor of 30.

Table 5.1 also gives the column density of 34SO derived from a rotation diagram.

The column density is (8.2± 3.6)× 1012 cm−2 and this is consistent with the SO column

density derived from RADEX if a 32S/34S ratio of 22 is assumed (Rosman and Taylor

1998).

5.3.3 Secondary SO Emission

The SO emission is a particularly large dataset with many high signal to noise lines,

the majority of which show a secondary peak at −12 km s−1. The presence of this peak

in multiple transitions implies it is SO emission, rather than contamination from another

species and that it comes from a weakly emitting, more blue shifted part of the bow shock.

Furthermore, secondary peaks were observed in HCO+ by Podio et al. (2014) so this is not
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Figure 5.3: Rotation Diagram for detected OCS transitions. Red points indicate values
given by the best fit RADEX emission. Linear fits have been made to each data set to
infer a rotational temperature and column density.

unique to SO. In fact, Benedettini et al. (2013) showed B1 to be made up of substructures

and one such “clump” B1a showed secondary high velocity emission at −12 km s−1. This

coincides with the peak of the secondary SO emission. In this section, the emission of the

primary peak and secondary ”bump” are compared to identify their sources and relative

conditions.

An example of the SO line profiles can be seen in Figure 5.7. Overplotted are four

transitions of SO with frequencies for which the telescope beam size would vary from 9”

to 25”. With the peaks normalized, it is clear the bump emission is a larger fraction of the

peak emission for smaller beams. This trend is clearly visibile across all transitions of SO.

This would imply that the secondary bump is closely centred on the pointed position of

the telescope, as the relative emission of the bump decreases as the emission is averaged

over a larger area.

Due to the frequency spacing of the SO transitions, it is hard to deconvolve the effect

of the beam size from any excitation effects. However, small groups of transitions with
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Figure 5.4: Rotation Diagram for detected SO transitions. Red points indicate values
given by the best fit RADEX emission. Linear fits have been made to each data set to
infer a rotational temperature and column density.

varying excitation properties and similar (within 1”) beam sizes can be compared and

there is some evidence that the bump to peak ratio increases for higher excitation transi-

tions. The second panel of Figure 5.7 demonstrates this for three transitions, each with a

beam size of 11” or 10”. Whilst not definitively shown by the spectra, this conclusion is

supported by the RADEX analysis below.

The pointed co-ordinates for the SO observations are extremely close to the B1a peak

seen in CS and the bump is strongest with small beam sizes, consistent with the result that

the B1a high velocity bullet is no more than 8”. These points and the fact the secondary

emission peaks at the same velocity as the high velocity emission associated with B1a

makes it likely that the secondary SO emission originates from the high velocity bullet

associated with B1a.

Velocity-intensity fits to the wing of each SO line up to −8 km s−1 were made and

extrapolated over the full velocity range to remove the main SO emission from spectra.
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Figure 5.5: Rotation Diagram for detected SO2 transitions. Red points indicate values
given by the best fit RADEX emission. Linear fits have been made to each data set to
infer a rotational temperature and column density.

The remaining spectra were then integrated between −8 km s−1 and −17 km s−1. This

gave an estimate for the total flux in the secondary peak for each transition, which was

then analysed with RADEX in the same way as the main emission. Considering the likely

identification of the secondary emission as belonging to the B1a clump, a source size of

10” was assumed.

RADEX fits to this bump emission favours lower densities than found for the peak

emission, though it should be noted that the density of the peak is not well constrained. For

the bump, the most likely value is nH2=2.0× 106 cm−3 with a 1σ interval of 5× 105 cm−3

to 8× 106 cm−3 whereas for the peak the majority of the probability density lies above

1.0× 107 cm−3. The secondary bump also has a higher temperature than the main peak.

The best fit temperature is (45± 19) K. The secondary SO emission has a column density

of (4.3± 0.3)× 1012 cm−2, a factor of ∼ 40 less than the bulk of the SO emission.

The derived properties of the secondary bump are consistent with the LVG modelling
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Figure 5.6: Rotation Diagram for detected CCS transitions. Two components have been
fit due to clear break in gradient at Eu=40 K. The fit to the lower excitation points give a
much higher CCS abundance and lower rotational temperature than the higher excitation
points.

of high velocity CS emission from the B1a clump from Benedettini et al. (2013). That

work similarly found a temperature varying from a few tens to a few hundred Kelvin and

a density of up to 5× 105 cm−3, the χ2 results presented in Figure 7 of that paper are

similar to the probability distribution for the secondary SO emission shown in Appendix C.

However, the properties derived from CS are done by fitting to two lines whereas many

more lines are used for the secondary SO emission. It is therefore to be expected that the

temperature is better constrained by the SO data.

5.4 The Origin of Sulfur-Bearing Species

5.4.1 Chemical Modelling

In order to understand the origin of the observed sulfur-bearing species, the work of

Chapter 4 is built upon in this section. However, in the last chapter, only the form of
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Table 5.1: Column density and fractional abundances for all species, tabulated with gas
temperature and density fits from RADEX.

Species N Fractional Abundance Tkin log(nH2)
cm−2 K cm−3

CCS(1) (9.1± 1.6)× 1012 (9.1± 1.6)× 10−9 - -

CCS(2) (2.9± 1.5)× 1011 (2.9± 1.5)× 10−10 - -
o-H2CS (1.8± 0.2)× 1013 (2.6± 0.3)× 10−8 15± 1 7.3± 0.6
p-H2CS (3.4± 0.4)× 1012 (3.4± 0.4)× 10−9 60± 10 6.75± 0.90

OCS (6.0± 0.3)× 1013 (6.0± 0.3)× 10−8 37± 2 7.1± 0.7
SO (1.7± 0.1)× 1014 (1.7± 0.1)× 10−7 16± 1 7.7± 0.3

SO Secondary (4.3± 0.3)× 1012 (4.3± 0.3)× 10−9 45± 19 6.3± 0.6
34SO* (8.2± 3.6)× 1012 (8.2± 3.6)× 10−9 - -
SO2 (9.0± 0.5)× 1013 (9.0± 0.5)× 10−8 47± 5 5.6± 0.1

H2S
(3) 6× 1013 6× 10−8 - -

CS(4) 8× 1013 8× 10−8 50 - 100 105-106

SO+(5) 7× 1011 8× 10−10 - -

HCS+(5) 6× 1011 7× 10−10 80 8× 105

SiS(6) 2× 1013 2× 10−8 - -

1) Derived from rotation diagram where Eu <40 K. 2) Derived from rotation diagram
where Eu >40 K. 3) Holdship et al. (2016). 4) Gómez-Ruiz et al. (2016). 5) Podio et al.

(2014). 6) Podio et al. (2017).

sulfur on the grains was investigated and the best fit model of Viti et al. (2011) was assumed

for the physical model. In this chapter, a much larger amount of data is studied and so the

properties of the shock can also be explored. The aim is to evaluate what parameters of

the physical model and what grain surface abundances of sulfur-bearing species are most

appropriate when the emission of many sulfur-bearing species is considered together.

The models follow the fractional abundances of chemical species through two phases.

In the first, the pre-shock molecular cloud is modelled as a dimensionless parcel of gas,

the chemistry is advanced through 6 Myr as the gas parcel undergoes freefall to the pre-

shock density of the modelled cloud. During this freefall, gas-phase chemistry and freeze

out onto the dust grains occurs along with non-thermal desorption as UV radiation and

cosmic rays remove species from the dust grains. In the second phase, the density and

temperature of the gas change according the C-shock parameterization of Jiménez-Serra

et al. (2008) and the ice mantles are released through sputtering.

Twenty five pairs of pre-shock gas densities and shock velocities were ran in ranges

10 km s−1 to 45 km s−1 and 104 cm−3 to 106 cm−3. Note the gas density used in the models
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Figure 5.7: Normalized and resampled line profiles of SO where the secondary emission
peak at -12.5 km s−1 can be seen. The upper panel shows transitions with similar excitation
properties but different frequencies, to illustrate the effect of beam size. The lower panel
shows the smaller effect of excitation, with three transitions of similar frequency but
differing Eu plotted.

is the total number of hydrogen nuclei per cubic centimetre. Every model used solar

elemental abundances from Asplund et al. (2009) and the cosmic ray ionization rate was

the standard 1.3× 10−17 s−1. See Jiménez-Serra et al. (2008) for more information on the

C-shock parameterization and Chapter 2 for more details on the models used here.

In order to investigate the form of sulfur on the grains, the starting abundances of

certain species on the grain are varied for the second phase, following work by Woods

et al. (2015). In Phase 1, each species freezes onto the grain and undergoes no further

reactions, giving the total amount of each species and element on the grains. In Phase

2, the grain surface abundances of S, OCS, H2S, H2CS, CS and CO are altered (whilst

conserving the total) to produce four different sets of grain abundances. The actual values

used for each set of abundances for models with nH=105 cm−3 are given in Table 5.3 as

an example. In the first, no changes are made to the frozen abundances. In the second,

all frozen S is added to H2S and all CS to H2CS to mimic efficient hydrogenation. For the
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Table 5.2: Physical Properties of Models

Pre-shock
Density Vshock tsat Tmax Zdiss
(cm−3) (km s−1) (yr) (K) cm

104 10.0 97.6 323 3.70× 1016

104 15.0 74.7 584 5.55× 1016

104 20.0 58.6 869 7.41× 1016

104 25.0 48.3 1178 9.26× 1016

104 30.0 42.6 1510 1.11× 1017

104 35.0 40.3 1866 1.30× 1017

104 40.0 40.3 2245 1.48× 1017

104 45.0 41.3 2648 1.67× 1017

104 60.0 39.7 3999 2.22× 1017

104 65.0 33.7 4497 2.41× 1017

105 10.0 9.8 301 3.70× 1015

105 15.0 7.5 555 5.55× 1015

105 20.0 5.9 893 7.41× 1015

105 25.0 4.8 1316 9.26× 1015

105 30.0 4.3 1824 1.11× 1016

105 35.0 4.0 2416 1.30× 1016

105 40.0 4.0 3093 1.48× 1016

105 45.0 4.1 3855 1.67× 1016

106 10.0 1.0 279 3.70× 1014

106 15.0 0.8 525 5.55× 1014

106 20.0 0.6 916 7.41× 1014

106 25.0 0.5 1454 9.26× 1014

106 30.0 0.4 2137 1.11× 1015

106 35.0 0.4 2966 1.30× 1015

106 40.0 0.4 3941 1.48× 1015

third set of abundances, only half of the S and CS on the grains is hydrogenated and in

the fourth set, half the S and CS is hydrogenated and the remaining CS and S is added

to OCS, reducing the CO appropriately.

Four initial grain abundances and 25 physical models gives a grid of 100 models. The

abundance of each species was compared to the fractional abundances measured from

L1157-B1, using the fractional abundance of CO from the model to convert from the

column density rather than assuming XCO = 10−4. Particular attention was paid to the

abundance at 1000 years in the model, which corresponds to the dynamical age of L1157-

B1 (Podio et al. 2016). In this way, the shock properties of L1157-B1 are explored along

with the possible forms of sulfur on the dust grains.
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Table 5.3: Initial Grain Abundances for Phase 2. Example values used for models with
nH=105 cm−3.

Set #S #OCS #H2S #H2CS #CS

1 1.31× 10−5 1.36× 10−9 1.44× 10−9 1.01× 10−9 8.90× 10−9

2 - 1.36× 10−9 1.31× 10−5 9.91× 10−9 -
3 6.54× 10−6 1.36× 10−9 6.54× 10−6 5.46× 10−9 4.45× 10−9

4 - 6.54× 10−6 6.54× 10−6 5.46× 10−9 4.45× 10−9

5.4.2 Model Results

The ”Standard” Model

Previous modelling work on L1157-B1 has shown many species can be fit with the same

model, these include: H2O and NH3 (Viti et al. 2011); PN and PO (Lefloch et al. 2016);

HCN and DCN (Busquet et al. 2017); and NO (Codella et al., submitted). The behaviour

of each of these molecules is well reproduced by the model described above with a shock

speed of 40 km s−1 moving through a gas with pre-shock density nH=105 cm−3. Therefore,

it is interesting to examine how successful the same model is in describing the species

presented in this work.

Figure 5.8 shows the chemical abundances of CCS, SO and SO2 for that model along

with the measured of abundance of each species. These three species are well described

by the model, though only the lower abundance, higher excitation CCS component is

matched. SO and SO2 are initially low in abundance but increase with time until reaching

constant abundances remarkably similar to the observed abundance once the shock reaches

the dissipation length. CCS reaches the observed abundance immediately in the shock and

then remains at a model abundance consistent with the observations for longer than the

age of L1157-B1. It is therefore possible that these species are enhanced in the shock and

they are now being observed in the cool, post-shock gas. In this particular model, none of

these species is affected by the grain abundances used and so cannot be used to constrain

the form of sulfur on the grains.

Figure 5.9 shows the effect of changing the shock variables from the ”standard” model.

The abundaces of SO and SO2 can only be reproduced by the standard model or an

extremely high density model. However, the very high pre-shock density model predicts

large H2CS abundances and the density is higher even than the post-shock densities derived

from the RADEX fits.



5.4. The Origin of Sulfur-Bearing Species 123

0 200 400 600 800 1000
Time / years

10 11

10 10

10 9

10 8

10 7

10 6
F

ra
ct

io
n

a
l 

A
b

u
n

d
a
n

ce
nH=105cm 3, Vs=40 km s 1

C2S

SO
SO2

Figure 5.8: Results of a shock model with model predicted abundances as a function of
time with 1σ intervals of observed abundances as faded horizontal bands. Displayed species
are well fit by the model, particularly at later times. The dashed vertical line indicates
the time at which the dissipation length is reached and the gas is decelerating.Results of
a shock model with model predicted abundances as a function of time with 1σ intervals
of observed abundances as faded horizontal bands. Displayed species are well fit by the
model, particularly at later times.

Other Species

Low Eu CCS: Both the high velocity shock model and the lower velocity model shown

in Figure 5.10 predict CCS abundances that agree with the value derived from the higher

excitation transitions. In both models, CCS is released from the dust grains and then

is kept at approximately constant abundance by its gas-phase formation and destruction

routes. The primary formation route is a reaction between C2 and OCS which is less

efficient in the fast shock due to the low OCS abundance. As a result, the CCS abundance

starts to fall towards the end of the fast shock model.

No model could well reproduce the lower excitation CCS abundance whilst producing

feasible abundances for any other molecule. The only models that matched the higher CCS
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Figure 5.9: Results of various shock models showing the effects of changing different shock
variables. The top left panel is a low velocity and low density model and the top right
is a low density but high velocity model. In the lower row, the left is a higher density
model but at a lower velocity than the ”standard” model and the right panel is a very
high density model with a low velocity.

abundance of the low excitation transitions were low velocity models at nH=105 cm−3 if

the initial grain abundances were taken from set 4, where half the sulfur on the grain is in

OCS. However, these models overpredict the OCS abundance by two orders of magnitude

and so are disfavoured.

The inability of the models to reproduce the higher CCS abundance could be a result

of an incomplete network or could imply the CCS in L1157-B1 is not produced in a simple

C-shock. In order to check the network, the models were rerun with an expanded gas-

phase network. Adding larger sulfur-bearing species to the network made new reactions

involving CCS available from the UMIST database. Due to their low abundances, this did

not significantly alter the results and lead to the conclusion that the gas-phase network

for CCS is sufficient. This gives two possibilities, either CCS is formed efficiently on the

grains which would not be accounted for in uclchem or CCS is not formed in C-type

shocks and another process must be producing the CCS in L1157-B1.
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Figure 5.10: Results of a shock model with model predicted abundances as a function
of time with 1σ intervals of observed abundances as faded horizontal bands. Displayed
species are well fit by the model, particularly at later times. The dashed vertical line
indicates the time at which the dissipation length is reached and the gas is decelerating.

H2CS: The observed H2CS emission is difficult to explain with the models. The best

fit model from Viti et al. (2011) predicts H2CS abundances that are an order of magnitude

too high. Further, whilst other species are destroyed in the hottest, fastest part of the

shock, H2CS is not destroyed in the model and so should show a terminal velocity more

similar to that which has been observed for other shock-tracing molecules in the region.

The fact that this is not seen may point to a missing destruction route for H2CS in fast

shocks or simply that the model is too simple to describe H2CS. If H2CS is in fact destroyed

in high velocity shocks, it is worth noting lower velocity models at nH=105 cm−3 can also

reproduce the H2CS abundance and are a likely source of the observed H2CS.

OCS: Abundance set 4, in which half the frozen sulfur is assumed to be in OCS

over-predicts the OCS abundance by two orders of magnitude. OCS is also significantly

under-predicted by models in which all sulfur is hydrogenated and so favours models where

at least half of the sulfur on the grains is in atomic form. The fundamental result of the
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comparison between the models and the observed OCS abundance is therefore that OCS

is unlikely to be a major carrier of sulfur on the grains.

Unlike H2CS, fast shocks in gas at nH=105 cm−3 raise the gas temperature to a level

that destroys the majority of the OCS and at no point in the high velocity models does

OCS reach an abundance close to the observed value. Therefore, unlike H2CS, there is no

contradiction between the apparent presence of high velocity shocks in the region and the

low terminal velocity of OCS. Slower shocks at around 10 km s−1 have OCS abundances

close to the observed value. It is possible that OCS is not observed in the main, fast shocks

of B1 as it is destroyed but reaches the observed abundances in slower shocks..

Sulfur on the Grains

Generally, the inability of any single model to well predict the behaviour of all species

demonstrates the ranges of gas conditions they trace. However, there are promising con-

clusions. All species but particularly OCS and H2CS, favour abundance sets 1 and 3

when numerically comparing the modelled average abundance through the shock to the

abundances derived from observations. That is, from these observations and the models,

it is likely that at least half of the sulfur freezing onto the grains is in atomic form or is

converted to atomic sulfur as it is released. The idea of a refractory sulfur residue on the

grains has been proposed previously (Woods et al. 2015) and this is most consistent with

the results presented here. Certainly, the release of OCS and H2CS from the grains leads

to large overpredictions of their abundance and so they are unlikely to be major sulfur

carriers on grain surfaces.

Figure 5.11 demonstrates this for the low velocity model. It can be seen in the lower

right plot, that the OCS abundance in the model using Set 4 is orders of magntiude higher

than observed. A similar effect is also seen for H2S in Set 2 models (see Chapter 4) where

most sulfur is hydrogenated. However, for the molecules described by the low velocity

model, the main effect of Set 2 is locking CS into H2CS and lowering the OCS abundance

in the shock. Typically it is hard to distinguish Set 1 and Set 3, Set 1 predicts abundances

closer to the observed values over a wider range of models but the difference is small and

it is not possible to use these models to favour one. A key prediction of these models is

that the majority of sulfur is in the form of gas-phase atomic sulfur after 1000 years, this

is consistent with observations of sulfur in shocks associated with young stellar objects

by Anderson et al. (2013). In that work, the average atomic sulfur abundance accounted
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Figure 5.11: An example of how the change in grain surface abundances affects the models.
The best low velocity model is plotted for all four sets of grain surface abundances. In
the lower right, an example of the general effect of assuming equal amounts of OCS and
H2S can be seen. The OCS abundance reaches values orders of magnitude higher than
observed.

for 10% of cosmic sulfur but this was subject to large uncertainties. In some sources, the

atomic sulfur abundance could dominate the sulfur budget particularly at temperatures

between 50 and 100 K.

Further, the over abundance of OCS cannot be solved by depleting the sulfur abun-

dance in the model from the cosmic value. For H2CS, a reduction in the cosmic value by

a factor of 10 reduces the H2CS abundance in the ”standard” model to a level that fits

observations. However, as a result of the reduced sulfur abundance, the modelled abun-

dance of SO, SO2 and CCS fall well below the observational values. Therefore, though

no sulfur-bearing species that is close to the cosmic sulfur abundance is observed, the

species that are reported are best fit in the shock model using the solar sulfur abundance

(XS=1.318× 10−5) as the initial elemental sulfur abundance.
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5.5 Conclusion

Observations of CCS, H2CS, OCS, SO and SO2 towards L1157-B1 have been presented.

Column densities have been calculated for each species using RADEX, although not every

species strongly constrains the gas temperature and density of the emitting region. For

those species that do constrain the density and temperature, the variation in these gas

properties hint at a wide variety of conditions within the same IRAM-30m beam.

This is further evident when analysing the SO spectra, which show secondary emis-

sion at higher velocities than the main peak. The peak velocity of this secondary emis-

sion (−12 km s−1), the RADEX derived properties and increasing brightness with smaller

beams indicate that this emission comes from the ”high speed bullet” associated with the

B1a clump (Benedettini et al. 2013).

Chemical shock modelling has been used to further analyse the data, based on frac-

tional abundances derived from RADEX. Since no single model fits all five species, it is

likely that many different shock conditions are observed together. SO and SO2 are well

fit by the best fit model for H2S taken from H16 whereas low velocity shocks can explain

OCS as well as H2CS. The abundance derived from high excitation CCS transitions can

be fit by either shock model. For every species, models in which the majority of sulfur

is assumed to be in atomic form are favoured. This is consistent with the result for H2S

found by Holdship et al. (2016).

Constraining the abundances of sulfur-bearing species on the grains is important be-

cause both the chemistry and the abundances of many species on the grain surface are

poorly understood (See Section 1.3). Constraining the abundances of species on the grains

by observing regions where the ices have been disrupted will allow chemical models to be

improved as surface reaction networks can be modified to reproduce known abundances.

From the work presented in this chapter, it is fair to suggest that chemical models should

be able to produce results where a large fraction of the total sulfur budget is in the form

of atomic sulfur.

The higher CCS abundance derived from the low Eu transitions is not well described

by the models. Given that the gas-phase network is quite complete and the difference

between observations and the models is often orders of magnitude, it may be that there are

missing surfaces reactions leading to CCS. Alternatively, this emission may be dominated

by gas not associated with the shock. Ideally, interferometric observations of CCS in
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L1157-B1 could be made to give a clearer picture of the emitting gas and allow for more

detailed modelling of the chemistry. Ultimately, a stronger understanding of the amount

of each sulfur-bearing species present in the ice mantles is vital to correctly interpreting

observations such as those presented here.
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Chapter 6

Concluding Remarks and Further

Work

In this thesis, a chemical model has been developed and utilized in understanding two

distinct processes related to star formation. Simple physical modelling has been to used

to make predictions relevant for observers and contrariwise observations have been used

to constrain the models.

In Chapter 2, the chemical model uclchem was developed for the work that followed

and for public release. The core ideas and processes considered in chemical models were

discussed and a possible use for the code was presented. Molecular tracers of shocks,

particularly those whose chemical behaviour may be as rich a source of information as

directly interpreting radiation from species like CO and H2 were investigated. The main

result is Figure 2.5, a Carroll diagram giving the expected behaviour of different molecules

over varying shock speeds and gas densities.

The release of a public code is a contribution to the community that requires either

a clearly define set of capabilities and limits of the model and a simple user interface

or an active group of core users and maintainers. Whilst the latter is fortunately the

case for uclchem, future work should focus on comprehensive and concise documentation

alongside set releases.

The use of predicted chemical abundances to suggest tracers for shocks ignores the

complicated radiative transfer process that may have a large effect on what is observable

131
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and what is particularly bright. Extending the model with a radiative transfer program

would give a more realistic view of what would be observed for each shock model. It may

also bring to light differences in line profiles between species or excitation levels which

would be another source of information.

In Chapter 3, uclchem was again employed to predict molecular tracers. However,

the considered astrophysical objects were bound prestellar cores. The focus of the chapter

was on brown dwarf cores, as their formation is the least understood and offered the chance

to truly test the star formation model that was considered. The cores were assumed to

form in low velocity shocks that increase the gas density without sputtering the grains.

Plots of commonly observed molecular species were presented, with predicted emission

from RADEX and these species were tabulated according to their observability in cores of

different masses. In addition to these general conclusions, it was suggested that the model

would be best utilized in direct comparison to observations.

As of the writing of this thesis, very few observations of proto-brown dwarfs have

been reported and possible pre-brown dwarfs are even fewer in number. The ideal next

step for the work in Chapter 3 is the detailed modelling of an observed pre-brown dwarf

core. In the final sections of Chapter 3, the results of the model are compared to the

chemistry obtained by post-processing an MHD model. It seems that the initial density

increase is reasonable in the model but the collapse that follows is not. Therefore, before

comparing to observations, a model where the post-shock collapse is improved would be

useful. The current public release of uclchem includes parameterizations for the collapse

of a Bonnor-Ebert sphere and this is likely to be an improvement for the brown dwarf

model. In Chapter 4, observations of the L1157-B1 bowshock along a protostellar outflow

in H2S were presented and analysed. Though unobserved in the ices, chemical models

predict H2S to be abundant on the ice mantles and so it is reasonable to expect H2S to

be enhanced in a shocked region. The abundance of H2S in the gas was estimated from

rotation diagrams and RADEX, assuming homogeneous emitting gas in the telescope

beam. A deuteration fraction was also calculated from isotopologue detections. Finally, a

previously successful chemical model of the region was studied and it was found that the

model well described the H2S emission if most sulfur on the ice mantles is in atomic form

rather than in H2S.

In Chapter 5, the work of the previous chapter was greatly expanded on. Observations

of CCS, H2CS, OCS, SO and SO2 were presented and analysed comprehensively. It was
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found that these sulfur bearing molecules do not follow velocity distributions that fit more

typical gas tracers such as CO. It was also shown that RADEX fits to the emission of

each molecule were most consistent with widely varying emitting gas properties. The

modelling work of the previous chapter was also expanded upon, varying the parameters

of the shock model as well as the contents of the ice mantles of the pre-shock gas. It was

again concluded that atomic sulfur was the most likely form of sulfur in the ices.

There are many uncertainties in the chapters relating to L1157-B1, not the least of

which is the low spatial resolution. It is clear from the variation in best fit gas properties

for each species and from observations of molecules such as H2O (Busquet et al. 2014) and

CO (Lefloch et al. 2012) that there are multiple different gas components in the telescope

beam. Interferometry of the region is required to improve the chemical picture and this

is being undertaken as part of the SOLIS survey programme (Ceccarelli et al., in prep.).

Beyond this, it is important to find out whether the chemistry observed in L1157-B1 is

typical of protostellar outflows. In order to investigate this, an observing proposal was

submitted to the IRAM-30m telescope and accepted. Observations were taken of eight

shocked regions in protostellar outflows, with lines detected in H2CS, OCS, SO and SO2

and likely other species. If chemical pictures can be built up for these regions, it will be

possible to discover whether ices across similar regions have consistent abundances.
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Appendix A

Detected Lines

The spectra used for the work in Chapter 5 are shown in Figures A.1 to A.17 labelled

with their frequency, upper state energy and the IRAM-30m beam size at that frequency.

Spectra are organized by species and intensity.
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Figure A.1: Detected CCS lines. Rows share Y-axis values which are given in antenna
temperature. The vertical black line indicates the location of the local standard of rest
velocity −2.6 km s−1. The horizontal dashed line shows the 1σ level for that spectrum,
and the part of the spectrum plotted in black is the section integrated for use in this work.
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Figure A.2: Detected CCS lines cont.
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Figure A.3: Detected H2CS lines. Rows share Y-axis values which are given in antenna
temperature. The vertical black line indicates the location of the local standard of rest
velocity −2.6 km s−1. The horizontal dashed line shows the 1σ level for that spectrum,
and the part of the spectrum plotted in black is the section integrated for use in this work.
Some H2CS lines are blended combinations of slightly offset transitions (eg. 137.369 GHz
line), resulting in strange line profiles. These are not included in the main analysis due to
the the difficulty and assumptions inherent in separating the flux.
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Figure A.4: Detected H2CS lines cont.
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Figure A.5: Detected H2CS lines cont.
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Figure A.6: Detected OCS lines. Rows share Y-axis values which are given in antenna
temperature. The vertical black line indicates the location of the local standard of rest
velocity −2.6 km s−1. The horizontal dashed line shows the 1σ level for that spectrum,
and the part of the spectrum plotted in black is the section integrated for use in this work.
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Figure A.7: Detected OCS lines cont.
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Figure A.8: Detected SO lines. Rows share Y-axis values which are given in antenna
temperature. The vertical black line indicates the location of the local standard of rest
velocity −2.6 km s−1. The horizontal dashed line shows the 1σ level for that spectrum,
and the part of the spectrum plotted in black is the section integrated for use in this work.
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Figure A.9: Detected SO lines cont.
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Figure A.10: Detected SO lines cont.
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Figure A.11: Detected 34SO lines. Rows share Y-axis values which are given in antenna
temperature. The vertical black line indicates the location of the local standard of rest
velocity −2.6 km s−1. The horizontal dashed line shows the 1σ level for that spectrum,
and the part of the spectrum plotted in black is the section integrated for use in this work.
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Figure A.12: Detected SO2 lines. Rows share Y-axis values which are given in antenna
temperature. The vertical black line indicates the location of the local standard of rest
velocity −2.6 km s−1. The horizontal dashed line shows the 1σ level for that spectrum,
and the part of the spectrum plotted in black is the section integrated for use in this work.
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Figure A.13: Detected SO2 lines cont.
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Figure A.14: Detected SO2 lines cont.
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Figure A.15: Detected SO2 lines cont.



151

0.000

0.005

0.010

T
a

* /
 K

=225.153 GHz
Eu=93 K

MB=11" 

=245.563 GHz
Eu=73 K

MB=10" 

30 20 10 0 10

0.005

0.000

0.005

0.010

T
a

* /
 K

=236.216 GHz
Eu=131 K

MB=10" 

30 20 10 0 10

=200.809 GHz
Eu=131 K

MB=12" 

VLSR / km s 1

Figure A.16: Detected SO2 lines cont.
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Figure A.17: Detected 34SO2 lines. Rows share Y-axis values which are given in antenna
temperature. The vertical black line indicates the location of the local standard of rest
velocity −2.6 km s−1. The horizontal dashed line shows the 1σ level for that spectrum,
and the part of the spectrum plotted in black is the section integrated for use in this work.



Appendix B

Line Properties

Tables B.1 to B.4 give the spectroscopic and measured properties of the detected lines

from Chapter 5. Spectroscopic properties are taken from the JPL catalog (Pickett 1985)

via splatalogue (http://www.cv.nrao.edu/php/splat/).
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Table B.1: Line properties of detected transitions

Freq Transition Eu log(Aij) TA∗,peak Vpeak Vmin/Vmax
∫
TMBdv

(GHz) (K) (K) (km s−1) (km s−1) (K km s−1)

SO

86.093 2(2)-1(1) 19.3 -5.27 0.139 (0.001) -0.12 -20.52/3.96 1.07 (0.22)
99.299 3(2)-2(1) 9.2 -4.94 1.516 (0.002) 0.24 -20.99/4.96 11.31 (2.28)
100.029 4(5)-4(4) 38.6 -5.96 0.014 (0.001) 0.26 -4.42/2.60 0.09 (0.02)
109.252 2(3)-1(2) 21.1 -4.96 0.212 (0.002) 0.46 -15.62/3.67 1.64 (0.33)
129.138 3(3)-2(2) 25.5 -4.64 0.315 (0.004) 0.79 -12.79/3.51 2.31 (0.48)
138.178 4(3)-3(2) 15.9 -4.49 1.873 (0.004) 0.91 -16.02/4.29 13.91 (2.80)
158.971 3(4)-2(3) 28.7 -4.36 0.452 (0.005) 1.13 -12.84/4.07 3.67 (0.75)
172.181 4(4)-3(3) 33.8 -4.23 0.389 (0.010) 0.56 -7.59/3.28 3.05 (0.64)
206.176 4(5)-3(4) 38.6 -3.99 0.405 (0.004) 0.33 -14.44/3.74 3.97 (0.81)
215.220 5(5)-4(4) 44.1 -3.91 0.404 (0.002) 0.42 -15.90/3.69 4.09 (0.83)
219.949 6(5)-5(4) 35.0 -3.87 1.293 (0.014) 0.47 -14.44/4.73 13.17 (2.70)
251.825 5(6)-4(5) 50.7 -3.71 0.349 (0.023) -0.19 -5.77/2.60 4.00 (0.86)
258.255 6(6)-5(5) 56.5 -3.67 0.246 (0.003) -0.12 -16.45/4.41 2.88 (0.59)
261.843 7(6)-6(5) 47.6 -3.63 0.792 (0.004) 0.81 -16.19/4.39 8.30 (1.68)
286.340 1(1)-1(0) 15.2 -4.84 0.035 (0.007) 0.91 -1.19/0.91 0.39 (0.09)
296.550 6(7)-5(6) 64.9 -3.48 0.184 (0.003) -1.04 -19.24/3.00 2.69 (0.56)
301.286 7(7)-6(6) 71.0 -3.46 0.105 (0.003) -0.98 -14.91/3.00 1.64 (0.34)
304.077 8(7)-7(6) 62.1 -3.43 0.271 (0.006) -0.94 -14.75/3.00 4.27 (0.89)
309.502 2(2)-2(1) 19.3 -4.84 0.031 (0.003) 1.06 -4.75/3.00 0.49 (0.11)
339.341 3(3)-3(2) 25.5 -4.83 0.027 (0.004) -0.53 -4.07/1.23 0.40 (0.09)
340.714 7(8)-6(7) 81.2 -3.29 0.122 (0.005) -0.52 -14.60/3.00 2.39 (0.51)
344.310 8(8)-7(7) 87.5 -3.28 0.073 (0.008) -0.48 -5.71/1.26 1.21 (0.27)
346.528 9(8)-8(7) 78.8 -3.26 0.181 (0.004) -0.46 -14.30/4.73 2.78 (0.58)
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Table B.2: Line properties of detected transitions

Freq Transition Eu log(Aij) TA∗,peak Vpeak Vmin/Vmax
∫
TMBdv

(GHz) (K) (K) (km s−1) (km s−1) (K km s−1)

SO2

83.688 8(1,7)-8(0,8) 36.7 -5.17 0.082 (0.001) -1.60 -14.19/2.60 0.54 (0.11)
104.029 3(1,3)-2(0,2) 7.7 -5.00 0.157 (0.002) -0.78 -14.28/10.48 1.24 (0.26)
104.239 10(1,9)-10(0,10) 54.7 -4.95 0.058 (0.001) 0.35 -7.51/2.60 0.46 (0.10)
129.105 12(1,11)-11(2,10) 76.4 -5.04 0.026 (0.008) -1.02 -1.02/-0.12 0.19 (0.04)
131.014 12(1,11)-12(0,12) 76.4 -4.73 0.037 (0.005) -0.08 -3.65/1.71 0.29 (0.07)
134.004 8(2,6)-8(1,7) 43.1 -4.60 0.016 (0.004) -0.89 -1.76/1.73 0.11 (0.03)
135.696 5(1,5)-4(0,4) 15.7 -4.66 0.245 (0.005) 0.02 -6.02/3.46 1.83 (0.38)
140.306 6(2,4)-6(1,5) 29.2 -4.60 0.033 (0.004) 0.10 -3.23/1.77 0.22 (0.05)
151.378 2(2,0)-2(1,1) 12.6 -4.73 0.027 (0.004) 1.83 -2.81/1.83 0.21 (0.05)
158.199 3(2,2)-3(1,3) 15.3 -4.60 0.062 (0.005) 0.38 -4.05/1.86 0.39 (0.09)
160.827 10(0,10)-9(1,9) 49.7 -4.40 0.251 (0.005) 0.42 -7.58/3.33 1.95 (0.41)
163.605 14(1,13)-14(0,14) 101.8 -4.52 0.027 (0.005) -0.98 -1.69/1.17 0.12 (0.03)
165.144 5(2,4)-5(1,5) 23.6 -4.51 0.059 (0.011) 0.48 -2.36/1.89 0.45 (0.11)
165.225 7(1,7)-6(0,6) 27.1 -4.38 0.278 (0.006) 0.48 -7.31/3.31 2.24 (0.46)
200.809 16(1,15)-16(0,16) 130.7 -4.33 0.011 (0.002) -0.90 -0.90/0.27 0.06 (0.02)
203.391 12(0,12)-11(1,11) 70.1 -4.06 0.147 (0.003) 0.30 -12.37/14.12 1.50 (0.31)
205.300 11(2,10)-11(1,11) 70.2 -4.27 0.021 (0.003) -0.82 -3.11/2.60 0.21 (0.05)
208.700 3(2,2)-2(1,1) 15.3 -4.17 0.090 (0.003) 0.36 -6.38/3.72 0.81 (0.17)
221.965 11(1,11)-10(0,10) 60.4 -3.94 0.150 (0.002) -0.57 -13.23/3.66 1.60 (0.33)
225.153 13(2,12)-13(1,13) 93.0 -4.19 0.013 (0.002) -0.52 -3.64/1.56 0.14 (0.03)
235.151 4(2,2)-3(1,3) 19.0 -4.11 0.083 (0.003) -0.39 -6.37/2.60 0.81 (0.17)
236.216 16(1,15)-15(2,14) 130.7 -4.12 0.013 (0.003) -1.37 -2.36/-1.37 0.09 (0.02)
241.615 5(2,4)-4(1,3) 23.6 -4.07 0.089 (0.003) -0.31 -7.10/2.60 0.88 (0.18)
245.563 10(3,7)-10(2,8) 72.7 -3.92 0.013 (0.002) 0.69 -2.17/0.69 0.14 (0.03)
251.199 13(1,13)-12(0,12) 82.2 -3.76 0.088 (0.004) -0.20 -16.05/3.53 0.96 (0.21)
251.210 8(3,5)-8(2,6) 55.2 -3.92 0.026 (0.004) -0.20 -3.00/3.53 0.30 (0.07)
254.280 6(3,3)-6(2,4) 41.4 -3.94 0.023 (0.003) 0.76 -3.85/1.68 0.23 (0.05)
255.553 4(3,1)-4(2,2) 31.3 -4.03 0.020 (0.003) -1.07 -2.90/0.77 0.18 (0.04)
256.246 5(3,3)-5(2,4) 35.9 -3.97 0.018 (0.003) -1.06 -1.97/1.69 0.15 (0.04)
257.099 7(3,5)-7(2,6) 47.8 -3.91 0.016 (0.003) 0.78 -2.87/2.60 0.19 (0.04)
271.529 7(2,6)-6(1,5) 35.5 -3.96 0.047 (0.003) -1.42 -8.04/3.00 0.67 (0.15)
282.036 6(2,4)-5(1,5) 29.2 -4.00 0.056 (0.003) -1.25 -5.50/3.00 0.73 (0.16)
283.464 16(0,16)-15(1,15) 121.0 -3.57 0.026 (0.003) -1.23 -3.35/0.88 0.32 (0.07)
298.576 9(2,8)-8(1,7) 51.0 -3.84 0.024 (0.003) -1.02 -3.02/3.00 0.34 (0.08)
313.279 3(3,1)-2(2,0) 27.6 -3.47 0.014 (0.003) 1.09 -0.83/1.09 0.21 (0.05)
334.673 8(2,6)-7(1,7) 43.1 -3.90 0.037 (0.004) -0.58 -4.17/1.21 0.46 (0.10)
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Table B.3: Line properties of detected transitions

Freq Transition Eu log(Aij) TA∗,peak Vpeak Vmin/Vmax
∫
TMBdv

(GHz) (K) (K) (km s−1) (km s−1) (K km s−1)

H2CS

103.039 3(2,2)-2(2,1) 62.6 -5.08 0.058 (0.002) -1.95 -7.63/1.46 0.47 (0.10)
103.051 3(2,1)-2(2,0) 62.6 -5.08 0.010 (0.002) 0.33 -3.08/0.33 0.07 (0.02)
104.617 3(1,2)-2(1,1) 23.2 -4.86 0.085 (0.002) -0.76 -7.47/4.84 0.71 (0.15)
135.298 4(1,4)-3(1,3) 29.4 -4.49 0.112 (0.003) 0.00 -6.92/3.47 0.89 (0.19)
137.369 4(3,2)-3(3,1) 134.9 -4.80 0.084 (0.004) -2.51 -9.33/1.75 0.77 (0.17)
137.371 4(0,4)-3(0,3) 16.5 -4.44 0.084 (0.005) 0.90 -5.07/6.01 0.78 (0.17)
137.382 4(2,3)-3(2,2) 69.2 -4.56 0.018 (0.005) -0.81 -1.66/-0.81 0.13 (0.03)
139.483 4(1,3)-3(1,2) 29.9 -4.45 0.111 (0.003) 0.08 -5.80/6.80 0.98 (0.21)
169.114 5(1,5)-4(1,4) 37.5 -4.18 0.122 (0.005) -0.86 -5.71/3.29 1.06 (0.23)
171.688 5(0,5)-4(0,4) 24.7 -4.14 0.069 (0.008) -0.81 -4.22/1.24 0.43 (0.10)
171.711 5(3,3)-4(3,2) 143.1 -4.33 0.053 (0.009) -0.13 -0.81/1.24 0.32 (0.07)
205.987 6(0,6)-5(0,5) 34.6 -3.89 0.039 (0.003) 0.33 -5.36/2.60 0.40 (0.09)
206.052 6(3,4)-5(3,3) 153.0 -4.02 0.061 (0.003) -0.81 -7.63/2.60 0.69 (0.15)
206.054 6(2,5)-5(2,4) 87.3 -3.95 0.061 (0.003) 1.46 -6.50/4.87 0.69 (0.15)
206.158 6(2,4)-5(2,3) 87.3 -3.95 0.021 (0.004) -1.95 -3.08/1.46 0.19 (0.05)
209.200 6(1,5)-5(1,4) 48.3 -3.89 0.076 (0.003) -0.76 -6.36/2.60 0.74 (0.16)
240.266 7(0,7)-6(0,6) 46.1 -3.69 0.035 (0.002) -1.30 -5.20/6.50 0.37 (0.08)
240.382 7(2,6)-6(2,5) 98.9 -3.73 0.013 (0.003) 0.65 0.65/1.63 0.12 (0.03)
240.393 7(3,5)-6(3,4) 164.5 -3.78 0.037 (0.003) -2.27 -7.14/1.63 0.41 (0.09)
240.549 7(2,5)-6(2,4) 98.9 -3.73 0.017 (0.003) -1.30 -3.24/1.63 0.17 (0.04)
244.048 7(1,6)-6(1,5) 60.0 -3.68 0.058 (0.003) -1.24 -7.00/3.56 0.63 (0.13)
270.521 8(1,8)-7(1,7) 71.6 -3.54 0.035 (0.004) -1.43 -3.65/3.00 0.48 (0.11)
274.732 8(3,6)-7(3,5) 177.7 -3.58 0.022 (0.004) -1.36 -3.55/0.82 0.32 (0.08)
278.887 8(1,7)-7(1,6) 73.4 -3.50 0.030 (0.004) -1.30 -3.45/0.85 0.41 (0.09)

OCS

85.139 7-6 16.3 -5.77 0.032 (0.001) -0.15 -7.03/3.98 0.22 (0.05)
97.301 8-7 21.0 -5.59 0.037 (0.001) 0.19 -5.82/3.80 0.30 (0.07)
109.463 9-8 26.3 -5.43 0.045 (0.001) 0.46 -5.96/3.67 0.35 (0.07)
133.785 11-10 38.5 -5.17 0.045 (0.004) 0.85 -5.27/2.60 0.34 (0.08)
145.946 12-11 45.5 -5.05 0.051 (0.003) 0.20 -6.21/3.40 0.44 (0.10)
158.107 13-12 53.1 -4.95 0.066 (0.005) 1.12 -4.79/2.60 0.51 (0.11)
170.267 14-13 61.3 -4.85 0.060 (0.006) 1.91 -3.58/2.60 0.45 (0.10)
206.745 17-16 89.3 -4.59 0.044 (0.002) 1.47 -5.33/2.60 0.45 (0.10)
218.903 18-17 99.8 -4.52 0.043 (0.002) 0.46 -4.89/4.74 0.43 (0.09)
231.060 19-18 110.9 -4.45 0.034 (0.003) 0.57 -4.50/2.60 0.31 (0.07)
243.218 20-19 122.6 -4.38 0.033 (0.003) 0.67 -5.11/2.60 0.33 (0.07)
255.374 21-20 134.8 -4.32 0.028 (0.003) 0.77 -3.82/2.60 0.28 (0.06)
267.530 22-21 147.7 -4.25 0.021 (0.005) 0.76 -1.48/0.76 0.27 (0.07)
291.839 24-23 175.1 -4.14 0.017 (0.003) -1.11 -3.16/0.95 0.21 (0.05)
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Table B.4: Line properties of detected transitions

Freq Transition Eu log(Aij) TA∗,peak Vpeak Vmin/Vmax
∫
TMBdv

(GHz) (K) (K) (km s−1) (km s−1) (K km s−1)

CCS

81.505 N=6-5,J=7-6 15.4 -4.61 0.033 (0.002) -0.27 -6.02/2.60 0.19 (0.04)
86.181 N=7-6,J=6-5 23.3 -4.55 0.011 (0.001) -0.12 -4.19/5.32 0.08 (0.02)
90.686 N=7-6,J=7-6 26.1 -4.48 0.011 (0.002) 0.02 -2.57/2.60 0.08 (0.02)
93.870 N=7-6,J=8-7 19.9 -4.42 0.031 (0.001) 0.11 -4.88/2.60 0.20 (0.04)
99.866 N=8-7,J=7-6 28.1 -4.35 0.011 (0.001) -0.92 -3.26/1.43 0.07 (0.02)
103.640 N=8-7,J=8-7 31.1 -4.30 0.008 (0.002) -0.79 -0.79/0.34 0.05 (0.01)
106.347 N=8-7,J=9-8 25.0 -4.25 0.031 (0.002) 0.40 -5.11/2.60 0.20 (0.05)
113.410 N=9-8,J=8-7 33.6 -4.18 0.016 (0.002) 0.53 -2.56/1.57 0.06 (0.02)
131.551 N=10-9,J=11-10 37.0 -3.97 0.024 (0.004) -0.07 -0.96/1.71 0.12 (0.03)
142.501 N=11-10,J=11-10 49.7 -3.87 0.016 (0.004) 0.14 0.14/0.96 0.10 (0.02)
144.244 N=11-10,J=12-11 43.9 -3.85 0.019 (0.003) -1.45 -2.26/1.79 0.11 (0.03)
156.981 N=12-11,J=13-12 51.5 -3.74 0.023 (0.006) -1.12 -1.12/1.86 0.13 (0.03)
166.662 N=13-12,J=12-11 61.8 -3.66 0.024 (0.005) -0.21 -0.91/0.50 0.08 (0.02)

34SO2

133.471 5(1,5)-4(0,4) 15.6 -4.68 0.012 (0.003) 1.72 0.85/1.72 0.06 (0.01)
160.143 5(2,4)-5(1,5) 23.3 -4.55 0.022 (0.006) 3.33 2.60/5.52 0.18 (0.04)
162.775 7(1,7)-6(0,6) 27.0 -4.40 0.024 (0.006) -0.99 -0.99/2.60 0.17 (0.04)

34SO

84.411 2(2)-1(1) 19.2 -5.30 0.005 (0.001) -0.17 -1.56/1.21 0.02 (0.01)
97.715 3(2)-2(1) 9.1 -4.96 0.075 (0.002) 0.20 -8.19/3.80 0.56 (0.12)
106.743 2(3)-1(2) 20.9 -4.99 0.007 (0.002) -1.79 -2.89/-0.69 0.03 (0.01)
135.775 4(3)-3(2) 15.6 -4.51 0.087 (0.004) 0.88 -6.87/3.46 0.56 (0.12)
155.506 3(4)-2(3) 28.4 -4.39 0.025 (0.006) 1.10 -1.16/1.10 0.15 (0.04)
201.846 4(5)-3(4) 38.1 -4.02 0.015 (0.003) -0.88 -3.20/2.60 0.19 (0.05)
211.013 5(5)-4(4) 43.5 -3.94 0.014 (0.003) 1.49 -1.84/2.60 0.13 (0.03)
215.839 6(5)-5(4) 34.4 -3.89 0.049 (0.003) 0.43 -6.08/3.69 0.47 (0.10)
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Appendix C

RADEX Probability Distributions

Figures C.1 to C.6 show the marginalized probability distributions derived from RADEX

for the temperature, gas density and column density for H2CS, OCS, SO and SO2 along

with the joint probability distributions for each pair of variables. A key result to note from

these distributions is the lack of correlation between the column density and the other

variables for each species. This indicates that the value derived for the column density

is largely independent of the uncertainties in the gas properties. For further details, see

Section 5.3.1
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Figure C.1: Probability distributions for o-H2CS, the only species not to constrain the
temperature. o-H2CS is also unique in the particularly low density. The column densities
demonstrate the general trend of having a most likely value that is not strongly dependent
on density and temperature. The orange and blue crosses represent the 67% confidence
intervals of peaks in the probabilty distribution. Whilst technically a peak, the orange
cross contains much less of the total probability density and so is not visible in the grey
scale.
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Figure C.2: Probability distributions for p-H2CS, favouring temperatures ∼60 K which
is consistent with the gas temperature derived for CS in L1157-B1 (Gómez-Ruiz et al.
2015). The density tends towards high values which is a trend seen in many species but
the column density appears to be largely uncorrelated with the density. The blue cross
represent the 67% confidence intervals of the probabilty distribution.
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Figure C.3: Probability distributions for OCS. Demonstrating a tendency towards higher
densities and a strong peak at low temperatures. However, once again showing a clear
column density peak regardless of density. The orange and blue crosses represent the 67%
confidence intervals of peaks in the probabilty distribution. Whilst technically a peak, the
orange cross contains much less of the total probability density and so is not visible in the
grey scale.
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Figure C.4: Probability distributions for SO. Similar to OCS, SO shows no strong con-
straint on the density. Nevertheless, the SO column density has a clear most likely value.
It also gives a strong peak at temperatures much lower than other molecules.
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Figure C.5: Probability distributions for secondary SO emission. The temperature is
poorly constrained but has a lower limit of ∼50K. Nevertheless, the gas density and molec-
ular column density are well constrained. The central panel shows the joint probability
distribution of the gas temperature and density, it is similar to the χ2 distribution for the
secondary emission of CS in B1a shown in Figure 7 of Benedettini et al. (2013), possibly
indicating the secondary SO emission comes from the same region (See Section 5.3.3.
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Figure C.6: Probability distributions for SO2. SO2 is unique in that it shows a single peak
distribution for all input parameters. There are noisy sections of the distributions where
random combinations of temperature and density give acceptable models but there are
very strong central peaks for each parameter.
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Bruce D. Kay. Effect of porosity on the adsorption, desorption, trapping, and release

of volatile gases by amorphous solid water. J. Geophys. Res. E, 106(E12):33387–33392,

dec 2001. ISSN 01480227. doi: 10.1029/2000JE001362.

R. Bachiller, M. Pérez Gutiérrez, M. S. N. Kumar, and M. Tafalla. Chemically active

outflow L 1157. Astron. Astrophys., 372(3):899–912, jun 2001. ISSN 0004-6361. doi:

10.1051/0004-6361:20010519.
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