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Abstract

Decisions are often made using a combination of descriptive and experiential infor-

mation. However most of the research in decision-making has either focused on the

two paradigms separately, or compared them against each other, rarely combining

the two sources of information within the same task. In my research, I will explore

how descriptions and experience are integrated into the decision-making process

when the two are available concurrently, and how each one influences decisions. I

start by showing that descriptions are heavily discounted, with preference given to

experiential information, which is easier and more natural to process cognitively.

I then explore three moderators of the impact that descriptions have on decisions-

from-experience. First, when descriptions are considered implausible, their influ-

ence on decisions is reduced. Second, when descriptions are too complex, they

become too difficult to decipher, thus reducing their influence. And third, when

individuals have more prior experience with a situation, the impact of descriptions

is also reduced. Empirical results are supported by cognitive models of how indi-

viduals integrate their experience with descriptions, with different weights given to

each source of information. Experience was the dominant source of information,

but descriptions were taken into consideration, albeit at a discounted level, even af-

ter many trials. Models that included representations of the descriptive information

fitted the human data more accurately than models that did not. This research has

implications on the creation of effective warnings, which can be considered as de-

scriptions which are added to our decision-making processes. More effective warn-

ings can be created by making them plausible, of low complexity, and presented

early before experience has been accumulated.
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Chapter 1

Introduction

Decisions in everyday life are often made using a combination of descriptions and

experience. For example, doctors frequently rely on readings of published litera-

ture and research, which can be considered a form of description, and combine it

with their own clinical experience, when prescribing drugs or assessing the risk of

a medical procedure. Consumers may base their buying decisions on a combina-

tion of descriptive reviews and their personal experiences of similar items bought

in the past. Drivers pass road signs warning them of traffic queues on a familiar

stretch of road in which they have extensive previous direct experience about traffic

intensity. The ongoing proliferation of warning signs and labels can be considered

as descriptive information that is added to an individual’s own experience, typi-

cally reminding them of high-loss small-frequency risks that are rarely experienced

in person. Passengers frequently run at stations in order to catch their trains, and

the overwhelming majority never directly experiences any accidents. But warn-

ings signs are common, reminding individuals that running can be dangerous and

cause harm. Road traffic signs warn us of queues, animals, flood or ice in locations

where these are rarely experienced. Despite the ubiquitous presence of both sources

of information concurrently in daily life, the vast majority of decision-making re-

search has exposed participants either to “decisions from description” or “decisions

from experience” separately, very rarely exploring how the two are combined when

available simultaneously in the same task.
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1.1 Decisions from description vs. experience
Decisions from description (DfD) are those in which information about the choices

available are described to participants before any selections are made. In the case

of decisions between risky monetary prospects, which is the focus of this disserta-

tion, descriptions will expose participants to the values and frequencies of potential

outcomes from each option available. These descriptions are typically provided

in writing, for example, the following risky gamble from Kahneman and Tversky

(1979, p. 264):

Which of the following would you prefer?

A: 50% chance to win 1,000, 50% chance to win nothing;

B: 450 for sure.

Although other graphical formats have been used, such as displaying proba-

bilities using pie charts (for an example, see Figure 1 in Ludvig & Spetch, 2011),

textual representations such as the one above are undeniably the most common. In

the case of probabilistic outcomes, such as the example gamble presented above

for option A, their descriptions can be considered abstract, idealised, symbolic, and

absolute representations of the underlying noisy stochastic process that is used to

generate the actual outcomes. In the most common DfD tasks, participants must

inherently inform themselves about the options available to them based on the de-

scriptions, which is all the information they have available, and must do so before

they act. They must read, interpret, decode, assess and compare the descriptions,

and use this information to decide which option they believe to be most attractive,

and act accordingly. Any information provided after a choice is made, for example,

in the form of feedback about the outcome of their selection, is received post-hoc,

too late to be used to inform the decision in such DfD tasks.

However in everyday life individuals are not generally presented with such

explicitly perfect and unambiguous descriptions and instead make decisions based

on their own direct personal experiences in noisy, inexact and information-deficient

environments. In decisions from experience (DfE), individuals are not commonly

provided with any information before choices are made and, instead, are required
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to learn about the potential outcomes from each option via feedback provided after

each selection is made, over time. For example, Bechara, Damasio, Damasio, and

Lee (1999) used four decks of customised playing cards, turned face down, and did

not provide any information about the cards to participants, in their now famous

Iowa Gambling Task. Although participants did know that they could choose be-

tween four alternative options, and not two or six, they did not have any knowledge

about the composition of cards within each deck. As participants selected cards

from each deck, and turned them over to reveal their faces, they would learn about

the set of available outcomes contained in that deck through the feedback written on

the front of the cards (e.g., “You have won 100 dollars”, from Bechara et al., 1999,

p. 5474). Figure 1.1 shows an example of a computerised DfE paradigm used in

Experiment 1 in the next chapter of this dissertation, in which two alternatives were

available from which participants could choose.

Figure 1.1: Example of a decisions-from-experience paradigm, taken from Experiment 1 in this
dissertation. On the left, the screenshot shows the beginning of the task, and also the
beginning of every trial, with no information provided to participants about the two
alternatives available. On the right, the screenshot shows the feedback provided after
the left-hand side button was selected, and participants earned two points. The foregone,
or missed outcome, is also shown on the right button.

Because no information is available about the set of potential outcomes and

their frequencies at the beginning of DfE tasks, the first choice tends to be an un-

informed random selection. Each selection provides additional information in the

form of feedback, which can then be used to inform future selections. Each time a

participant chooses an option and observes the feedback in a DfE task they gather
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further information about the processes underlying the generation of outcomes. In-

dividuals therefore learn as they act, sequentially. The amount that is learned after

each selection is dependent on certain characteristics of the task.

DfE tasks can be segmented according to the amount of information that is pre-

sented after each selection made, either as full-feedback or partial-feedback. Full-

feedback tasks provide feedback about all the available alternatives after each selec-

tion, the selected option and all the foregone (unselected) options. Partial-feedback

tasks provide feedback about the selected option only, and no new information is

provided about the foregone options. The experiment with cards by Bechara et al.

(1999) mentioned above was a partial-feedback paradigm, as only the selected card

was revealed, while the one in figure 1.1 was a full-feedback one, as both outcomes

were revealed, after each trial. While it could be said that individuals should learn

faster in full-feedback paradigms (Yechiam & Busemeyer, 2006), because more

information is provided after each trial, it has been suggested that this additional in-

formation could be distracting, perversely slowing learning down (Grosskopf, Erev,

& Yechiam, 2006; Yechiam, Druyan, & Ert, 2008; Yechiam & Rakow, 2012).

Apart from the format in which information is presented and learned, DfD and

DfE paradigms also typically differ in a key characteristic of the task itself: the num-

ber of times individuals are asked to make choices, and the number of outcomes they

receive from their choices (Camilleri & Newell, 2013a; Jessup, Bishara, & Buse-

meyer, 2008). Typically, in DfD tasks, because all information is assessed before

any selections are made, participants make a single choice, and receive a single

outcome from their choice, for each set of options. In contrast, because informa-

tion is learned over time in DfE tasks, and the alternatives continuously reassessed,

they typically involve multiple choices, and multiple outcomes are experienced over

time, for each set of options. The crucial difference between DfD and DfE is there-

fore the format in which information is presented to participants, and consequently

how participants gather information about the choice environment, suddenly via

descriptions, or gradually via feedback (Jessup et al., 2008).
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For the vast majority of the history of decision-making research, these two

paradigms have been explored separately, each in their own individual domain,

with dissimilar choice environments adapted to their specific branch of research.

Much of the research on DfD has dealt with factors that influence people’s risky

decision making, by asking individuals to choose between risky gambles based on

their descriptions. DfD has been the domain of prospect theory, heuristics, biases,

preferences, and axiomatic utility theories of decision making. In fact, the vast ma-

jority of human decision-making research to date has been based around descriptive

paradigms (Camilleri & Newell, 2009; Erev, Glozman, & Hertwig, 2008; Fantino

& Navarro, 2012; Rakow, Demes, & Newell, 2008; Weber, Shafir, & Blais, 2004).

Separately, DfE paradigms have been mostly associated with research on learning,

exploration, exploitation, and cognitive modelling (e.g., Cohen, McClure, & Yu,

2007; Erev & Haruvy, 2016; Yechiam & Busemeyer, 2005). Recent research com-

paring indistinguishable sets of choices, although presented either in DfD and DfE,

has uncovered unexpected behavioural differences between the two informational

presentation approaches.

1.2 The Description-Experience gap
Before Barron and Erev (2003), DfD and DfE had mostly been studied in isolation,

with little overlap. Barron and Erev were the first to empirically and systemati-

cally compare the DfD and DfE paradigms and study any differences in behaviour,

aiming to test if phenomena that had been well-established and extensively studied

in DfD tasks would replicate using comparable DfE tasks. Their approach was to

present different participants with the exact same set of risky alternatives, either

using DfD or DfE paradigms, manipulating whether information was presented via

descriptions or via experience. Barron and Erev selected widely-used descriptive

paradigms that led to well-established phenomena in the decision-making research:

the overweighting of rare events in risky choices; the reflection effect, which is

higher risk seeking in the loss than in the gain domain; and the common ratio effect,

a preference towards the riskier choice when all outcomes are multiplied by a com-



1.2. The Description-Experience gap 16

mon ratio (Kahneman & Tversky, 1979). They found that using DfE paradigms,

instead of the original DfD approach, these phenomena were reversed: participants

underweighted rare events, were more risk seeking in the gain domain, and pre-

ferred the safer option after outcomes were multiplied by a common ratio.

One of the limitations of the research by Barron and Erev (2003) was that they

used a traditional DfE paradigm, which involves multiple choices and multiple out-

comes, over 200 trials, to attempt to replicate phenomena that had been previously

established using single-choice, single-outcome DfD paradigms. To address this

difference, Hertwig, Barron, Weber, and Erev (2004) and Weber et al. (2004) in-

troduced the sampling paradigm for DfE. In sampling paradigms, individuals can

sample freely, without financial consequence, between the available alternatives,

learning via the feedback received. These are not choices, but instead only obser-

vations. Once participants are satisfied that they have sampled and learned enough

about the choices, they can make one single consequential decision, therefore equat-

ing the single-choice paradigm more commonly associated with DfD tasks. The

earlier findings from Barron and Erev (2003), in particular the underweighting of

risky choices in DfE, remained with the sampling paradigm used in Hertwig et al.

(2004). However, given that individuals rarely make such inconsequential sampling

decisions in real life, and the differences between financially consequent and incon-

sequent behaviour (Camerer & Hogarth, 1999), differences in number of choices

and outcomes remain an ongoing issue when comparing DfD with DfE (Camilleri

& Newell, 2011b, 2013a, see also Section 1.2.2 below).

This difference in behaviour between decisions from descriptions and deci-

sions from experience was named the “description-experience gap” by Hertwig and

Erev (2009). A substantial body of research has since been dedicated to studying

the gap, by presenting different participants with the same choice scenarios, with

either descriptions alone or experience alone, and comparing the behavioural re-

sults (see Camilleri & Newell, 2013b; Rakow & Newell, 2010, for recent reviews).

Despite strong support for the gap, some studies still failed to find any behavioural

differences between decisions from description and decisions from experience (e.g.,



1.2. The Description-Experience gap 17

Camilleri & Newell, 2013a; Fox & Hadar, 2006), raising new issues to be explored

regarding the mechanisms that contribute towards the appearance of gaps. Initially,

it was thought that choice differences were due to informational discrepancies re-

sulting from sampling biases.

1.2.1 Controlling for sampling biases

Sampling biases are the divergence of the outcomes of randomly generated obser-

vations during a DfE task, in comparison to their idealised DfD description equiv-

alent. Randomly generated observations are likely to drift away from their asso-

ciated descriptions unless the number of outcomes observed is substantially large.

According to an analysis by Hertwig et al. (2004), 78% of their participants in a

DfE task experienced the rare event less frequently than the ideal prescribed by

descriptions. Therefore the outcomes that are actually experienced by participants

tend to diverge from their perfectly stated verbal descriptions. Sampling biases can

strongly influence the statistical information that participants perceive from their

observations in DfE, given that observed samples can be biased relative to the pop-

ulation described in DfD. This led many researchers to argue that any differences

in behaviour observed between DfD and DfE paradigms were driven by different

information being transmitted to participants. If information was different, then

different behaviour would be expected.

To exclude the influence of differences in information transmitted in DfD and

DfE, researchers have manipulated both the descriptions and the experience, to

more closely match the two sources. Rakow et al. (2008) and Hau, Pleskac, and

Hertwig (2010) changed the descriptions in DfD to more accurately reflect the

average frequency of outcomes actually observed earlier by participants in DfE.

Another approach is pseudo-randomising the outcomes observed in DfE, to en-

sure that participants experience a representative set of outcomes as described in

DfD (Ungemach, Chater, & Stewart, 2009). For example, in multi-choice DfE

paradigms with 100 trials, and a rare event that is supposed to occur 10% of the

time, researchers can ensure that 10 rare events will always be in the stream of out-

comes generated. Pseudo-randomisation by blocks can also be employed, splitting
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the outcomes into blocks, for example 10 blocks of 10 trials each, and ensuring the

presence of 1 rare event within each such block. The outcomes within each block

are then shuffled, so the actual order in which the rare event appears within each 10

trials is random, but matching the desired distribution (Camilleri & Newell, 2011a).

This approach spreads out the appearance of rare events throughout the task.

To ensure that descriptions and experience are as similar as possible, I will em-

ploy the pseudo-randomisation approach for the experienced feedback in the exper-

iments throughout this dissertation.1 While in some studies the gap was eliminated

after controlling for sampling differences (Camilleri & Newell, 2011a; Rakow et al.,

2008), in other studies behavioural gaps remained even under carefully controlled

sampling processes that eliminate informational differences (Camilleri & Newell,

2011b; Hau et al., 2010; Ungemach et al., 2009), which I expect to replicate here.

Given that the gap remains, there should be other underlying mechanisms to ex-

plain it beyond sampling biases. One of the remaining open discrepancies revolves

around differences in the nature of the paradigms.

1.2.2 Single-choice and multi-choice paradigms

Camilleri and Newell (2011b, 2013a) suggested that the gap could also be a result

of differences in paradigms between the single-choice and multi-choice environ-

ments of DfD and DfE, respectively. They claim that individuals being asked to

make a single choice in DfD would choose differently if they were allowed to make

multiple choices, as is typical in DfE. This is because in multiple-choice situations

results can be more compensatory: losses from one trial can be compensated by

gains in another trial (Yechiam, Barron, & Erev, 2005). In single-choice tasks this

is not possible, which might explain why individuals overweight rare events in DfD.

This concept is also intrinsically connected to sampling biases: the more choices

an individual has, the less volatile the outcomes they observe will be, over time.

Such differences in approach and consideration between single-choice and multi-

1One could argue that pseudo-randomised sequences are unrepresentative of true randomisation,
but research has shown that individuals tend to believe that the former appears more random than the
latter (Ayton & Fischer, 2004; Bar-Hillel & Wagenaar, 1991; Falk & Konold, 1997; Lopes & Oden,
1987; Peterson & Beach, 1967).
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choice decisions have been shown empirically in DfE by Wulff, Hills, and Hertwig

(2015a) and in DfD by Joag, Mowen, and Gentry (1990), with single-choice deci-

sions linked to short-run individual non-integrative decisions, and multi-choice as

long-run compensatory decisions. The overweighting and underweighting of rare

events may not be necessarily linked to the informational source, descriptions or

experiences, but instead to the different nature of the paradigms commonly used in

each line of research.

DfD tasks are typically single-choice, single-outcome, while DfE tasks are typ-

ically multi-choice, multi-outcome, with traditional trial runs of 100 choices. These

are the most commonly used approaches, but there have been other, albeit limited,

experimental attempts to equate the two paradigms in terms of choice repetition.

DfD experiments can be made multi-choice by asking participants to select multiple

times form each set of options, without feedback, with a single combined outcome

at the end (Jessup et al., 2008). As the authors observed, this can create some very

boring tasks, and it is not surprising that it has not been more extensively explored.

DfD experiments can also be single-choice, multi-outcome, by telling participants

that their single choice will be repeated equally a fixed number of times, providing

participants with multiple outcomes (e.g., Camilleri & Newell, 2013a, “Choose 1

option to play from 100 times”). Alternatively, participants can be asked to allocate

a certain percentage of their desired selections into each option available, in effect

pre-determining the distribution of their selections (e.g., Barron, Leider, & Stack,

2008, Web Appendix A, Experiment 5: “You must allocate 100 choices between the

two lotteries below.”). In none of these DfD tasks can feedback be used for learn-

ing, as it is only provided after all the choices have been made, maintaining the

difference that only descriptions, not instances of feedback, are used for learning in

DfD.

The sampling paradigm introduced by Hertwig et al. (2004) and Weber et al.

(2004) attempts to remove some of the experimental differences between DfE and

DfD by making the former into single-choice, single-outcome decisions, closer to

the latter (see also Section 1.2 para. 2). However this approach still involves mul-
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tiple selections by participants from the choices during sampling, which might bias

the results of the final choice. While these sampling selections are not financially

consequential, and should not be considered actual choices, but instead only obser-

vations, the actual cognitive mechanism behind them is still open for discussion.

Learning in sampling DfE tasks occurs differently from that in multiple-choice DfE

tasks. Not only is the amount of feedback smaller in sampling DfE tasks, with par-

ticipants relying on relatively small sample sizes (Hertwig & Pleskac, 2010), but the

search patterns under sampling are also different from those in multiple-choice tasks

(Rakow et al., 2008), which could influence decisions (Hills & Hertwig, 2010). One

of the reasons for the difference in observations between sampling DfE and repeated

DfE is that in the former case, each choice is free to participants, while in the latter

case, each choice is financially consequential.

The description-experience gap still persisted in research attempting to reduce

differences in paradigms. In manipulations of the DfD task, for example, the gap

remained when comparing traditional multi-choice DfE tasks against multi-choice

descriptions without feedback (Jessup et al., 2008), against single-choice descrip-

tions with multiple repeated outcomes (e.g., Barron & Erev, 2003; Lejarraga &

Gonzalez, 2011), or when using multiple allocated outcomes (e.g., Barron et al.,

2008; Yechiam, Barron, & Erev, 2005). In manipulations of the DfE task, the gap

was also still present when comparing traditional single-choice DfD tasks against

single-choice DfE using sampling (e.g., Hertwig et al., 2004; Weber et al., 2004),

even after forcing participants to observe larger sample sizes (e.g., Hau, Pleskac,

Kiefer, & Hertwig, 2008; Hau et al., 2010; Ungemach et al., 2009). A direct and

systematic comparison of the paradigms by Camilleri and Newell (2011b, 2013a),

confronting single-choice against multi-choice and single-outcome against multi-

outcome, has shown that choice patterns are influenced by differences in numbers

of choices and outcomes, but behavioural gaps between DfD and DfE remain even

after controlling, as much as possible, for such differences.

To avoid any potential confounding effects arising from differences in num-

ber of choices and outcomes, the research contained in this dissertation will focus
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on multi-choice, multi-outcome paradigms. I will accomplish this by employing

repeated-choice DfE tasks, which always provides participants with experience via

pseudo-randomised feedback (see Section 1.2.1). In addition to the repeated expe-

riential information, my experiments will revolve around controlled introductions

of descriptive information within the same paradigm, thus combining descriptions

and experience in the same task. These experiments will provide a solid base from

which to explore any persistent influences of descriptive and experiential informa-

tion on the cognitive processes behind decision-making, after controlling for sam-

pling biases and paradigmatic differences.

1.2.3 Differences in cognitive processing

Beyond sampling biases and differences in the paradigm, the description-experience

gap might also be a result of differences in how information is cognitively pro-

cessed, analysed and compared, with different cognitive algorithms applied accord-

ing to the format in which the information is presented (Camilleri & Newell, 2013b;

Glöckner, Fiedler, Hochman, Ayal, & Hilbig, 2012; Hertwig & Erev, 2009). Dif-

ferent ways of presenting descriptive information within variations of traditional

DfD tasks had already been shown to influence behaviour in other domains (Lerner,

Small, & Loewenstein, 2004; Tversky & Kahneman, 1981; Weber & Johnson,

2009). For example, individuals make different decisions when they are presented

with probabilities as natural frequencies (16 out of 20) as opposed to percent-

ages (80%) or standardised frequencies (80 out of 100), as shown in research by

Gigerenzer and Hoffrage (1995). Natural frequencies tend to promote more accu-

rate estimates of likelihood and more normative behaviour, leading to fewer biases.

Differences have also been found within variations of typical DfE tasks, with ob-

servable changes to behaviour according to the way in which the same experiential

information is presented, such as feedback delay (Diehl & Sterman, 1995), feed-

back frequency (Lam, DeRue, Karam, & Hollenbeck, 2011; Lurie & Swaminathan,

2009), the amount of information provided after each trial (Camilleri & Newell,

2011b; Yechiam & Busemeyer, 2006), the format of the feedback (Atkins, Wood,

& Rutgers, 2002), and the nature of the feedback (see Gonzalez, 2005, for a review).
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According to Hills and Hertwig (2010), information search patterns can also influ-

ence decisions. This is likely due to the order in which information is obtained and

integrated (Lejarraga, Hertwig, & Gonzalez, 2012), providing stronger evidence to

the importance of directly experiencing information sequentially in DfE tasks.

Cognitive theory and experimental evidence suggest that, further to differences

within the same informational formats, descriptive and experiential information are

also processed differently from one another (Glöckner et al., 2012). For example,

the two paradigms of DfD and DfE differ in terms of their underlying sources of

uncertainty. According to Knight (1921), decisions under uncertainty can be split

into two categories. If the probabilities are known a priori, the choice environment

is risky; and if the probabilities are not known, and must be empirically observed

and estimated statistically, the choice environment is ambiguous. In our daily life,

very few situations can be classified as risky in Knight’s framework. Examples in-

clude flipping a coin or playing a bandit machine in a casino, where the system is

pre-programmed to behave in a certain way. In most of our decisions, the proba-

bilities of obtaining each outcome are not previously known, and choices are com-

monly made in an ambiguous world. Using Knight’s terminology, DfD tasks can

be considered as decisions under risk, because the probabilities and their outcomes

are provided to participants, and known with relative certainty before a decision

is made. Participants therefore make a decision under risk. In comparison, DfE

tasks can be considered as decisions under ambiguity. Typically in the beginning

of the task participants know very little about the choice environment, making it

ambiguous. Individuals tend to dislike ambiguous situations (Camerer & Weber,

1992), and they will tend to seek to reduce this ambiguity by exploring and learning

about the environment (Güney & Newell, 2015). Neuroimaging research has shown

that decisions under risk and decisions under ambiguity are processed by two sep-

arable cognitive mechanisms in the brain (Brand, Labudda, & Markowitsch, 2006;

Hsu, Bhatt, Adolphs, Tranel, & Camerer, 2005; Huettel, Stowe, Gordon, Warner, &

Platt, 2006), although more recent research has also found some overlapping shared

systems (Levy, Snell, Nelson, Rustichini, & Glimcher, 2010). Decisions under risk
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also tend to engage more rational analytical thinking, compared to decisions un-

der ambiguity that elicit more emotional responses (Bechara, Damasio, Tranel, &

Damasio, 1997; Bechara & Damasio, 2005; Dunn, Dalgleish, & Lawrence, 2006).

This dichotomous relationship is likely to transfer to experiences being more emo-

tionally charged than descriptions (Lejarraga, 2010; Ludvig & Spetch, 2011; Weber,

2006).

Such differences in judgements could translate into differences in the DfD and

DfE research, with different types of paradigms leading into different judgements,

even when the underlying statistical information is the same. Despite the observed

underweighting of rare events in DfE, when prompted for their probability judge-

ments after experiential tasks, participants consistently overestimate the probabili-

ties of rare events (Barron & Yechiam, 2009; Camilleri & Newell, 2011b; Madan,

Ludvig, & Spetch, 2014). Therefore in DfE tasks participants appear to overesti-

mate the probabilities of rare events but behave as if they underweight them. This

’overestimation-underweighting paradox’ still has not been fully explored (see also

Liang, Konstantinidis, Szollosi, Donkin, & Newell, 2017). Hau et al. (2010) sug-

gested that when decisions are made through experience, behaviour will be influ-

enced by different statistical structures within which each individual’s mind oper-

ates to arrive at their own probability judgements and decisions.

Further theoretical support for the distinction in cognitive processing between

DfD and DfE comes from Gigerenzer and Hoffrage (1995), who suggested that

sequentially acquired information, such as naturally presented frequencies experi-

enced over time, are easier to track, process and interpret than written percentages

and probabilities. Weber et al. (2004) proposed that this is because the former are

more closely related to experience-based representations of events, and that brains

can more naturally process frequencies than probabilities. Individuals might even

be able to learn from experience incidentally, automatically encoding frequencies

with minimal effort and attention (Hasher & Zacks, 1984). In comparison, in DfD

tasks, decisions can be explained by individuals mentally simulating outcomes from

descriptions to arrive at expected values, as shown in a recent computational mod-
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elling study (Erev, Ert, Plonsky, Cohen, & Cohen, 2017). Other prominent decision-

making theories are built upon the idea that individuals mentally sample information

over time until a decision is reached, such as Decision Field Theory (Busemeyer &

Townsend, 1993), Decision by Sampling (Stewart, Chater, & Brown, 2006) and the

Query Theory of Value Construction (Johnson, Häubl, & Keinan, 2007). These

mental simulations push DfD tasks into becoming relatively time consuming and

effortful thinking processes. Similarly, it has been suggested that DfD tasks direct

individuals to think about the future, as they read about the outcomes and visu-

alise them yet to happen, sampling and mentally simulating outcomes, while in DfE

tasks they reflect about the past, thinking about the feedback experienced previously

(Ludvig & Spetch, 2011; Wulff, Hills, & Hertwig, 2015b).

Overall, these theories posit that experiences are naturally easier to process

than descriptions: descriptions appear to be more cognitively demanding and re-

quire more effort to decipher, whereas humans (and all other animals) are more nat-

urally adapted to encode and process experiences. When dealing with descriptions,

individuals might engage in explicit and more complex computational processes,

mentally simulating outcomes and calculating the expected value of each option;

conversely, personal experiences use simpler more instinctive, emotional, implicit,

and less demanding integration processes. Research has shown that descriptions can

be overwhelmed by experience (Jessup et al., 2008), and decision makers seem to

prefer experiential information (Lejarraga, 2010). Concordantly, experience is eas-

ier to process cognitively (Glöckner et al., 2012), with personal experiences evoking

strong emotional and visceral reactions, vis-à-vis statistical descriptions, which lead

to more detached analytical considerations (Weber, 2006).

1.3 Combining description and experience
While there has been extensive research comparing behaviour in DfD and DfE tasks

following the initial work by Barron and Erev (2003), there have been very few

attempts at combining the two in the same paradigm, and providing participants

with both descriptions and experience simultaneously. This is an important area
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of expansion for the field of decision-making research, given how often we must

combine the two sources of information to make decisions in day-to-day life. In-

stead, the majority of the research in the description-experience gap provided dif-

ferent participants with the same choice but either as DfD or DfE separately, us-

ing a between-subjects design.2 The extant ”description-plus-experience” (D+E)

research, combining the two sources of information in the same task, so far has pro-

vided contradictory results, and a more thorough investigation is warranted. While

in traditional DfD paradigms individuals learn about their choices by reading the

descriptions alone, and in traditional DfE paradigm they learn about the outcome of

their choices by experience alone, in the new combined D+E paradigms, learning

can be both via the descriptions, or the feedback after each trial, or a combination

of both. The D+E research investigates how the two types of learning interact and

influence decisions. Given that D+E tasks combine both description and experi-

ence, there are potentially two theoretical directions from which to approach D+E

research.

Initially, D+E studies focused on adding experience, in the form of feedback,

to DfD tasks, therefore comparing D+E with DfD. The rationale behind this initial

stream of research was that experience can be considered normatively irrelevant in

D+E tasks since the decision could be made by relying on descriptions alone, when

the two are available simultaneously (Newell & Rakow, 2007). There should not be

any behavioural differences between D+E and DfD paradigms, especially if taking

into account that descriptions are more complete and absolute source of informa-

tion than noisy and slower experiential feedback: participants wanting to maximise

their rewards should base their decisions on descriptions in both D+E and DfD tasks,

and ignore experience. This strategy would allow individuals to identify the max-

imising choice from the first trial, and exploit their preferred alternative repeatedly

throughout the task, avoiding the effort of learning via experience, which takes time

and detracts from the exploitation of rewards. However, if cognitive effort is in-

2Only a handful of studies used within-subjects designs (Camilleri & Newell, 2009; Kudryavt-
sev & Pavlodsky, 2012; Ludvig & Spetch, 2011; Madan, Ludvig, & Spetch, 2017; Ungemach et al.,
2009; Wulff et al., 2015b), where the same participants performed the DfD and DfE tasks sequen-
tially; all of them also identified behavioural gaps.
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deed higher for descriptions, and individuals prefer to rely on more natural personal

experiences, as presented in the previous section, then the presence of personal ex-

perience should influence behaviour, and distract individuals away from analysing

descriptions (Yechiam, Barron, & Erev, 2005). In addition, comparing these two

types of task creates a confounding effect with regards to the number of choices and

outcomes (Camilleri & Newell, 2011b, 2013a), as the early D+E research relied on

multiple-choice DfE compared against single-choice DfD.

The first researchers to combine description and experience were Yechiam,

Barron, and Erev (2005), who presented different participants with the same two-

alternative risky choices either in single-choice DfD or in multiple-choice D+E.

The novel D+E task was an extension of a DfE task with repeated-play (multi-

choice, multi-outcomes), which instead of having blank buttons as in a traditional

DfE paradigm, had the full description of the underlying distribution of outcomes

written within each respective button. The same descriptions present within the but-

tons in DfE were also used in the DfD condition. The authors found a significant

difference in behaviour between D+E and DfD choices. Participants took consid-

erably more risk in the D+E condition, which is aligned to underweighting of rare

events, while less risk was taken in DfD, equivalent to overweighting of rare events.

Another finding by the authors was that the initial behaviour in the D+E condition

matched that observed in the DfD condition. This was expected because in the first

trial of the D+E task participants had only the descriptive information from which to

form their decisions. In comparison, in a traditional DfE task without descriptions,

behaviour tends to be random, as participants have no additional information and

will most likely choose randomly from the selected options, in order to start gather-

ing information about the environment. There was however a strong sampling bias

effect in their study. Only 4 out of 78 participants experienced the rare event, which

was programmed to occur with a 0.5% chance. For the majority of participants,

the description provided was not a true representation of the experience, as the rare

event was not observed 0.5% of times, as described.

In later research by the same authors, Yechiam, Erev, and Barron (2006) pro-
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posed that behaviour that was initially informed by descriptions alone, before any

direct personal experience, can be influenced and altered once personal experience

is accumulated. This is particularly relevant for low-frequency events that rarely

occur, and are rarely experienced. In these cases, the description might tell par-

ticipants of certain rare events, which is taken into account in the decision making

process. But once experience is added, and these rare events are not encountered

personally, over time, behaviour might change. The same effect was observed in a

time-series analysis of the data in the D+E condition of their 2005 research, with

risk taking starting much lower (in-line with DfD results) and increasing over time.

However the researchers did not run a comparative DfE condition, experience with-

out descriptions, to compare how risk taking would evolve in such tasks. Yechiam

and Busemeyer (2006) found similar results for experiences overcoming the initial

behaviour as prescribed by descriptions, suggesting that in D+E paradigms, descrip-

tions are used to determine an initial behavioural tendency that is later overcome by

the accumulation of experience. In this later research, however, the authors only

compared two different D+E paradigms, with and without foregone payoffs, and

did not have a comparable DfD or DfE task to assess the differences between the

two sources of information.

To overcome the differences in experimental paradigms relating to the num-

ber of choices in earlier studies, Jessup et al. (2008) sought to make the two tasks,

D+E and DfD, more comparable, by making both repeated-choice, and compared

the traditional repeated D+E paradigm with a repeated DfD without feedback. They

set out to analyse what happens when feedback is added to DfD, since they com-

pared DfD, which never has feedback, with D+E which includes descriptions and

feedback. In their experiments, both the D+E and the DfD conditions included a

full descriptions of the choices and their outcomes, and in both of them partici-

pants made 100 selections from the two alternatives. The difference in conditions

was that in D+E participants had access to both descriptions and experiential feed-

back after each selection, while in the repeated DfD condition there was no feed-

back. This way they ensured that learning in the two conditions was controlled,
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with learning via descriptions and experience in D+E, but learning by descriptions

alone in repeated DfD (since there was no feedback). However the two tasks still

differed, inasmuch as the D+E condition provided multiple outcomes, while the re-

peated DfD condition provided a single outcome at the end. While the two tasks

were matched in terms of number of choices made by participants, they were not

matched in terms of outcomes received. What the authors found was that feedback

overwhelmed descriptive information, and behaviour differed significantly between

the two conditions. Similar results were found by Newell and Rakow (2007), with a

slightly different approach of asking participants for a play strategy, not individual

selections, in a probability-matching task.

Subsequent research compared D+E with DfE, hence completely matching the

number of choices and outcomes in both tasks, which substantially reduces paradig-

matic differences and allows research to more cleanly concentrate on information

gathering and learning. This in turn asks the slightly different question of what

happens when descriptions are added to DfE. Rakow and Miler (2009) compared

two repeated-play tasks, one with experience only (DfE) and one combining de-

scriptions and experience (D+E). However instead of using objective and idealised

descriptions of the underlying processes governing the creation of outcomes, the au-

thors presented participants in D+E with a historical summary of all the previously

actually observed outcomes, using natural frequencies, moving away from the more

widely used probabilities. This information was updated after each trial. As ex-

pected, this history differed considerably from the idealised source of outcomes in

the beginning of the task, due to sampling biases. Any such deviations should cor-

rect themselves after many trials, with the history more closely approximating the

real distribution of outcomes over time. However, the authors used non-stationary

payoffs that changed at different points of the task, in effect never allowing the

historical descriptions to truly inform participants about the future outcomes, and

instead, once the payoffs changed, actually providing misleading unhelpful infor-

mation about the task. What the authors noticed is that participants performed worst

in the D+E conditions, since descriptions provided false information. Using a sim-
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ilar approach of providing participants with histories of past outcomes, this time a

graphical representation using a series of coloured balls instead of numbers, Barron

and Leider (2010) found similar results with a task designed to test the hot-hand

effect or gambler’s fallacy (Ayton & Fischer, 2004; Bar-Hillel & Wagenaar, 1991).

Barron et al. (2008) were interested in the influence of experiences accumu-

lated before descriptions had been provided, similar to the idea of early or late

warning interventions. In their studies, all participants were presented with descrip-

tions and experiences at some point, and made multiple choices with multiple out-

comes. However some participants were provided with descriptions from the first

trial, in effect a D+E task throughout (early warning), while others were only given

descriptions after they had performed half of the task relying on experiences alone,

in effect a DfE task initially which later transformed into a D+E task (late warning).

The descriptions warned participants that one of the two choices carried a high loss:

a low frequency event, with a 0.1% probability. Knowledge of this event should

make that alternative less attractive, and therefore chosen less frequently. What the

authors showed is that participants took significantly lower risk when exposed to

D+E from the beginning. Participants who started with experience only took con-

siderably more risk, with the appearance of descriptions halfway through reducing

their risk taking, albeit not completely down to the same levels as the D+E from the

beginning. The studies were limited however as the authors did not have a pure DfE

condition for comparison. The authors also excluded from the analysis four partici-

pants, out of 62, who did observe the high loss rare outcome. Most participants did

not experience the high loss effect, and so the description was not a true representa-

tion of the experience: it provided conflicting information since it described a rare

event that did not actually occur. In summary, the authors showed that providing

individuals with conflicting information influenced behaviour.

The studies by Rakow and Miler (2009) and Barron et al. (2008) both provided

participants with descriptions that conflicted with experience, even if deception of

participants was not the main purpose of those studies, but was instead an unavoid-

able artefact of the experimental paradigms used. In both studies, the presence of
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descriptions influenced behaviour. In contrast, the study used by Lejarraga and Gon-

zalez (2011) provided participants with congruent information via descriptions and

experience, which did not influence behaviour. By using a choice paradigm that did

not include extremely rare events, or nonstationary payoffs, the two sources of infor-

mation were more closely matched, avoiding the sampling biases of the experiments

above. They compared two experimental conditions: in their DfE condition, par-

ticipants had to rely on feedback and experience alone without descriptions; while

in their D+E condition, participants had descriptions and feedback throughout. The

authors did not observe any significant difference in behaviour and stated that de-

scriptions were apparently neglected when experience was also available. These

results further supported the previously proposed idea that individuals prefer expe-

rience over descriptions, shown empirically by Lejarraga (2010) and Jessup et al.

(2008). Lejarraga and Gonzalez proposed that this lack of observable differences in

behaviour in their study was due to descriptions being ignored when experience was

also available. They also showed how a well-established computational model used

in DfE research (Yechiam & Busemeyer, 2005), which relies on integrating expe-

rience alone, and does not include any representation for description, can explain

behaviour in both DfE and D+E conditions relatively well.

Because Lejarraga and Gonzalez (2011) provided participants with the same

information using both descriptions and experience, they could not rely on norma-

tive differences in selection behaviour, such as the one used by Barron et al. (2008)

who made one option less attractive with descriptions than it was with experiences.

Instead, Lejarraga and Gonzalez (2011) had to rely on observing more subtle dif-

ferences in behaviour based on the existence of a robust description-experience gap

and its theoretical predictions of underweighting and overweighting of rare events

to test whether description or experience was influencing participants. Behaviour

consistent with underweighting of rare events would be expected from participants

relying on experiential information, while overweighting would be associated with

descriptive information being used. Because the authors observed behaviour con-

sistent with underweighting of the rare event in both D+E and DfE tasks, they sug-
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gested this to be evidence that experience was taken into account, but description

was neglected. The limitation to their approach is that behaviour consistent with

overweighting or underweighting of rare events might actually be the result of dif-

ferences in paradigms, such as number of choices and outcomes, and not differences

in information being provided by description or by experience (Joag et al., 1990;

Wulff et al., 2015a). In Lejarraga and Gonzalez (2011), both conditions included

multiple choices and outcomes, excluding any potential influence of sampling bi-

ases or paradigmatic differences, so perhaps a shift between underweighting and

overweighting behaviour was not to be expected.

I believe that the contradictory results provided by Lejarraga and Gonzalez

(2011), who did not observe any influence of descriptions when experience was

available, and Barron et al. (2008) and Rakow and Miler (2009), who observed

behaviour consistent with participants taking into account both descriptions and ex-

perience, could be explained by the nature of information being provided by each

source: congruent or conflicting. No novel information was provided by descrip-

tions in Lejarraga and Gonzalez (2011), which consequently did not influence the

normative maximising choice. In contrast, in the studies with conflicting descrip-

tions by Rakow and Miler (2009) and Barron et al. (2008), one of the choices was

made more or less attractive according to whether participants took into account

descriptive information or not.

In summary, the evidence available so far in D+E research supports the theory

of cognitive differences in processing descriptions and experiences. Participants

prefer experiences, in the form of feedback, which are easier and more natural to

process, over descriptive information, which is more cognitively demanding. But

descriptions are not necessarily fully ignored, and instead influence behaviour, in

particular in the first few trials when only descriptions are available and limited

experience has been accumulated. Some additional light is provided by Shlomi

(2014) in a judgement task, where participants were asked to judge the frequency

of certain outcomes. The author observed an effect of discounting of descriptions,

when experience was also available, based on computational models applied to the
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results. If the discounting of descriptions is extreme, it would be indiscernible from

neglect, which might be what was observed by Lejarraga and Gonzalez (2011). In

this dissertation, I will expand the research on D+E paradigms by further explor-

ing the relationship between descriptions and experience, when the two are avail-

able concurrently. The experiments I will employ will be built upon traditional

repeated-choice DfE paradigms with multiple outcomes, and participants will be

provided either with experience alone, or with a combination of descriptions and

experience (D+E), which they can use to inform their decision. The use of multiple-

choice approaches across both comparable paradigms is to avoid any confounding

influences on behaviour from comparing single-choice against multiple-choice de-

cisions. Pseudo-randomisation of the experienced feedback will also be employed

to reduce informational differences between descriptions and experience. I will base

my experiments on the tenet that, due to underlying cognitive differences, individ-

uals prefer experiences over descriptions, which likely leads to descriptions being

discounted in favour of experiences.

1.4 Computational modelling
Computational modelling is an important tool in the armamentarium of experi-

mental psychology researchers. In addition to relying on behavioural observations

alone, computational models can be used to unpack the underlying cognitive pro-

cesses behind observed human behaviours, acting as a bridge that connects empir-

ical evidence to formal cognitive theories (Shiffrin, Lee, Kim, & Wagenmakers,

2008). The basic proposition of computational modelling is to generate a set of al-

gorithms that can take input from the environment, and return outputs as behaviour

based on those inputs, by approaching human cognition as formalised quantita-

tive processes, which are employed by the brain as a computing machine. A good

computational model should be able to agree with the observed data (while being

anchored in solid cognitive theory), provide valuable insight and understanding on

the processes used by the brain, and facilitate a priori predictions and generalisa-

tions into new environments by steering research into new avenues of exploration
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(Busemeyer & Wang, 2000; Erev et al., 2010, 2017; Shiffrin et al., 2008).

For example, computational modelling efforts of behaviour in DfD and DfE

tasks have strengthened the theoretical framework distinction for two separate mod-

els of processing for decision-making using descriptive and experiential informa-

tion. Computational modelling competitions have shown that the winning models,

or those that best fit and predict the data, were significantly structurally different

between DfD and DfE tasks, with little to no overlap between them (Erev et al.,

2010, 2017). Model competitions are possible because of their quantifiable and

therefore comparable nature, allowing for the best underlying cognitive theory to

surface above the others in an objective way (Ahn, Busemeyer, Wagenmakers, &

Stout, 2008). Typically, Prospect Theory types of models tend to explain behaviour

in DfD relatively well (Kahneman & Tversky, 1979; Tversky & Kahneman, 1992),

while reinforcement-learning types of expectancy-valence updating models explain

DfE results better (Ahn et al., 2008; Busemeyer & Stout, 2002). When comparing

the same underlying model structures across DfD and DfE tasks, Kudryavtsev and

Pavlodsky (2012) have also shown that the best fitting parameters were considerably

different between DfD and DfE tasks, with very limited commonalities.

Within DfD research, Prospect Theory (PT: Kahneman & Tversky, 1979) and

its later extension, Cumulative Prospect Theory (CPT: Tversky & Kahneman, 1992)

have been shown to very effectively explain and predict human decisions, as well

as support many frequently observed behavioural biases. These are extensions of

earlier models which used simpler Expected Utility Theory (EUT) to try to model

human decisions-making using mathematical axioms from economic theory: indi-

viduals would choose the option with the highest expected value (EV), which in

turn maximises their rewards (e.g., Friedman & Savage, 1948). However, EUT

failed to explain many observed biases and anomalies in human decision-making,

and led to several axiomatic violations, with new alternatives to EUT being pro-

posed (e.g., Camerer & Ho, 1994; Camerer & Weber, 1992). PT and CPT success-

fully overcame many of the limitations of other alternatives, leading to widespread

applications, by introducing non-linear value- and probability-weighting functions
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(Fennema & Wakker, 1997). These improvements allow CPT to be efficiently used

to explain behavioural inconsistencies such as overweighting of rare events, loss

aversion, diminishing sensitivities, the endowment effect, and the certainty effect,

amongst others (for reviews, see Barberis, 2013; Edwards, 1996).

Within DfE research, one of the most successfully employed families of com-

putational approaches to human behaviour is built upon the theoretical cognitive

research on reinforcement learning (RL), transformed into mathematical models.

According to RL theories, individuals learn behaviour through trial-and-error in-

teractions with the environment (Kaelbling, Littman, & Moore, 1996). This is

commonly represented as a perception-action-perception cycle: the current state

of the environment is considered; an action is chosen, which will cause the state

to change; feedback from the state change is assessed and used to re-consider the

environment; the process is repeated (Sutton & Barto, 1998). This explorative char-

acteristic of RL, which ensures that individuals learn from their own experiences,

allows RL models to successfully tackle more complex tasks in unchartered ter-

ritories. A commonly used RL computational model in DfE tasks, in particular

extensively applied to the IGT, is the expectancy-valence learning (EVL) model,

which specifies that individuals make their selections based on the expected va-

lence of the outcomes, which is learned and updated after each action is taken (Dai,

Kerestes, Upton, Busemeyer, & Stout, 2015; Busemeyer & Stout, 2002; Fridberg et

al., 2010; Worthy, Pang, & Byrne, 2013; Yechiam, Barron, & Erev, 2005; Yechiam,

Busemeyer, Stout, & Bechara, 2005).

The EVL process behind RL theory can be efficiently summarised using rel-

atively simple mathematical models, which are computationally formalised using

three separate components (Ahn et al., 2008; Worthy et al., 2013; Yechiam & Buse-

meyer, 2005, 2008). Firstly, there is the value function, used to evaluate the envi-

ronment, which transforms the absolute value of any observed feedback into a sub-

jective utility or valence. For example, the value function can simply take the value

of the feedback directly, an EUT approach, or take into account different weights

given to gains and losses, or reduce the distances between extreme amounts, sim-
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ilar to variations in EUT, such as using PT or CPT. Secondly, there is a learning

or update rule, which takes into account the utility of new post-action observations

to update the expectancies attached to each alternative. This component usually

involves the integration of prediction errors, which update the pre-action expectan-

cies of the environment with the observed post-action feedback, a cognitive theory

borrowed from the neurological research on rewards and dopaminergic cells, which

locate RL in the brain (Dayan & Niv, 2008; Niv, 2009; Schultz, 2006). And finally,

there is a choice rule, which compares the expectancies of the different alternatives

to determine a preferred choice, if deterministic, or more typically, the probability

the model would give to choosing each alternative, using probabilistic choice rules.

These EVL models are in effect extensions of EUT approaches to cognition,

but applied to repeated DfE tasks. In the case of traditional EUT, typically applied to

DfD situations, the expected values of the alternatives are calculated by individuals

by reading the description of the options and their outcomes, before any decisions

are made, and without relying on any feedback. In the case of EVL models, the

expected values are calculated by integrating the feedback from the options when

they are received sequentially, typically provided after each selection by the individ-

ual. One of the crucial difference between EUT and EVL models is that the former

relies on probabilities or percentages assessed holistically, which has been shown

to lead to many behavioural biases (Gigerenzer & Hoffrage, 1995), while the latter

relies on naturalistic observations of sequential outcomes, which can be more easily

processed cognitively (Hasher & Zacks, 1984). In particular when dealing with RL

types of models, it allows researchers to explain how information is assessed and

integrated by individuals, and used in order to inform their actions, over time.

By focusing on how different components of computational models change

according to experimental manipulations, researchers can identify the hidden work-

ings of cognitive processes employed during decision making. For example, com-

putational modelling efforts applied to the IGT have allowed researchers to deter-

mine how brain damage affects the cognitive decision processing in such a complex

task. Analysing variations in the best fit parameters of the computational models
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against healthy and clinical populations can expose how different parts of the cog-

nitive process are being affected by damage to the brain (Busemeyer & Stout, 2002;

Yechiam, Busemeyer, et al., 2005) or addiction (Stout, Rock, Campbell, Busemeyer,

& Finn, 2005). For example, changes in the value function would show if certain

clinical populations perceive gains or losses differently, changes in the choice rule

parameters would determine which group behaves more randomly or more deter-

ministically, while changes in the updating rule parameters can determine if learn-

ing is affected (for a review, see Yechiam, Busemeyer, et al., 2005).

Within the limited research corpus on D+E tasks, there has been only one at-

tempt to computationally model the experimental results, by Lejarraga and Gonza-

lez (2011). The authors showed that a traditional RL model, the EVL from Yechiam

and Busemeyer (2005), explains the experimental behaviour they observed rela-

tively well, even when both descriptions and experience were available. However,

the RL model used was a traditional experience-only model that did not include

any representations of descriptive information, and led the authors to claim that de-

scriptive information is therefore not used by individuals to arrive at decisions in

D+E situations. This warrants further exploration, as their approach was limited.

Even though the experience-only model they used, without descriptions, fitted be-

haviour relatively well, the authors did not attempt to introduce descriptions into the

model, in order to determine whether a competing model that included representa-

tions of both sources of information would outperform the traditional experience-

only model used. I believe that their findings arose only because descriptions are

heavily discounted when the task is simple and the information is congruent be-

tween descriptions and experience.

So far, computational modelling efforts have been separated between models

that rely on information from descriptions and models that rely on information from

experience, and applied to DfD and DfE tasks, respectively. The new area of D+E

research warrants a new family of models, relying on both descriptive and experi-

ential information. By understanding how these two integrate and interact, further

insights can be gathered on the psychological processes underlying the influence of
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these two sources of information in the decision-making process.

In this dissertation I will introduce a new integrative D+E computational model

that includes representations of both descriptions and experience concurrently, al-

locating different weights to each source. The allocation of different weights to

description and experience has been suggested before, and is supported by cogni-

tive theory highlighting differences in processing loads between the two sources

(see Section 1.2.3). This new D+E model will also allow for the identification of

factors that moderate the allocation of the weight between the two different sources,

such as the concepts of plausibility and complexity, studied herein. In the same way

that previous computational modelling research looked at the changes in parameters

such as attention to losses and learning rates according to experimental conditions,

the new model I am proposing will allow me to confirm that descriptions are dis-

counted in D+E tasks, and reveal how this discounting is influenced, by observing

changes to the new weighting parameter that combines descriptions and experi-

ences. I will base my new D+E model proposal on the EVL family of RL models,

which has been successfully employed before in similar tasks. This way I can con-

firm if the new D+E model outperforms traditional experience-only EVL models in

D+E tasks. I expect that traditional models will be able to explain only behaviour

observed in DfE tasks and not the D+E tasks, and that alterations to the model will

be needed to allow for the representation of descriptive information to be included.

By quantifying the relationship between descriptions and experience with a compu-

tational model, I will be able to identify in which situations descriptions are more

or less discounted in comparison to experience. In these situations, descriptions can

provide useful information for participants to perform better in their tasks.

1.5 Exploration and exploitation
According to RL theory, agents want to repeatedly exploit effective actions which

they have previously found to return desired outcomes, in order to maximise their

rewards; however in order to be able to find such attractive actions, they must first

explore the environment by employing behaviour that they have not tried before,
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thus fostering learning (Sutton & Barto, 1998). March (1991) has provided sep-

arate distinct definitions for classifying behaviour into exploration or exploitation,

according to their aims: Exploration involves acting with the specific intention of

learning new information about the environment, in particular the outcomes of avail-

able actions; Exploitation, on the other hand, involves the use of existing knowledge

to obtain an immediate desired outcome such as securing positive rewards. While

March postulated these dichotomous designations, RL theory is based on the con-

cept that learning is concurrent with actions: individuals learn as they act, and be-

haviour is typically both explorative and exploitative, with different strengths. Per-

haps a more flexible definition would refer to behaviour that mainly aims to gather

new information as exploration, and behaviour that mainly seeks maximum rewards

based on the knowledge learned so far as exploitation, viewing them as varying

along a continuum (Gupta, Smith, & Shalley, 2006). Optimal behaviour should

seek to be both informative and rewarding, optimising the outcomes from decisions

while simultaneously improving knowledge (Dam & Körding, 2009). This trade-off

between exploration and exploitation is an important challenge in RL, and achieving

the perfect balance between the two is often a very difficult and complex dilemma

to solve (Cohen et al., 2007). Despite the apparent complexity of this dilemma,

individuals effortlessly balance exploration and exploitation in everyday life (Daw,

O’Doherty, Dayan, Seymour, & Dolan, 2006; Kaelbling et al., 1996).

The exploration-exploitation trade-off exists in DfE tasks by definition because

in those tasks informational learning and actions occur in parallel, via feedback,

which is a determining characteristic of such tasks. What is observed experimen-

tally in DfE tasks, and also predicted by RL theory and confirmed with cogni-

tive modelling, is that exploration reduces with time, and gives way to exploita-

tion (Barron & Erev, 2003; Biele, Erev, & Ert, 2009; Erev, Ert, & Yechiam, 2008;

Mehlhorn et al., 2015; Speekenbrink & Konstantinidis, 2014). When facing a novel

situation, agents typically have little or no information about the environment and

will prioritise explorative behaviour to learn as much as possible about the avail-

able options and their potential outcomes, with their initial behaviour being mostly
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uninformed, and therefore random. Over time, as they gather information and learn

more, reducing their perceived uncertainty of the environment, agents will then

shift behaviour towards more exploitative actions to reap the rewards from the in-

formation they have captured so far. In static environments, the theoretical ideal

strategy, in order to maximise benefits and reduce costs, is to explore until satisfied

with the amount of knowledge they have gathered, thus reducing their uncertainty

about the environment to acceptable levels, and upon reaching this stopping point,

they will uniquely exploit their preferred (typically the most rewarding) alternative,

foregoing costly exploration altogether. However in real life payoffs are typically

non-stationary, i.e. they change over time. In these scenarios, purely explorative and

purely exploitative behaviours are thus better avoided (Sutton & Barto, 1998). Both

have their own associated opportunity costs: Exploration diverts behaviour away

from the preferred choice towards sub-optimal alternatives; exploitation provides

no additional new information about the options not being exploited, which leads to

an increase in uncertainty (Lea, McLaren, Dow, & Graft, 2012; Knox, Otto, Stone,

& Love, 2012). While the initial explorative behaviour and consequent shift from

exploration to exploitation is expected, agents ideally should never settle on pure

exploitation, but instead should periodically explore to check if other states have

changed. Pure exploitation without exploration in dynamic settings would impede

the agent’s ability to realise any changes to the payoffs of the unselected actions.

Since DfD tasks do not provide feedback by design, and all information re-

quired to reach a decision is provided before choices are made, there is no oppor-

tunity for an exploration-exploitation trade-off in descriptive paradigms. When de-

scriptions are available, individuals should optimally choose their preferred action

using the descriptive information, and consistently implement this action thereafter,

with no additional learning envisaged or even allowed in typical DfD tasks. There-

fore, in theory, all behaviour in DfD tasks can be seen as exploitative. However,

this does not appear to happen in practice. Even though individuals cannot learn

dynamically in DfD tasks, they seem to behave as if they are exploring the envi-

ronment, by switching their choices away from their optimal ideal actions, despite
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there being no opportunity for any additional learning, because there is no feedback

(Camilleri & Newell, 2011b, 2013a; Jessup et al., 2008; Newell, Koehler, James,

Rakow, & van Ravenzwaaij, 2013; Otto, Taylor, & Markman, 2011). This might be

a result of the artificiality of DfD tasks, perturbing the human cognitive processes

better adapted to handle the more naturalistic DfE type of task. In fact, because in

real life few situations are static, perhaps this is why pure exploitation is seldom

observed experimentally even in DfE tasks with feedback (Ashby, Konstantinidis,

& Yechiam, 2017; Shanks, Tunney, & McCarthy, 2002): individuals might be bet-

ter cognitively tuned to handle dynamic situations, where explorative behaviour is

advantageous (Stanovich, 2003).

Research using D+E tasks should help shed additional light on exploration-

exploitation trade-off behaviour. An ideal agent who wanted to maximise their

financial gains in a D+E task could analyse the descriptive information when it be-

comes available, decide which is their preferred alternative, and exploit that option

across all trials, thus negating the need for any further exploration between options,

avoiding costly deviations from pure exploitation when descriptions are available.

Assuming that descriptions are a true representation of the underlying process from

which experiences are generated, feedback should not provide any additional in-

sight about the environment. In fact, relying on experiential information could be

detrimental by leading individuals into behavioural biases such as gambler’s fallacy

or hot-hand effect (Ayton & Fischer, 2004; Bar-Hillel & Wagenaar, 1991; Barron &

Leider, 2010; Newell & Rakow, 2007). Naturally, the additional information pro-

vided by descriptions should help reduce uncertainty about the environment, and it

has been shown that lower uncertainty leads to lower exploration (Dayan & Niv,

2008; Otto, Gershman, Markman, & Daw, 2013), thus reducing exploration in D+E

tasks in comparison to DfE tasks without descriptions. However, given that purely

exploitative behaviour is seldom observed empirically even when it is the most ad-

vantageous strategy for participants to employ, I predict that exploration will be

lower when descriptions are present, but do not expect exploration to completely

disappear in D+E tasks.
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1.6 Overview of the studies
The main theme of the current dissertation is to examine how information ac-

quired via description and via experience interact in decisions from description-

plus-experience, in which both sources are available concurrently. The experiments

were designed to investigate the hypothesis that descriptions are not necessarily ne-

glected by individuals when both description and experience are available, but that

instead descriptions are taken into consideration, albeit at discounted levels in re-

lation to experience, depending on the situation. This research is directly linked to

research on warning labels and warning signs, which can be considered as descrip-

tions superimposed over personal experiences, in an attempt to influence behaviour.

I will seek to confirm this discounting effect on descriptions via three potential

moderators of its amplitude: conflicting information, task complexity, and prior

experience. In Chapter 2, I will explore the influence of descriptions on behaviour

when they provide congruent or conflicting information in relation to experience.

If descriptions agree with experience and do not add any new information to the

participant, they are likely to have limited impact on behaviour. Only when adding

novel information should descriptions influence behaviour. Informational conflict

is also likely to play a role via the plausibility of descriptive information, with high

levels of conflict leading to less plausible, and thus less influential, descriptions,

and vice-versa. In Chapter 3, I will focus on how task complexity can moderate the

influence of descriptions in D+E tasks. In complex situations that are more difficult

to learn experientially, descriptions should play a bigger part in the formation of

decisions. However, if descriptions are overly complicated and difficult to decipher,

they will be less useful, which should happen for very complex tasks that cannot be

described concisely. In Chapter 4, I will analyse how prior experience impacts the

relationship between descriptions and experience. Descriptions can be expected to

have a lower impact on behaviour in situations where individuals have more prior

personal prior experience, and thus have established habits which can interfere with

subsequent integration of new information. Descriptions which are made available

earlier, before experience, are expected to have the strongest impact on behaviour.
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Conflicting descriptions and warning

labels

Situations in which descriptions and experience are available simultaneously, while

contradicting each other, are remarkably common in day-to-day decision-making.

Differences in information between description and experience might be a result of

differences in the samples underlying each source. Descriptions are more likely to

be based on a larger set of data, used to build the information presented, such as

side effects of medication based on large clinical population, or on-line reviews of

products based on a large number of user ratings. In comparison, an individual is

unlikely to take certain medications often enough to observe the associated side ef-

fects with the same frequencies as the wider population, or experience new products

often enough to suffer through some of their faults, leading to considerably smaller

sample sizes through personal experience. With small samples and rare events, sam-

ple variability can be very large. Even with large samples, the representative set be-

hind a description can differ from an individual’s particular experience, depending

on the source of the description. Glasgow et al. (2006) and Kamal and Peppercorn

(2013) discuss the external validity of medical research findings, which are typi-

cally used as reference points for decision-making, but are not always applicable

to a doctor’s more localised clinical experience. This is especially true for doctors

who have to deal with patient populations that are not representative of the reference

population in the standard description. Rakow, Vincent, Bull, and Harvey (2005)
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showed how mortality risk assessments based on reference research conducted in

the Unites States differed from personal experience of doctors at a selected hospi-

tal in the United Kingdom. The increase in off-label prescriptions of medications

(Alexander, Gallagher, Mascola, Moloney, & Stafford, 2011; Radley, Finkelstein,

& Stafford, 2006), defined as the atypical usage of drugs for treatment of illnesses

beyond those officially approved by the regulators, is a likely source of conflicting

descriptions and experiences. Other examples can result from the overzealous us-

age of warning signs which misrepresent risks, for example by describing a risk as

likely when in reality it is rarely experienced. Carson and Mannering (2001) men-

tion the overuse of road traffic ice warning signs in locations where ice is rarely

observed.

Differences might also be the result of the more static nature of descriptions,

while experiences are more dynamic. Published medical research takes a consid-

erable amount of time to be released to doctors, and once published, tends to be

extremely static and resistant to changes and updates. Meanwhile, doctors will

continue to innovate and their own personal experiences are constantly being up-

dated. The same applies, for example, to consumer research and reviews, where

written information is slower to adapt to changes in the environment. In a dynamic

world, adaptive short-term experiences, which are continuously being updated, will

be kept up to date; while more static long-term descriptions, which take consider-

ably longer to be updated, will quickly become out of date. This difference between

experiences and descriptions would naturally lead to the two diverging over time.

Experiments have shown that in naturalistic dynamic environments it is detrimen-

tal to rely on static far-sighted descriptions, and individuals in fact are better-off

with small myopic experiences (Hertwig & Pleskac, 2010; Rakow & Miler, 2009).

And in the new latest world of extremely dynamic on-line information sharing, such

divergences can also occur in the opposite direction. For instance, when consider-

ing customer reviews on web pages, reviews constantly accumulate, affecting the

overall mean rating of a product, leading to more dynamic descriptive information.

Conversely, experiences might remain static if a person is simply no longer exposed
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to similar situations in the future.

If such mismatches between description and experience are encountered fre-

quently, understanding how individuals deal with these situations is crucial for eco-

logically valid research with real life practical implications. Studies using D+E

paradigms are closely related to research on the impact and usage of warning la-

bels and messages. Such warnings are ubiquitous in modern daily life. They might

be considered as descriptive information, the warning itself, which is added to an

individual’s own personal past experience of a situation. The presence of warn-

ing labels requires individuals to combine information from description (the warn-

ing label) and from personal experience in order to arrive at their decisions. A

meta-analysis on warning labels’ effectiveness covering 48 studies “suggests that

the warning labels’ impact on behavioural compliance is not as clear as expected”

(Argo & Main, 2004, p. 193). One of the proposed mechanisms for the influence

of warning labels is that “[i]f the information in a warning contradicts one’s ex-

isting beliefs, the warning information might be discounted” (Rogers, Lamson, &

Rousseau, 2000, p.130). As such, these warnings are often used to inform us about

rare events which are very infrequently experienced but that are typically associated

with very high losses, sometimes catastrophic. Frequently they highlight events that

never happened to the individual personally, and might never have been observed ei-

ther. Alternatively, they remind individuals of rarely experienced situations, which

might have been forgotten and lost their influence on behaviour (Laughery, 2006).

By presenting rare events that are not observed directly and frequently enough by

the majority of individuals, warning labels typically carry descriptive information

that conflicts with direct personal experience.

Research by Barron et al. (2008) revealed the observable behavioural differ-

ences when descriptions did not match experience. While the researchers did not

specifically create the conflict between descriptions and experience, it resulted from

an experimental artefact. Because of the extremely low probability of the rare event

occurring (0.1%), only a few participants actually experienced the rare event, with

the majority of participants in their research not experiencing the rare event pre-
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scribed by descriptions. For those participants that did not experience the rare event,

they were in fact presented with conflicting descriptions in the form of warning la-

bels: “Each time you hit the (Left/Right) button there is a 1 in 1000 chance (.001

probability) that you will lose $15” (p. 128). The described outcomes were consid-

erably less attractive than the observed outcomes, for those who did not experience

the rare event. Participants therefore selected the option with the rare event less

frequently when the warning was present, which made it less attractive, in line with

the normative prediction. Similarly, Rakow and Miler (2009) also showed that con-

flicting descriptions influence behaviour by using a dynamic task. In their research,

participants were provided with an updating history of past observable outcomes,

which became conflicting descriptions when there was a regime change to the un-

derlying processes generating future outcomes, making the history no longer ap-

plicable. These conflicting descriptions also led to deterioration in participants’

choices. Despite their novel findings, their research was limited as neither Barron

et al. (2008) nor Rakow and Miler (2009) provided congruent descriptions for com-

parison.

I believe that in simple tasks combining descriptions and experience, which are

almost exclusively the only ones used in the description-experience gap research,

differences in behaviour should not be expected if the two sources provide the same

information. This is because if both sources are the same, they should lead to the

same final behaviour, with no observable differences. I believe that certain charac-

teristics of the description-experience gap, such as the shift between underweight-

ing and overweighting of rare events, are effected by the paradigm, not the type and

source of information. By adding descriptions to a simple DfE task, the nature of

the paradigm remained unchanged, and Lejarraga and Gonzalez (2011) continued to

observe an underweighting of the rare event because their task was still a repeated-

choice, repeated-outcome typical DfE task. They proposed that if descriptions were

taken into consideration by participants, then a shift towards overweighting should

have been observed. Alternatively, I propose that if the paradigm remains the same

(i.e., repeated-choice, repeated-outcome), then this should not have been expected.
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Instead, in order to check if descriptions are considered and integrated into the deci-

sion making process, conflicting information should be used. If the two sources of

information are in conflict, and each points towards a different normative behaviour,

then by observing how participants behave I should be able to confirm which source

of information is being used. A shift in normative behaviour can be expected if one

of the options is made substantially less attractive by the information provided in

the descriptions in comparison to the information provided by experiences, as ob-

served by Barron et al. (2008), although in their experiment the conflict was not

an experimental manipulation, but instead a result of sampling biases. By observ-

ing the shift between the choices when such experimentally controlled conflicting

descriptions are introduced, the strength of each source could be quantified, in com-

parison to the addition of congruent descriptions. While tasks with conflicting and

congruent information have been separately examined in the past, these have never

been combined before in the same paradigm.

The first set of experiments in this dissertation expands the research on D+E

paradigms by systematically and explicitly controlling for informational conflict

between descriptions and experience. Careful experimental control of the informa-

tion provided by the two sources of information, conflicting or congruent, should

allow us to more closely define which of description and experience is used for

decision-making when the two are available simultaneously within the same under-

lying task, combining the seemingly conflicting findings from Barron et al. (2008),

who observed an influence of descriptions added to DfE, and Lejarraga and Gon-

zalez (2011), who reported that descriptions are ignored in DfE tasks. Therefore

in order to tease out any differences in behaviour, I will provide participants with

explicitly conflicting or congruent information via descriptions. The conflicting de-

scriptions were created to shift the normative preferred choice according to their

expected-values. For example, if congruent descriptions point to the risky choice

being more attractive than the safe choice, the conflicting description would reverse

that preference. I predict that the addition of congruent descriptive information

to simple DfE paradigms will not influence behaviour, replicating the findings ob-
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served by Lejarraga and Gonzalez (2011); in contrast, the addition of conflicting

descriptive information will shift behaviour towards the normative choice predicted

by the new information, as observed in Barron et al. (2008).

Furthermore, I propose that the relationship between descriptions and experi-

ence will be moderated by the plausibility of the conflicting information, with less

plausible descriptive information exerting a weaker influence on behaviour. This in-

fluence of plausibility on conflicting descriptions should be monotonically increas-

ing at the centre, but not at extreme levels of informational conflict. In extreme cases

when information is highly implausible, it should be more readily discarded from

the decision-making process. This could lead to a reduced marginal influence or

even a contrasting effect at the extremes, similar to what has been found in research

on anchoring (e.g., Chapman & Johnson, 1994), advice seeking (e.g., Yaniv, 2004),

goal setting (e.g., Locke, 1982), and psychophysics (e.g., Brown, 1953). To confirm

my hypothesis, in addition to dichotomously providing conflicting or congruent in-

formation, different levels of conflict will also be experimentally manipulated. This

can be done by creating more or less plausible descriptions, in comparison to the

experienced feedback. With this manipulation I can verify the boundaries of the

influence of conflicting descriptive information. I expected participants to disre-

gard the descriptions more easily in the implausible conflict conditions, therefore

reducing the effect of their influence on their behaviour.

2.1 Experiment 1
The first experiment uses a paradigm similar to the one employed in Lejarraga and

Gonzalez (2011), however adding a new experimental condition with conflicting de-

scriptions. If, according to my hypothesis, no behavioural differences were found

by the addition of congruent descriptions in Lejarraga and Gonzalez (2011) because

the two sources of information contained the same underlying information, not be-

cause descriptions are ignored, then by adding conflicting descriptions I will be

able to confirm that descriptions actually influence behaviour when providing novel

information, as in Barron et al. (2008). Furthermore I predict that the shift in be-
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haviour will be in the direction normatively predicted by the conflicting descriptive

information.

2.1.1 Method

Design

The first experiment had a 4 × 2 between-subjects design: four types of infor-

mation presentation and two levels of probabilities for the risky option. Informa-

tion was presented in one of the following: the description-only (D) condition; the

experience-only (E) condition; the description-experience-same (DES) condition;

and the description-experience-conflict (DEC) condition. The two levels of proba-

bilities referred to the risky option: the 80% probability condition provided partici-

pants with a reward 80% of the time (and zero otherwise), and the 20% probability

condition had a 20% chance of providing the reward. Each participant was pre-

sented with only one type of information presentation and only one level of proba-

bility.

Participants

172 participants (67 females; age: M = 32 years, SD = 10 years) were recruited

on-line using Amazon’s Mechanical Turk service. Participation was restricted to

individuals whose location was defined as in the United States. There were 28

participants in the D20%E80%C condition, 24 in the D80% condition, and 20 each in

the remaining six conditions (D80%E20%C, D80%E80%S, D20%E20%S, E80%, E20%,

and D20%; subscripts indicate the probability levels used in the description D and

experience E, whilst C stands for conflicting and S stands for same). No participants

were excluded from the analysis. Participants were paid a fixed amount of US$ 0.25

for participating and an additional bonus according to the outcomes of the choices

they made during the experiment (Bonus: M = US$ 0.71, SD = US$ 0.12).1

1Bonus amount in Experiment 1 was not influenced by the probability level condition (80%:
0.71; 20%: 0.70; F(1,164) = 0.587, p = .44), but it was influenced by the information presentation
condition, with a significantly lower overall bonus in the DEC condition (D: 0.69; E: 0.73; DES:
0.74; DEC: 0.67; F(3,164) = 4.111, p = .008).
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Task

Participants were initially presented with an instructions screen with information

about the task. They were told that the task involved choosing between two on-

screen buttons, with each button associated with a gamble paying rewards with a

certain chance. The idea of conflicting descriptions was introduced as follows: “Be-

cause of the way that computers generate random numbers, sometimes the actual

frequency that you will experience of winning rewards might not be the same as the

one indicated. Ideally, it should be the same, but sometimes it can fluctuate both

up and down. It is up to you to assess how attractive each button is based on the

actual rewards you get from clicking it. Choosing wisely between the two gambles,

in order to maximise your points, will help you increase your bonus.”

After reading the instructions, participants were then presented with two but-

tons side by side on screen: one button provided the participant with the sure out-

come of two points 100% of the time, and the other button was a risky gamble which

gave participants five points either 20% or 80% of the time, depending on the exper-

imental condition, and zero points otherwise (see Figure 1.1 on page 13). Safe and

risky button locations were counterbalanced between participants. Choices were

made using the mouse. All of the participants’ choices between the two options

were financially consequent and accumulated towards their final pay. Points were

converted to money at a rate of US$ 0.20/100 points in the 80% condition and US$

0.40/100 points in the 20% condition.2 Accumulated amounts in points and US

dollars were shown on-screen and updated after each choice was made. Participants

completed the task in an average of 7.0 minutes (SD = 3.5 minutes).

In the description-only (D) conditions, each button had a label that provided

participants with a description of the underlying distribution of outcomes, as de-

tailed in Table 2.1. Participants were told to choose one button once, and that their

selection would be repeated by the computer 100 times, each time drawing from the

underlying distribution of the option chosen, to calculate their total bonus (Camilleri

2Different exchange rates were used according to condition to ensure that all subjects could earn
a similar amount of money for their participation in the task, by keeping the financial expected value
of the highest earning gamble equal to US$0.80 over 100 trials, regardless of condition, across all
experiments in this chapter.
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& Newell, 2013a).

Table 2.1: Experiment 1: Button labels according to experimental condition.

Condition Safe choice Risky choice

E80%, E20% (blank) (blank)

D80%, D80%E80%S, 2 points with 100% probability. 5 points with 80% probability;
and D80%E20%C Zero otherwise.

D20%, D20%E20%S, 2 points with 100% probability. 5 points with 20% probability;
and D20%E80%C Zero otherwise.

The experiential conditions (E, DES and DEC) involved 100 repeated indi-

vidual choices. After each trial, participants were given full feedback, with both

the earned and foregone outcomes displayed in the relevant buttons, and asked to

choose again (see Figure 1.1 on page 13). In the E conditions, the two buttons were

always blank. In the DEC and DES conditions, the buttons contained descriptive

labels, as detailed in Table 2.1. In the DES conditions, the description matched the

experience: the outcomes of each choice were drawn from the same distribution as

that described in the button. In the DEC conditions, the description for the risky

choice showed a probability level opposite to the one used to draw the experiential

outcomes after each choice. For example, participants in the D80%E20%C condition

were shown a risky button with a description (D) that indicated an 80% probability

of winning five points. However the actual gains experienced (E) by participants for

the risky choice were drawn with a 20% probability distribution. In this condition,

the conflicting description made the choice more attractive than it was in reality. The

situation was reversed in the D20%E80%C condition, with the conflicting description

making the risky choice appear less attractive (D=20%, E=80%).

In order to avoid sampling biases, samples were pseudo-randomised in groups

of 10 outcomes each, for each participant. Within each 10 outcomes, the samples

were yoked to perfectly represent the exact appropriate level of reward events ex-

pected in the underlying distribution, either eight or two observations (80% and

20% conditions respectively), in a randomised order (see Section 1.2.1).
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2.1.2 Results

The main dependent variable was the proportion of maximisation choices (Max-

rate). The Max-rate was calculated as the average proportion of times that partic-

ipants selected the option with the highest actual expected value (EV) according

to experienced feedback, but ignoring descriptions, for each block of 20 trials. In

the 80% probability condition that was the risky choice, and in the 20% probability

condition, that was the safe choice.3
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Figure 2.1: Evolution of the maximisation choice rate (Max-rate) for each block of 20 trials for
Experiment 1. The left panel shows the results when the risky choice paid a reward of
five points 80% of the time (Max choice = risky choice), while in the right panel the
same reward was paid 20% of the time (Max choice = safe choice). The lines refer to
the different descriptions presented to participants (E: experience only, no description;
DES: description and experience same; DEC: description and experience conflicting).
The X refers to the description-only condition, which involved a single choice.

A single analysis combined the two experienced probability conditions (80%

and 20%), by allowing the maximisation choice in each to change according to the

condition (Figure 2.1). The Max-rates in each block were analysed with a linear

mixed-effects model using the lme4 package (Bates, Maechler, Bolker, & Walker,

2014), and post-hoc analyses using the lsmeans package (Lenth, 2016), with Tukey

3Using Prospect Theory (Tversky & Kahneman, 1992) instead of simple EV did not change the
maximisation choices in any of the experiments in this chapter.
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adjustments, in R (R Core Team, 2014). The between-subjects factors were the

probability level (80% or 20%) and types of information presentation (E, DES or

DEC). The D condition was excluded from the quantitative analysis because of the

different nature of the paradigm, since it involved only one decision without feed-

back, which is not directly comparable to the repeated decisions of the other condi-

tions (Mean Max-rates: D80%: 67%; D20%: 80%). The within-subjects conditions

were the blocks of 20 choices each. The model also contained a random intercept

and a random slope across blocks, for each participant. This approach was used to

capture the nested structure of the data. The random intercepts and slopes account

for differences in individual levels of risky choices, and their changes over time.

The main effect of information presentation condition on Max-rates was signif-

icant. Max-rates were lowest in the DEC condition (DEC: 65.0%; DES: 85.0%; E:

82.2%; χ2(2) = 29.51, p < .001). Descriptions influenced behaviour, with the con-

flicting DEC information impairing performance and reducing the Max-rates. The

main effect of probability level was significant, with lower Max-rates in the 20%

condition (20% condition: 72.0%; 80% condition: 82.9%; χ2(1) = 9.72, p = .002).

The main effect of block was significant, with a positive slope and Max-rates in-

creasing over time (Block1: 66.7%; Block5: 82.7%; b = 0.037,χ2(1) = 58.66,

p < .001). The interaction between block and information condition was signifi-

cant (χ2(2) = 8.68, p = .01), with different slopes as a result of steeper increase in

Max-rates over time in the DEC condition, and almost no change over time in the

DES condition (slopes b for each condition: DES=0.019, E=0.034, DEC=0.052).

No other interactions were significant. The patterns of behaviour observed in the

DES condition were also similar to those in the work by Jessup et al. (2008).

A post-hoc analysis for the last block of 20 trials was also conducted, in or-

der to compare the effects of the three different types of information presentation

conditions (DEC, DES and E), with Tukey corrections. It is of particular interest to

look at the Max-rates in the last block since by then participants can be expected

to have stabilised in their preferred choice (Bechara, Damasio, Damasio, & Ander-

son, 1994; Ert & Erev, 2007). There was no difference between the DES and E
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conditions (E: 87.0%; DES: 86.8%; t(204.67) = 0.05, p = .999). The presence of

descriptive information congruent to experience influenced behaviour weakly or not

at all, consistent with the results observed by Lejarraga and Gonzalez (2011).

However, in the DEC conditions, which combined conflicting information

from description and from experience, participants’ behaviour was shifted towards

the choice predicted from the descriptive button labels, as observed in the relevant E

and DES conditions, and away from the choice observed in the other conditions. For

example, if the D20% description in the D20%E80%C condition was influencing be-

haviour, I would expect a shift away from the behaviour observed in the D80%E80%S

and the E80% conditions and towards what was observed in the D20%E20%C and

E20% conditions, and vice-versa for the D80%E20%C condition. This effect was

observed. In the 80% condition, the DEC condition made the risky choice less at-

tractive by describing a lower probability of rewards than experienced, and in the

20% it made it more attractive. Therefore I would expect a decrease in Max-rates

in both conditions. And this was observed: Max-rates in the DEC condition (DEC:

74.3%) were significantly lower than in the other two conditions (against DES:

t(204.67) = 2.56, p = .03; against E: t(204.67) = 2.62, p = .03).

2.1.3 Discussion

The conflicting descriptive information influenced behaviour significantly and in

the direction predicted by the misleading information provided, reducing maximi-

sation rates. This behaviour could be explained by participants taking into account

the descriptive information and integrating it with the experiential information into

their decision-making process. If participants were disregarding the descriptive in-

formation completely, the Max-rates should not have differed between the compa-

rable DEC, DES and E conditions for each probability level, since the experienced

feedback in these three conditions was the same.

The behaviour observed in the DEC conditions was also shifted towards what

could be interpreted as a more random pattern, with Max-rates closer to 50% than in

the respective DES and E conditions. I propose that this shift is towards more pre-

dicted behaviour as inferred by the conflicting descriptions, with participants being
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influenced by the content of the information available in the descriptions. However,

other reasons might cause a similar shift towards random behaviour, as a result of

the increase in uncertainty and confusion in the DEC conditions. The conflicting

information introduced further uncertainty into the task, and uncertainty can make

participants believe less in their own experience and also explore more often, which

could lead to more random-like behaviour (Erev & Barron, 2005; Knox et al., 2012;

Speekenbrink & Konstantinidis, 2015). In order to test if participants were being

influenced by the content of the conflicting description, or simply behaving more

randomly, I devised Experiment 2 in which the conflicting information should in-

fluence participants away from randomness.

2.2 Experiment 2
While in Experiment 1 the conflicting information influenced participants towards

what could potentially be interpreted as more random behaviour, Experiment 2 was

designed so that the conflicting information should influence participants behaviour

away from randomness. In both conditions in Experiment 1, a decrease in the Max-

rates was expected, and observed. The new design for Experiment 2 uses a paradigm

in which an increase in Max-rates is expected by making the conflicting descriptions

point to a more attractive maximisation choice. In this way, conflicting descriptions

should move the observed behaviour away from randomness.

2.2.1 Method

Design

These experiments used a 3 × 2 between-subjects designs with three types of in-

formation presentation and two levels of probabilities in the risky option. Infor-

mation was presented in one of the following: the experience-only (E) condition;

the description-experience-same (DES) condition; or the description-experience-

conflict (DEC) condition. The two levels of probabilities of the risky option were

changed from Experiment 1: in Experiment 2a the probabilities used were 80%

and 40%, and in Experiment 2b they were 40% and 20%. Each participant was

presented with one type of information presentation and one level of probability.
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Participants

Participants were recruited on-line using Amazon’s Mechanical Turk service. Par-

ticipation was restricted to individuals whose location was defined as in the United

States. No participants were excluded from the analysis. Participants were paid a

fixed amount of US$ 0.25 for participating and an additional bonus according to the

outcomes of the choices they made during the experiment.

Experiment 2a 120 individuals participated (63 females; age: M = 34 years, SD =

11 years), 20 in each experimental condition. Average bonus paid was US$ 0.90

(SD = US$ 0.06).4

Experiment 2b 120 individuals participated (43 females; age: M = 31 years, SD =

9 years), 20 in each experimental condition. Average bonus paid was US$ 0.55 (SD

= US$ 0.18).5

Task

The experimental paradigm was similar to that of Experiment 1, the only differences

being the new values and probabilities for the risky option. The safe button still paid

a sure outcome of two points 100% of the time in both experiments. In Experiment

2a, the risky choice paid rewards of six points either 80% or 40% of the time,

according to the probability level condition. In Experiment 2b, the risky choice paid

four points either 40% or 20% of the time. The new outcomes and button labels can

be seen in Table 2.2. Points were converted to money at a rate of US$ 0.20/100

points in Experiment 2a and US$0.40/100 points in Experiment 2b. Participants

completed the task in an average of 6.1 minutes (SD = 2.6 minutes).

In Experiment 1 the conflicting condition shifted the maximisation option, for

example, if the maximisation option was the risky choice according to experience,

the conflicting description would inform participants that the safe choice was the

maximisation one, according to expected value (EV). In Experiment 2, this shift did

4Bonus amount in Experiment 2a was not influenced by information presentation (F(2,114) =
0.08, p = .92), but it was influenced by probability level, with a significantly lower overall bonus in
the 40% condition (80%: 0.92; 40%: 0.89; F(1,114) = 7.54, p = .007).

5Bonus amount in Experiment 2b was not influenced by information presentation (F(2,114) =
0.73, p = .48), but it was influenced by probability level, with a significantly lower overall bonus in
the 40% condition (40%: 0.37; 20%: 0.72; F(1,114) = 1163.9, p < .001).



2.2. Experiment 2 56

Table 2.2: Experiment 2: Button labels according to experimental condition.

Condition Safe choice Risky choice

Experiment 2a

E80%, E40% (blank) (blank)

D80%E80%S, 2 points with 100% probability. 6 points with 80% probability;
and D80%E40%C Zero otherwise.

D40%E40%S, 2 points with 100% probability. 6 points with 40% probability;
and D40%E80%C Zero otherwise.

Experiment 2b

E40%, E20% (blank) (blank)

D40%E40%S, 2 points with 100% probability. 4 points with 40% probability;
and D40%E20%C Zero otherwise.

D20%E20%S, 2 points with 100% probability. 4 points with 20% probability;
and D20%E40%C Zero otherwise.

not occur. The maximisation option was always the same regardless of descriptions.

In Experiment 2a, the maximisation option was always the risky choice, while in

Experiment 2b, the maximisation option was always the safe choice. However, the

conflicting description did make the maximisation option more or less attractive.

For example, in Experiment 2a, in the 40% condition, the EV of the risky choice

according to experience was 2.4 points, while conflicting description would say that

the EV of the risky choice was actually 4.8 point, in contrast with the EV of the safe

choice which was fixed at 2 points. In Experiment 2b, the safe choice, always the

maximisation option, was made more or less attractive by the conflicting label (EV

of the risky choice was 0.8 or 1.6 points according to the labels). Using Prospect

Theory (Tversky & Kahneman, 1992) instead of EV leads to the same maximisation

options.

Therefore, in the 40% condition of Experiment 2a and the 40% condition of

Experiment 2b, the conflicting descriptions made the maximisation options (risky

choice in the case of 2a and safe choice in the case of 2b), more attractive. While

in the 80% condition of Experiment 2a and 20% condition of Experiment 2b, the

conflicting descriptions made the maximisation options seem less attractive. I am

going to group these conditions across experiments for the analysis below.
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2.2.2 Results

As in Experiment 1, the main dependent variable was the average proportion of

times individuals selected the maximisation choice (Max-rate), in blocks of 20. The

same analysis used in Experiment 1 was conducted for Experiment 2, with the same

fixed and random components. I combined conditions 40% of Experiment 2a and

40% of Experiment 2b and analysed them together as the “up” conditions (Figure

2.2), and combined conditions 80% of Experiment 2a and 20% of Experiment 2b

together as the “down” conditions (Figure 2.3), according to the predicted direction

of change in maximisation rates.

“Up” conditions

In the 40% probability level condition for Experiment 2a and 40% probability level

condition for Experiment 2b, an increase in the maximisation rates was predicted

for the conflicting descriptions (Figure 2.2).

The main effect of information presentation condition was significant. Max-
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Figure 2.2: Evolution of the maximisation choice rate (Max-rate) for each block of 20 trials for
Experiment 2 “up” conditions. The left panel shows the results when the risky choice
paid a reward of six points 80% of the time, while in the right panel the same reward
was paid 40% of the time. The lines refer to the different descriptions presented to
participants (E: experience only, no description; DES: description and experience same;
DEC: description and experience conflicting).
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rates were higher in the DEC condition (DEC: 72.4%; DES: 59.7%; E: 54.0%;

χ2(2) = 18.11, p < .001), and away from randomness. The main effect of block

was not significant, with Max-rates relatively constant over time (Block1: 60.7%;

Block5: 63.7%; χ2(1) = 1.40, p = .24). There was no significant difference be-

tween the two experiments (Exp2a: 59.0%; Exp2b: 65.1%; χ2(1) = 2.74, p = .10).

None of the interactions were significant.

As in Experiment 1, a post-hoc analysis was conducted at Block 5 to look at

more stable behaviour. The same pattern was observed, with no significant dif-

ference in Max-rates between E and DES, as expected (E: 57.5%; DES: 59.1%;

t(202.88) = 0.271, p = .96). The Max-rates for DEC (74.5%) were significantly

higher than both other conditions (against E: t(202.88) = 2.84, p = .01; against

DES: t(202.88) = 2.57, p = .03). Conflicting descriptions influenced behaviour

significantly, in the direction predicted by the descriptive information provided.

The descriptive information presented a probability of rewards for the risky option

higher than experienced, so an increase in Max-rates was expected and observed,

replicating the results from Experiment 1, but in the opposite direction.

“Down” conditions

In the 80% probability level condition for Experiment 2a and 20% probability level

condition for Experiment 2b, a decrease in the maximisation rates was predicted for

the conflicting descriptions (Figure 2.3).

The main effect of information presentation condition was not significant.

Max-rates were not different across the conditions (DEC: 87.5%; DES: 87.9%; E:

88.5%; χ2(2) = 0.78, p = .68). They were also considerably high and close to

the ideal maximum of 100%. The main effect of block was significant, with Max-

rates increasing over time, with a positive slope (Block1: 80.3%; Block5: 92.3%;

b = 0.022,χ2(1) = 79.01, p < .001). There was a significant difference between

the two experiments (Exp2a: 92.7%; Exp2b: 83.1%; χ2(1) = 15.86, p < .001).

There was a significant interaction between Block and information presentation

(χ2(2) = 13.61, p = .001), due to the steep increase from the first to second blocks

in the DEC condition (because of the conflicting descriptive information) in com-
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Exp. 2a: Experienced probability level = 80%
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Figure 2.3: Evolution of the maximisation choice rate (Max-rate) for each block of 20 trials for
Experiment 2 “down” conditions. The left panel shows the results when the risky choice
paid a reward of four points 40% of the time, while in the right panel the same reward
was paid 20% of the time. The lines refer to the different descriptions presented to
participants (E: experience only, no description; DES: description and experience same;
DEC: description and experience conflicting).

parison to the flatter more stable behaviour across the other conditions. None of

the other interactions were significant. A post-hoc analysis at Block 5 showed no

significant differences (ps > .70).

2.2.3 Discussion

The influence of conflicting description on behaviour was observed in the 40% con-

dition of Experiment 2a and the 40% condition of Experiment 2b. In these “up”

conditions, the conflicting description made the maximising choice more attractive

by increasing the difference in expected value between the risky and safe choices,

and led to significant increases in the Max-rates, away from random behaviour, in

the direction expected from the conflicting descriptions. While in the previous ex-

periment the conflicting descriptions led to a reduction in performance, and more

random selections, in the current experiment the conflicting descriptions led to an

increase in performance, making participants select the maximising choice more

frequently. Thus confirming that the result observed in Experiment 1 was not sim-
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ply due to confusion and participants behaving more randomly.

However no significant influence of conflicting description (relative to the E

and DES conditions) was observed in the 80% condition of Experiment 2a and the

20% condition of Experiment 2b. Instead I observed ceiling effects, with Max-rates

close to 100% regardless of experimental condition. In comparison to Experiment

1, which provided the same probabilities of reward (five points with 80% and 20%),

in Experiment 2a participants could earn more points (six points) and in Experi-

ment 2b fewer points (four points). These changes led to increases of Max-rates in

comparison to Experiment 1, resulting in the ceiling effects.

The opportunity cost of complying with warning labels seems to moderate be-

haviour (Argo & Main, 2004) and also needs to be taken into account: In the 80%

condition of Experiment 2a and the 20% condition of Experiment 2b, the expected

value of one option was considerably higher than the other, and hence comply-

ing with the misleading description (which would lead to deviation from optimal

behaviour) was more costly. In addition, the influence of descriptive information

might have been given less importance than that of experiential information, as pre-

viously suggested (Jessup et al., 2008; Lejarraga, 2010; Rogers et al., 2000; Shlomi,

2014). Descriptions, if discounted, would have less influence on behaviour when

the difference in expected values is higher, and this would explain the behaviour ob-

served. The discounting of descriptions will be further investigated in Experiment

3 and in the cognitive modelling section below.

2.3 Experiment 3
In Experiment 3, I aimed to verify the boundaries of the influence of conflicting

descriptive information. I propose that the influence of conflicting descriptions

would be monotonically increasing at the centre, but not at extreme levels of in-

formational conflict. In extreme cases when information is highly implausible, it

should be more readily discarded from the decision-making process. This could

lead to a reduced marginal influence or even a contrasting effect at the extremes,

similar to what has been found in research on anchoring (e.g., Chapman & John-
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son, 1994), advice seeking (e.g., Yaniv, 2004), goal setting (e.g., Locke, 1982), and

psychophysics (e.g., Brown, 1953). In order to check how a description’s plausi-

bility influences behaviour, I created experimental conditions with varying levels of

conflict: no conflict, plausible conflict and implausible conflict.

Plausibility was manipulated via the difference between the actual experienced

against the described frequencies of rewards. Across all conditions, the risky op-

tion returned rewards 50% of the time experientially. In the two plausible conflict

conditions, descriptions informed participants that rewards were paid either with a

25% or 75% probability, relatively close to the true experienced frequency of 50%,

making the descriptions plausible explanations for the experience. In the two im-

plausible conflict conditions, descriptions informed participants that rewards were

paid either with a 1% or 99% probability, which were highly implausible given the

experience. I expected participants to disregard the descriptions more easily in the

implausible conflict conditions, therefore reducing their effect on behaviour.

2.3.1 Method

Design

This experiment followed a between-subjects design with six experimental con-

ditions, with manipulations of the descriptions that were provided to partici-

pants. Each participant was presented with only one type of description, as-

signed randomly from the following options: the experience-only (E) condition; the

description-experience-same (DES) condition, in which the description matched the

experience at 50% probability of receiving a reward; two plausible conflict (DECp)

conditions, with descriptive probabilities of 25% and 75%; and two implausible

conflict (DECi) conditions, with descriptive probabilities of 1% and 99%.

Participants

240 participants (110 females; age: M = 33 years, SD = 11 years) were recruited

on-line using Amazon’s Mechanical Turk service. Participation was restricted to

individuals whose location was defined as in the United States. There were 40

participants in each experimental condition. No participants were excluded from
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the analysis. Participants were paid a fixed amount of US$ 0.25 for participating

and an additional bonus according to the outcomes of the choices they made during

the experiment. Average bonus paid was US$ 0.80 (SD = US$ 0.03).6

Task

Table 2.3: Experiment 3: Button labels according to experimental condition.

Description condition Safe choice Risky choice
of risky option button label button label

Experience-only (blank) (blank)
(E50%)
No conflict 2 points with 100% probability. 4 points with 50% probability;
(D50%E50%S) Zero otherwise.
Plausible conflict 25% 2 points with 100% probability. 4 points with 25% probability;
(D25%E50%Cp) Zero otherwise.
Plausible conflict 75% 2 points with 100% probability. 4 points with 75% probability;
(D75%E50%Cp) Zero otherwise.
Implausible conflict 1% 2 points with 100% probability. 4 points with 1% probability;
(D1%E50%Ci) Zero otherwise.
Implausible conflict 99% 2 points with 100% probability. 4 points with 99% probability;
(D99%E50%Ci) Zero otherwise.

The experimental paradigm was similar to that of Experiments 1 and 2, the

only differences being the new values and probabilities for the risky option. In this

experiment, the experience drew from the same underlying distributions across all

conditions, with the risky option always returning 4 points with 50% probability,

and the safe option always returning 2 points with 100% probability. The expected

values of the risky and safe options were the same. The only between-subjects

manipulation was the descriptive information. The new outcomes and button la-

bels can be seen in Table 2.3. Points were converted to money at a rate of US$

0.40/100 points. In addition, after participants had finished selecting between the

two choices, the descriptions (if previously present) were hidden and a blank text

box appeared under each button. Participants were asked to input their judgements

for the actual experienced frequencies of rewards for each button, in the range of 0-

100%, using the numbers in their keyboards. The removal of the descriptions from

the screen was done to reduce any potential anchoring effect, and avoid participants

6Because the expected value of the safe and risky options were matched, there was no significant
difference in the bonus paid according to experimental condition (F(1,238) = 0.259, p = .611).
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from simply copying the descriptions as their answers. Participants completed the

task in an average of 8.0 minutes (SD = 5.6 minutes).

2.3.2 Results and Discussion

In Experiment 3, the expected values (EV) of the two options were always the same,

according to experience, with no obvious maximisation choice according to experi-

enced EV alone. The main dependent variable was the average proportion of times

individuals selected the risky choice (R-rate) in each block of 20 trials (Figure 2.4A

shows the last block). The same analysis that was used in Experiments 1 and 2 was

conducted for Experiment 3, with the same components. The average judgements of

the frequency of reward appearances were also analysed using a one-way ANOVA

by experimental condition (Figure 2.4B).

The main effect of information presentation condition was significant. R-rates

increased with higher description levels (χ2(5) = 52.35, p < .001). A linear con-
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Figure 2.4: Results from Experiment 3. Left panel (A): Proportion of risky choice (R-rates) in the
last block of 20 trials. Right panel (B): Frequency judgements for the appearance of
rewards for the safe and risky choices. Experimental conditions refer to the descriptions
presented to participants for the risky option (E50%: experience-only, no description,
D50%E50%S: same description (50%), D25%E50%Cp: plausible conflicting description
(25%), D75%E50%Cp: plausible conflicting description (75%), D1%E50%Ci: implausible
conflicting description (1%), D99%E50%Ci: implausible conflicting description (99%)).
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trast ordered according to the level of descriptions presented was positive and sig-

nificant (b = 1.09, t(234) = 3.18, p = .002). Among the higher-level contrasts,

the quadratic and cubic ones were also significant (quadratic: b = 1.15, t(234) =

3.07, p = .002; cubic: b = −2.17, t(234) = 3.97, p < .001), defining the S-shape

seen in Figure 2.4A. The main effect of block was not significant (χ2(2) = 0.02,

p = .90), however the interaction of information and block was significant (χ2(5) =

11.34, p = .045), with an increase in Max-rates over time in the D1%E50%Ci con-

dition (b = 0.028), a decrease in the D99%E50%Ci condition (b = −0.019), and

relatively flat in the other conditions, with slopes close to zero. I also looked at

plausibility as an independent variable, using 3 factors: plausible, implausible, and

base, the latter applying to the DES and E conditions. The effect of plausibility

on R-rates was significant (χ2(2) = 11.32, p = .003). A post-hoc analysis at the

last block shows that, as in the previous experiments, presenting participants with

congruent descriptions did not influence behaviour in relation to no descriptions

(DES: 47.9%; E: 50.4%; t(369.21) = 0.38, p = .99). In the plausible conflict con-

ditions DECp of 25% and 75%, I observed significantly different R-rates from the

base conditions (t(371.84) = 2.79, p = .02). In the implausible conflict conditions

DECi of 1% and 99%, I observed a reversal in the influence of the conflicting de-

scriptions, with R-rates no longer significantly different from the base conditions

(t(371.84) = 1.47, p = .31). This reversal can be seen in Figure 2.4A.

The frequency judgement of reward appearances was also analysed, using a

one-way ANOVA by experimental condition (Figure 2.4B). All participants ex-

perienced frequencies of rewards of 100% for the safe choice and 50% for the

risky choice, which would have been their unbiased correct answers. For the safe

choice, participants’ judgements were not different across the individual description

conditions (M = 87%;F(4,195) = 1.587, p = .179); in the E condition however,

their judgements were significantly lower (E: 67%; F(5,234) = 5.851, p < .001).

There was also a significant difference in the judgements for the risky choice

(F(5,234) = 8.952, p < .001). This effect was analysed with five polynomial con-

trasts: The linear, quadratic and cubic contrasts were all significant (ps<.001); while
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the two remaining higher order contrasts were not significant (ps>.52). This would

indicate a sigmoid-shaped monotonically increasing judgement in relation to the de-

scription: participants presented with descriptions of higher probabilities of rewards

responded with higher frequency judgements of the observed rewards, with dimin-

ishing sensitivities at the extremes (see Figure 2.4(b)). The individual frequency

judgements for the risky choice were also significantly correlated to the individual

R-rates (r = .50,n = 238, p < .001).

The lack of influence of congruent descriptions and the significant influence of

conflicting descriptions on behaviour were again observed in Experiment 3, repli-

cating the results found in Experiments 1 and 2. In addition, plausible conflicting

descriptions influenced R-rates in a monotonic way, with high described probabili-

ties of rewards increasing R-rates, and vice-versa. However, in the case of implausi-

ble conflicts, a contrasting effect was observed. A more extreme and more implau-

sible described probability had a weaker effect on behaviour than a less extreme

but plausible one. If the description is highly unlikely to be a true representation of

the experience, participants give it lower weight in their decision-making process.

These differences in decision weights will be specified with a cognitive model in

the next section.

2.4 Cognitive modelling
To further test if participants integrate the descriptive information into their

decision-making processes, a set of cognitive computational models was fitted to

the experimental data. If the descriptive information influenced human behaviour,

then a model that includes representations of both description and experience should

fit better than a model that relies on experience alone. I therefore compared

experience-only against description-experience models. Within the description-

experience models, I tested two different approaches: a fixed-weight approach, in

which the weights given to description are fixed over time and over conditions, and

a Bayesian-updating approach, in which the weights given to description change

over time according to the plausibility of the evidence observed in contrast with the
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description.

2.4.1 The Models

The aim of fitting a cognitive model to the data was to assess and formalise how the

two sources of information, descriptive and experiential, are combined. I did not

aim to have an extensive comparison between different decision-making models in

decision making paradigms (such as the one in Yechiam & Busemeyer, 2005).

I fitted three models to the behavioural data. They all share the same basic

structure, which is defined by the final expected value FEVj(t) of each choice j

available to participants at time t:

FEV j(t) = ξ j(t) ·D j +[1−ξ j(t)] ·E j(t).

I propose that the two sources of information are combined via ξ j(t), a param-

eter which determines the weight given to description at each point in time for each

option. A representation of the descriptive information is included via D j, which is

the expected value calculated from the descriptive information available to partici-

pants, using cumulative prospect theory (CPT: Tversky & Kahneman, 1992). The

experience is represented by E j(t), which is the expected value calculated from the

experiential information received by participants in the form of feedback up to trial

t, based on a delta-rule reinforcement learning model.

2.4.2 Description (D j)

The subjective expected value of the descriptive information for choice j, D j, was

fixed over time and calculated as the CPT value based on the descriptions provided

to participants in the button labels. According to Tversky and Kahneman (1992),

the CPT value is calculated using the curvature parameter for values and weighting

parameter for probabilities, ν and ω respectively,

D j = ∑
m

W (p jm)V ν
jm,
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where p jm are the probabilities and Vjm are the potential values for each outcome

m of option j; ν is the free parameter that determines the curvature of the value

function (0 ≤ ν ≤ 1), with lower values reducing the distance between extreme

values of rewards; and W (·) is the probability weighting function. W (·) is defined

as:

W (p) =
pω

(pω +(1− p)ω)
1
ω

,

where ω is the free parameter (0 ≤ ω ≤ 5) that determines the curvature of the

probability weighting function. Values of ω below 1 lead to overweighting of rare

events, while values above 1 lead to underweighting of rare events.

2.4.3 Experience (E j(t))

A simple reinforcement learning model was used to fit the experimental choice

data. This model has extensively been used before in research on repeated decisions

from experience (Erev & Barron, 2005; Lejarraga & Gonzalez, 2011; Yechiam &

Busemeyer, 2005; Yechiam & Rakow, 2012).

Firstly, observed outcomes are evaluated by a prospect-theory type of utility

function (Kahneman & Tversky, 1979). The utility function v j(t) of option j is

defined as:

v j(t) = [payoff j(t)]
ν ,

where payoff j(t) is equal to the payoff, in points, at each trial t for each option j,

and ν is the same parameter that determines the curvature of the utility function for

the description.

Secondly, expectancies for the value of rewards for each option are formed

via a learning rule, which integrates the experienced feedback after each trial. The

learning rule used was a delta rule, which uses a learning rate that determines how

much the new information gathered via feedback, in the form of prediction error,

influences the updating of the expectancies at each trial (Sutton & Barto, 1998;

Yechiam & Busemeyer, 2005). Feedback observed is integrated after each trial, to
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arrive at the experienced expectancy E j(t) for option j at time t:

E j(t) = E j(t−1)+φ ·
{

δ j(t)+ γ · [1−δ j(t)]
}
· [v j(t)−E j(t−1)],

where φ is the free learning rate parameter (0 ≤ φ ≤ 1), which is a weight given

to new information observed, with lower values resulting in slower learning. The

free parameter γ , (0 ≤ γ ≤ 1), denotes the weight associated with the feedback of

the foregone option, such that when γ=1 the foregone and observed payoffs are

weighted the same, and when γ=0 foregone payoffs are disregarded. The variable

δ j(t) is a dummy variable, which is equal to one if option j was chosen on trial t,

and zero otherwise.

2.4.4 The weight given to description (ξ j(t))

Three different approaches were used to combine description and experience by ma-

nipulating the parameter ξ j(t), which is the weight given to description: experience-

only, fixed-weight and Bayesian-updating. Each of these approaches was fitted to

the behavioural data individually, and the fit results were then compared.

Experience-only model

In the experience-only model, no representation of description was included, with

ξ j(t) fixed to zero across all trials and options. Therefore, the final expectancy

FEVj(t) was defined to be equal to the expectancy derived from experience alone,

via the reinforcement learning model, E j(t). This model assumes that descriptions

do not influence the decision making process.

Fixed-weight model

In the fixed-weight model, the weight given to description, ξ j(t), was set as a free

parameter, ξ , constant across all trials, options and conditions (0 ≤ ξ ≤ 1). This

model assumes that description influenced the individual choices, but with a fixed

weight that did not depend on the experimental condition and did not change over

time.
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Bayesian-updating model

Based on my behavioural results, I observed that descriptions influenced the

decision-making processes in different ways in each experimental condition. More

plausible descriptions seemed to have a stronger influence on decisions than less

plausible ones. I propose a Bayesian-updating model in which the weight given to

description, ξ j(t), equals the subjective probability that the description is true on

that trial, given the evidence observed thus far. In this model, the weights given

to description will differ for each option and change over time, according to the

experimental conditions.

The Bayesian model assumes that, at each trial, either the description is true,

denoted as D j(t), or the task is in a different state, denoted as E j(t), where the

probabilities of rewards are not as described but instead are as experienced. From

trial to trial, the state of the task can change, such that if the description was true on

the previous trial, it no longer is true on the next. The task of a participant is twofold:

to determine whether the task is in state D j(t) or E j(t), and to estimate the relevant

probabilities of the outcomes when the task is in state E j(t). The probabilities in

state D j(t) do not need to be estimated as they come from the description itself.

Initially it makes sense to rely on the description, as there is no information to

estimate the probabilities of winning in the other state. Over time however, it is

possible to learn that the true probabilities of the outcomes are different than those

described, in which case the weight given to description should diminish. With

this model, less plausible conditions lead to lower weights given to description than

more plausible conditions, thus making this approach more adaptive to the non-

monotonicity observed in the behavioural results than using a fixed weight (Figure

2.5).

I set the weight given to the description as the Bayesian predicted probability

that the description is true on that trial, ξ j(t) = p(D j(t)|k j(1 : t−1)). This proba-

bility is based on all the observations made up to the previous trial t− 1, denoted

here as k j(1 : t− 1), which are all the observed outcomes of option j, whether re-

wards were obtained or not, from trial 1 to trial t−1. I will simplify this notation by
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Figure 2.5: Average weights given to description for the risky option (ξrisky) in the two different
description-experience models, based on the best fit parameters, for the conflicting
(DEC) conditions only. The Bayesian-updating approach shows how the weight changes
over time according to the accumulation of evidence, and the plausibility of the descrip-
tion, as measured by the difference between descriptive and experiential information.

using a subscript to denote the information used to calculate the probability, with

pt−1(D j(t)) = p(D j(t)|k j(1 : t − 1)), and analogously using pt to include all the

information from trial 1 to trial t, k j(1 : t). I also assume that the state of the task

can change over trials according to the transition probabilities κD and κE which are

free parameters (range: 0-1). κE is the probability that state D j is true in trial t if

state E j was true in trial t−1:

p(D j(t)|E j(t−1)) = κE

and conversely for κD :

p(E j(t)|D j(t−1)) = κD .

The effect of the transition probabilities is to change the prior distributions at

each trial. The prior probability that the description is true on trial t +1 for option
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j is then:

pt(D j(t +1)) = pt(D j(t)) · (1−κD)+ pt(E j(t)) ·κE .

Since one of the two states has to be true at any point, the two probabilities

pt−1(D j(t)) and pt−1(E j(t)) are complimentary and the prior probability that state

E j is true is simply pt−1(E j(t)) = 1− pt−1(D j(t)). The prior pt−1(D j(t)) and its

compliment pt−1(E j(t)) can be used to calculate the Bayesian posterior:

pt(D j(t)) =
p(k j(t)|D j(t))pt−1(D j(t))

p(k j(t)|D j(t))pt−1(D j(t))+ p(k j(t)|E j(t))pt−1(E j(t))
.

I set the initial prior, p0(D j(1)) at the first trial, to be equal to one, since at

that point there was no information experienced so far, and participants had to rely

solely on the descriptive information provided to base their decisions.

According to the descriptive information D j(t), the probability of a win k j(t)

observed in t if the description holds on trial t is

p(k j(t)|D j(t)) = pdk j(t)
j (1− pd j)

(1−k j(t)),

where pd j is the probability of obtaining a reward for option j as provided by the

description. For example, in Experiment 1, pd j could be either 0.2 or 0.8 for the

risky options, depending on the experimental conditions, and 1.0 for the safe option.

The relevant probabilities for state E j(t) have to be learned from experience.

Assuming that people start with a Beta prior over these probabilities, the posterior

distributions over these probabilities are also Beta distributions, and the likelihood

of outcome k j(t) if the task is in state E j(t) is

p(k j(t)|E j(t)) =
B(α j(t−1)+ k j(t),β j(t−1)+1− k j(t))

B(α j(t−1),β j(t−1))
,

where B is the Beta function, and α j(t) and β j(t) are its parameters, which are up-

dated as follows, with new experiential evidence k j(t) weighed by the probabilities
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given to E j(t), for t ≥ 1:

α j(t +1) = α j(t)+ pt(E j(t)) · k j(t);

β j(t +1) = β j(t)+ pt(E j(t)) · (1− k j(t)).

For t = 1 the values of α j(1) and β j(1) are defined by the initial expected value

of the Beta distribution which is set to the probability provided in the description,

α j(1)/(α j(1)+β j(1)) = pd j. I constrained the total weight of the initial Beta prior

as a free parameter S = α j(1)+β j(1) for all options j (1 ≤S ≤ 500).7 Higher

values of S led to a slower accumulation of new evidence towards p(E j(t)).

2.4.5 Choice rule

After description and experience were integrated into the final expectancy calcula-

tion, FEVj(t), the choice rule used was a time-independent soft-max rule (Yechiam

& Busemeyer, 2005) that combined the FEVj across all options at each trial to

determine the probability of choosing option j among all options J:

Pr[Choice(t +1) = j] =
eθ ·FEV j(t)

∑J eθ ·FEVJ(t)
,

where θ is the choice sensitivity free parameter, (0 ≤ θ ≤ 1). If θ = 0, the model

randomly guesses between the expectancies regardless of their values, while higher

values of θ will lead to more deterministic maximisation behaviour.

2.4.6 Model fitting

Data sets containing 100 simulated participants were generated for each of the 4

experiments × 6 conditions,8 with the same methodology used to generate actual

data sets for the experiments. A total of 2,400 modelled simulated participants were

confronted with 608 observed human participants. All simulated participants across

all experiments and underlying experimental conditions shared the same set of free

7I also fitted a model in which the experience was initially set to follow a Beta(1,1) distribution,
α j(1) = β j(1) = 1, with an expected value of 0.5. This model also outperformed the fixed-weight
model but by a smaller margin.

8The description-only (D) condition from Experiment 1 was excluded from the cognitive mod-
elling, as it included a single-shot decision without experience.
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parameters. The best fit parameters were found by minimising the log-likelihood

between the average observed proportions of risky choice and the average model-

predicted risky choice for each of the individual conditions separately, with each

condition receiving the same weight (Erev & Barron, 2005). Because of the differ-

ent number of parameters between the models, the Bayesian Information Criterion

(BIC), which penalises for additional parameters, was calculated to compare the

models, BIC = LL+ f · ln(N), where f is the number of free parameters and N is

the number of fitted observations for each evaluation. Lower BIC values represent

better fitting models.

2.4.7 Model Evaluation and Results

Three models were evaluated: the experience-only model, which did not account for

the influence of descriptive information, with four free parameters; the fixed-weight

model, which assumed a single fixed weight across all trials and all conditions, with

six free parameters; and the Bayesian-updating model, with its reducing weight

given to description over time according to the feedback received, with eight free

parameters.

The best fit parameters were relatively consistent across the different models

(Table 2.4). In the best-performing Bayesian-updating model, the modelled influ-

ence of description started at 1 and converged towards a stable level ranging be-

Table 2.4: Best fit parameters of the three cognitive models. n.a. = not applicable. Note:
the weight given to description (ξ ) in the experience-only model was fixed to
zero.

Parameter Bayesian Fixed Experience
updating weight only

ν (curvature of value function) 0.91 0.93 0.92
ω (curvature of probability function) 1.02 1.35 n.a.
φ (learning rate) 0.08 0.08 0.09
γ (foregone’s weight) 0.99 0.96 1.00
θ (choice sensitivity) 0.83 0.80 0.74
ξ (description’s weight) n.a. 0.23 zero (fixed)
κD (switch rate for description) 0.17 n.a. n.a.
κE (switch rate for experience) 0.36 n.a. n.a.
S (Initial Beta prior sum for experience) 454 n.a. n.a.
Total number of free parameters 8 6 4
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tween 0.15 and 0.30 according to the plausibility of the descriptions (Figure 2.5

on page 70). It seems that even after many trials and despite the large amount of

evidence gathered via feedback, participants were still taking the descriptive in-

formation into consideration, albeit at a discounted level; experience never gained

participants’ full attention. This could be explained by the constant presence of the

descriptive information on the buttons, which might have continuously reinforced

its influence. Barron et al. (2008) found a similar lingering influence of descriptive

information even when descriptions were only presented briefly. In comparison, the

fixed-weight model predicted a constant weight given to description of ξ = 0.23

throughout all trials and conditions.

Table 2.5: Mean BIC values for the experience-only and description-experience cogni-
tive models fitted on the three groups of experimental conditions: description-
experience-conflict (DEC), description-experience-same (DES) and experience-
only (E). Values in brackets are the differences in relation to the base model at
the top of each column. Lower BIC values represent better fitting models.

Model Overall DEC DES E
Experience-only (Base) 503 627 417 412
Fixed-weight 425 (-16%) 454 (-28%) 400 (-4%) 410 (-1%)

Bayesian updating 417 (-17%) 437 (-30%) 394 (-6%) 410 (-1%)

The results of the model fitting analysis were in line with the behavioural re-

sults (Table 2.5). The mean Bayesian Information Criteria (BIC) values for the

two description-experience models were substantially smaller than those for the

experience-only model (range: 16-17% smaller overall; lower BIC values represent

better fitting models). Therefore, models that included the descriptive information

provided a better fit for the observed behaviour than a model that did not include

the influence of description (Figure 2.6). The Bayesian-updating model, which al-

lows for the plausibility of the description as a source of information to influence

the weights given to description and experience, was the best fitting model overall,

with a 17% lower mean BIC value than the experience-only model, and 2% lower

than the fixed-weight model. Among individual conditions, the highest reduction in

mean BIC values was obtained in the DEC conditions, with the Bayesian-updating

model 30% lower than experience-only and 4% lower than fixed-weight models,
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showing the influence of the conflicting information on participants’ choices.
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Figure 2.6: Comparison of observed human data, and two cognitive models, for each of the 24
experimental conditions. The description-experience model shown is the Bayesian-
updating model, which is closer to human behaviour than the experience-only model, in
particular in the conflicting conditions. Each row shows data for a separate experiment:
from top to bottom, Experiments 1, 2a, 2b and 3. The subscripts after each D and E
indicate the probability of rewards for the risky choice in that condition for the descrip-
tion and experience respectively, while S stands for same description, C for conflicting
description, Cp for plausible conflict and Ci for implausible conflict.

The reduction in mean BIC values across all the DES conditions was lower at

only 6% when comparing the Bayesian-updating with the experience-only model.

This finding is similar to that found in Lejarraga and Gonzalez (2011), where a

model that did not include descriptions fit the behavioural data relatively well, likely

due to the equivalent information provided by both sources, and where the addition

of description did not improve the model fit substantially. While I did observe a

small improvement with the description-experience model, most of the reduction

in BIC values came from the first few trials. Comparing the mean BIC values of

the DES conditions between the Bayesian-updating and the experience-only mod-

els, there was a 39% reduction in the first five trials, a 9% reduction in the next
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15 trials, and only a small 0.1% reduction in the last 80 trials. While the experi-

ential information had to be learned over many trials, the descriptive information

was available from the beginning of the task. Thus, if participants were relying

only on experience, they should have chosen randomly in the first few trials until

enough information was learned to steer their decisions, while if participants used

descriptions, they could rely on that information to direct their earlier choices. The

reduction in BIC values observed in the DES condition comes from this earlier

availability of descriptive information which helps explain participants’ choices in

the initial trials. According to the behavioural and modelling results, participants

chose in accordance with the descriptions available, showing the influence of the

congruent information as well on their choices.

The largest improvement in model fit among the two description-experience

models was in the DEC conditions of Experiment 3: The mean BIC values of the

Bayesian-updating model were 8% lower than those in the fixed-weight model. In

this experiment, I manipulated the plausibility of the descriptive information. While

a fixed-weight model had a single ξ parameter for all conditions, the Bayesian-

updating model was able to adapt to the different levels of plausibility of the in-

formation given (Figure 2.5 on page 70), and therefore did a better job to explain

behaviour than the fixed-weight model. This is further evidence that, when the de-

scriptions are implausible, participants give them lower weights in their decision

processes, and vice versa, as predicted by the best fit Bayesian-updating model.

2.5 Discussion on conflicting descriptions
The aim of the experiments in this chapter was to identify one of the potential

sources of the apparent contradictory results provided in earlier D+E research. By

adding descriptions to traditional DfE paradigms, Lejarraga and Gonzalez (2011)

and Lejarraga (2010) showed that these descriptions did not influence behaviour,

and claimed that descriptions appear to be neglected, in comparison to Barron et

al. (2008) and Rakow and Miler (2009) who showed that descriptions did signif-

icantly alter behaviour. The current experiments have shown that the choice be-
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haviour of individuals exposed to a combination of description and experience is

indeed influenced by both sources of information. In support of this, a cognitive

model that included both the descriptive and experiential information fitted the ob-

served behaviour better than a model that relied on experience alone. However, both

observed behaviour and fitted cognitive models were significantly influenced by de-

scriptions only when they provided novel information, as in Barron et al. (2008)’s

earlier research, and not when the description and experience transmitted the same

information, as in Lejarraga and Gonzalez (2011), thus reconciling their findings in

a single study.

Previous research has shown that information provided by experience can over-

whelm descriptions, making experience the preferred source of information (Jessup

et al., 2008). When Lejarraga and Gonzalez (2011) exposed participants to a com-

bination of descriptive and experiential information, they observed that choice be-

haviour could be explained by experience alone, as if the descriptive information

was neglected. Based on the findings from the current experiment, an alternative

explanation can be considered. Because in Lejarraga and Gonzalez’s experiment

both the description and the experience carried the same information, the descrip-

tion might not have been actively disregarded. Instead, it is possible that because

it did not add any relevant information that could not be inferred from feedback, it

did not lead to any observable differences in behaviour. In contrast, Barron et al.

(2008) used a paradigm with partial descriptions, which alerted participants to the

presence of a rare negative event. Since most of the participants in their study did

not experience this rare event, the description provided novel information, which

in turn influenced behaviour. The addition of descriptions that carried the same

information as experience to the paradigm was therefore not enough to shift be-

haviour, especially under the assumption that it is ultimately the choice mecha-

nism paradigm (e.g., one-choice/single-outcome versus repeated-choice/multiple-

outcomes), not the type of information presentation, that generates the behavioural

differences in the description-experience gap (Camilleri & Newell, 2013a; Jessup

et al., 2008).
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Instead of individuals neglecting specific sources of information, as proposed

by Lejarraga and Gonzalez (2011), participants might integrate experience with

prior beliefs about the outcomes of their choices (Rakow & Newell, 2010), such

that different weights are given to each source of information, depending on their

relevance. These experimental and computational results indicate that participants

were influenced by descriptive information, albeit at a discounted rate in comparison

to experience. Even though experiential information was dominant, the discounted

influence of descriptive information still remained after many trials. The influence

of experience appeared to grow steeply in the first few trials, but quickly reached an

asymptotic level where it remained for the remainder of the task. Even after many

trials, participants still behaved overall as if description received around a quarter

of their decision weight, although this proportion was influenced by the plausibility

of the information, with implausible descriptions receiving lower weights. Exper-

iment 3 showed that the plausibility of the description has an effect on behaviour:

only plausible descriptions influenced behaviour monotonically, with a reversal of

the effect in the case of highly implausible descriptions.

Overall, the experiments in this chapter have shown that descriptions are taken

into account and do influence behaviour when they provide novel information. Al-

beit this influence is heavily discounted and preference seems to be given to experi-

ence over descriptions, and the weight given to each source can itself be moderated

by other factors such as the plausibility of the descriptions. One of the limitations

of this first set of experiments was that they all relied on very simple tasks, with

two alternatives providing only three outcomes in total. While these are commonly

used in decision-making research, they are not very cognitively demanding and are

relatively simple and quick to learn, either via experience or via descriptions. In the

next chapter, I will explore the influence of descriptions using more complex tasks.



Chapter 3

Task complexity

Lejarraga (2010) and Lejarraga and Gonzalez (2011) explored situations where de-

scriptions were made less attractive to participants by increasing their perceived

complexity, therefore making them even harder to process cognitively while keep-

ing the underlying experiential task unchanged. The authors showed that, by in-

creasing the cognitive cost of processing descriptions, there was an increase in pref-

erence for experiences. Their findings indicate that even though cognitive theory

may point towards individuals preferring experiences over descriptions, the strength

of this preference may not necessarily be static, and could change according to the

situation, such as task complexity manipulations. In Lejarraga and Gonzalez (2011),

the complexity of the description was increased by changing from a relatively sim-

ple text (e.g., “win 4 cents with an 80% chance or win 0 cents otherwise.”, p. 288)

into a more complex one involving conditional probabilities but with the same un-

derlying distribution of outcomes (e.g., “with an 80% chance you play lottery 1 and

with a 20% chance you play lottery 2. Lottery 1 pays 4 cents with a 90% chance or

0 cents otherwise. Lottery 2 pays 4 cents with a 40% chance or 0 cents otherwise.”,

p. 288). A similar approach was taken by Lejarraga (2010, see Figure 1). One lim-

itation of these previous studies, however, was that the researchers did not change

the complexity of the task itself, only the complexity of the descriptions used to

label the same underlying processes by using simpler or more complex notation.

While task complexity can be a subjective construct, and significantly depen-

dent on individual psychological differences, such as interest, stimulation and cog-
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nitive capabilities, it is also related to certain underlying structural task character-

istics that can be defined objectively (Campbell, 1988; Wood, 1986). One such

structural dimension of complexity relates to the number of different alternatives

from which participants can select, and the number of possible outcomes available

from each alternative (Payne, 1976, 1982). The influence of task complexity on

decision behaviour, using manipulations on the number of alternatives and potential

outcomes, has been explored in decision-making research, albeit separately using

DfD and DfE tasks. Payne (1976) observed that participants will engage in more

simplified decision strategies for tasks of higher complexity, by manipulating the

number of alternatives (2, 4, 8, or 12) and the number of attributes per alternative

(4, 8, or 12). Kahneman and Tversky (1979) proposed that an increase in the num-

ber of alternatives from which to choose, due to the large amount of information

available, leads to the engagement of simplified choice heuristics that ignore some

of the information available, through an editing process, thus reducing cognitive de-

mands. Thorngate (1980) demonstrated how the simulated performance of different

“unsophisticated” decision heuristics reduces when applied to tasks with an increas-

ing number of alternatives (2, 4, or 8), or an increasing number of unique potential

outcomes from each alternative (also 2, 4, or 8), with a reduction in the selection of

the best alternative according to their expected values. Similar results were found

by Johnson and Payne (1985), who calculated that more complex tasks (again 2, 4,

or 8 alternatives × outcomes) reduce the proportion of accurate choices made by

simulated heuristics. According to Ert and Erev (2007), increasing the number of

alternatives (either 2, 6, or 50) creates confusion, reduces performance, and leads to

higher risk-seeking behaviour. Noguchi and Hills (2016) also observed higher risk-

taking due to an increase in complexity of DfE tasks, measured by the number of

alternatives available (either 2 or 32). Increasing the complexity of the task makes

learning slower, more costly, and more cognitively demanding (Ashby et al., 2017;

Fasolo, Hertwig, Huber, & Ludwig, 2009; Frey, Mata, & Hertwig, 2015).

Increasing the number of alternatives and outcomes increases the entropy of the

task, which can be associated with higher task complexity (Fasolo et al., 2009). En-
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tropy is an objective measure that has been used to quantify task complexity, based

on information theory, with higher entropy associated with higher complexity and

increased information load (Swait & Adamowicz, 2001). Research on information

load has uncovered a non-monotonic inverted U-shape relationship between amount

of information available and decision accuracy (Eppler & Mengis, 2004; Hwang &

Lin, 1999). It has been shown empirically that an increase in information aids the

decision-making process initially, but only up to a certain point, after which any

additional information is actually detrimental and reduces the quality of the deci-

sions (Jacoby, Speller, & Berning, 1974; Jacoby, Speller, & Kohn, 1974). This is

commonly called “information overload”, and describes the negative effects of re-

ceiving too much information. Potential causes for information overload include

complexity of information provided, number of items of information and number

of alternatives, among others (see Eppler & Mengis, 2004, p. 332). In simpler tasks,

individuals tend to use full processing strategies, but in more complex task, some

information is discarded and heuristics might be employed to reduce cognitive ef-

fort (Paquette & Kida, 1988; Streufert & Driver, 1965). This decrease in the use

of available information leads to decisions of lower quality (Chewning & Harrell,

1990; Payne & Braunstein, 1978). Similar U-shaped patterns peaking for medium

complexity tasks have been found across other dimensions, such as choice satisfac-

tion (Reutskaja & Hogarth, 2009), purchasing intentions (Shah & Wolford, 2007),

the ability to accurately assess values (Keller & Staelin, 1987), the extent of infor-

mation processing (Paul & Nazareth, 2010), and overall effort allocation (Swait &

Adamowicz, 2001).

Despite some research on the influences of task complexity on behaviour,

such as the ones mentioned above, the overwhelmingly majority of the research

in decision-making uses relatively simple tasks (Hertwig & Erev, 2009; Rakow &

Newell, 2010). The most commonly used decision-making environments involve

two alternatives from which participants can choose, with each alternative provid-

ing two potential outcomes, for a total of four outcomes. Even simpler tasks have

been employed, when one such alternative only provides one potential outcome, a
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sure option that always returns the same amount. In such tasks, there are only three

potential outcomes (e.g., the experiments in the previous chapter in this disserta-

tion). Building upon these simple tasks commonly used to study general decision-

making, the extant D+E research has also exclusively focused on similarly simple

tasks, for example by employing paradigms with two alternatives with a total of

three (Barron et al., 2008; Jessup et al., 2008; Lejarraga & Gonzalez, 2011) or four

(Rakow & Miler, 2009; Yechiam & Busemeyer, 2006) potential outcomes.

This canonical preference for simple tasks, with their associated low costs of

learning from experience, might be the driver behind the limited influence of de-

scriptions on D+E research so far, and might explain why participants have shown

preference for experiences over descriptions. This unexplored space of task com-

plexity is likely to be one of the moderators of the influence that descriptions and

experiences have on D+E tasks. In simple tasks, participants quickly learn to iden-

tify the structure of the environment experientially, differences in cognitive pro-

cessing efforts are likely to be negligible, and no additional information is needed

or desired. Descriptions, if available, are not very useful and do not help partici-

pants. One of the reasons for the lack of observable behavioural differences in the

research by Lejarraga and Gonzalez (2011) is likely due to the simplicity of the task

used. Complex tasks, however, are more difficult and take longer to learn experi-

entially. This should make descriptions relatively more attractive than before, as

relying on descriptions should provide an advantage to participants by giving them

additional information that reduces learning time by lowering the need to explore

the environment experientially. Higher task complexity should lead to situations in

which engaging the extra processing effort associated with descriptions becomes

cost-efficient. Therefore, an increase in task complexity should lead to an increase

in the influence of descriptions on behaviour.

Furthermore, this relationship between task complexity and influence of de-

scriptions need not be monotonic. Task complexity is also closely linked to infor-

mation processing, with more complex tasks being defined as those in which there is

increased information load, diversity and rate of change (Campbell, 1988). More al-
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ternatives (load) and more outcomes (diversity) require more attention, as they need

to be evaluated, increasing information load, which in turn increases task complex-

ity. Consequently, the influence of descriptions is likely to reduce in very complex

tasks, after peaking in medium complexity tasks. If the task becomes too complex,

then the descriptions required to summarise the task also become overly complex.

The excess of information available, both in experience and description, should lead

to information overload. Descriptions might also become too unwieldy to process

cognitively, reducing their attractiveness as a source of information. Fantino and

Navarro (2012) found that descriptions can lead to suboptimal choices if they are

too complex to be understood and employed correctly. The maximum influence of

descriptions could be expected in tasks of medium complexity, at the point where

performance starts to suffer but descriptions are still not too complex. It is at this

point that descriptions should be able to provide the most assistance. Complex tasks,

taking longer to learn experientially, might also lead to an artificially perceived con-

flict between the two sources of information. For example, in a task with several

alternatives from which an individual can choose, it would take substantially longer

to eliminate noise, reduce variance and establish a good unbiased overview of the

choice environment, in comparison to a simple task with only two choices. In such

situations, descriptions might provide novel information.

The second set of experiments in this dissertation will explore how task com-

plexity moderates the integration of descriptions and experience as part of the

decision-making process. I predict that the addition of congruent descriptions will

influence behaviour in more complex D+E tasks, even when both in theory provide

the same underlying information, unlike what was observed before using very sim-

ple tasks by Lejarraga and Gonzalez (2011) and in Chapter 2 of this dissertation. For

this purpose, I will initially introduce congruent descriptions, concurrently to expe-

riences, to a relatively complex task that has been widely explored in DfE research

before, but never before with descriptions, the Iowa Gambling Task (IGT: Bechara

et al., 1994). The IGT was originally designed to mimic typical real-life DfE situa-

tions. It attempts to do so by using a relatively complex choice environment without
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descriptions. The IGT’s complexity derives from the larger number of alternatives

and outcomes, when compared to more traditional decision-making tasks. While

most research tends to use sets of two choices with two outcomes each, the IGT

provides participants with four choices, in the forms of decks of cards, and each

deck of cards has between two and six potential outcomes. The IGT increases the

traditional total of four possible outcomes in a typical DfE task to fourteen possible

outcomes, making it much more difficult to learn and to find the most attractive al-

ternatives. In the traditional IGT, all learning is via experience alone, in the form of

feedback after each selection, with no additional information about the values and

frequencies of the outcomes for each deck being provided. I believe that the IGT,

which is based around a peculiarly complex paradigm, can be better exploited by

individuals with the benefit provided by the presence of descriptions. In this case,

I expect congruent descriptions to influence behaviour in this more complex D+E

task, speeding up learning and helping participants to perform better on the task,

with higher financial rewards. I also expect participants to gather less information

experientially, by exploring less when descriptions are available, as the added de-

scriptions will provide additional information to participants, reducing uncertainty.

In addition to exploring the influence of descriptions in one such complex ex-

periential task, the IGT, I will also directly manipulate task complexity, from simple

to complex, in a later experiment. Task complexity will be experimentally con-

trolled across two separate dimensions, by altering the number of alternatives and

the number of outcomes from each alternative. I will fine tune the experiment to

create simple tasks very similar to ones used before in D+E research (Lejarraga &

Gonzalez, 2011), tasks of complexity similar to the IGT, as well as considerably

more complex tasks that have not been explored in this type of research before. By

directly controlling for task complexity through these experimental manipulations,

I expect to replicate the results from previous research in simple tasks, while ob-

serving the non-monotonic inverted U-shaped relationship proposed above in the

complex tasks, with the beneficial influence of descriptions peaking in medium-

complexity tasks, and deteriorating when tasks become overly complex, thus veri-
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fying the boundaries of the effect and the influence of complexity on descriptions.

3.1 Experiment 4
The first experiment in this chapter introduced congruent descriptions to a relatively

complex DfE task, the Iowa Gambling Task (Bechara et al., 1994). Given the high

complexity of this task, which is difficult and slow to learn through experience

alone, I expected the addition of descriptions to help participants perform better,

finding the more attractive alternatives earlier, and earning higher financial rewards,

in comparison to the traditional task without descriptions.

3.1.1 Method

Design

Experiment 4 was based on the original Iowa Gambling Task, with the addition of

descriptive information for half of the participants in a new experimental manip-

ulation, creating a described IGT. The experiment followed a two-way between-

subjects design controlling for the presence or absence of descriptions: in the

experience-only (E) condition, participants relied on experience alone (in the form

of feedback after each trial) to learn about the options available to them, without

any descriptions; and in the description-plus-experience (DE) condition, partici-

pants were shown a full description of the distribution of outcomes available for

each option, in addition to the experiential feedback after each trial.

Participants

100 participants were recruited on-line using Amazon’s Mechanical Turk service

(47 females; age: M=31.0 years, SD=10.5 years), half in each experimental condi-

tion. Participation was restricted to individuals whose location was defined as in the

United States. No participants were excluded from the analysis. Participants were

paid a fixed amount of US$ 0.25 for participating and an additional bonus according

to the outcomes of the choices they made during the experiment, with an average

bonus of US$ 0.55 (SD=US$ 0.28).1

1Participants in the DE condition received a significantly higher bonus than those in the E condi-
tion, according to a Wilcoxon rank sum test (DE=US$0.68, E=US$0.41, W=1919, z=4.47, p< .001).
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Task

The task closely followed the original IGT (Bechara et al., 1994). The instructions

closely matched the original wording apart from changes needed for the comput-

erised on-line delivery of this version of the task (Chiu & Lin, 2007). Participants

were presented with four decks of cards (decks A, B, C, and D), side by side on the

screen, with the backs of the cards displayed and their faces hidden (Figure 3.1).

The faces of the cards provided the feedback after each selection, with the number

of points earned or lost associated with each individual card. The naming of the

decks given here was used for analysis only and not shown to participants. The

order of the decks from left to right was randomised for each participant, as well as

the pattern on the back of each deck. Choices were made using the mouse. To avoid

rapid sequential clicking of the same choice repeatedly, participants were required

to move the mouse cursor to a button at the bottom of the screen between selections.

Figure 3.1: Screenshot of the first trial of Experiment 4 in the description-plus-experience (DE)
condition, showing the described IGT, with a random presentation of the decks in the
order D, A, B, C from left to right. The patterns on the backs of each deck were also
randomised. In the experience-only (E) condition, the space underneath the cards was
left blank, with no descriptions shown, and the second sentence in the title regarding
the combination of cards in each deck was replaced with “Each deck contains a dif-
ferent combination of cards”. HIT stands for Human Intelligence Task, a terminology
employed by Amazon’s Mechanical Turk service to designate individual tasks.



3.1. Experiment 4 87

Participants’ choices were financially consequent and accumulated towards their fi-

nal pay. Participants started the task with 2000 points and points earned or lost after

each selection were added to or deducted from their total. Points were converted to

money at a rate of US$ 0.20/1000 points. Accumulated amounts in points and U.S.

dollars were shown on-screen and updated after each choice was made.

The schedule of outcomes from each deck was the same as in the original IGT:

The order of the cards within each deck was not random but instead followed the

fixed order given in the original task, with a repeating pre-defined sequential pattern

of 40 cards for each deck (Bechara et al., 1994, Figure 1). In contrast to the original

IGT, which showed rewards and losses separately for each card (e.g. “You have

won 100 points, but you also have lost 150 points”), I opted to summarise outcomes

as single net values (e.g. “–50 points”). This made the task simpler to describe,

and circumvented the predictability of rewards associated with the original study

(Steingroever, Wetzels, Horstmann, Neumann, & Wagenmakers, 2013). Decks A

and B have a negative expected value of –25 points for each card, while decks C

and D have a positive expected value of +25 points for each card (Table 3.1). Hence

decks A and B are referred to as the disadvantageous decks, and decks C and D

are the advantageous decks. In order to maximise their bonus, participants have to

select more often from the advantageous decks and avoid the disadvantageous ones.

In the experience-only (E) condition, participants did not receive any further

Table 3.1: Actual card composition and wording of descriptions shown underneath each
deck in Experiment 4. The expected value for each individual card in decks A
and B was –25 points and in decks C and D was +25 points.

Experience-only condition (E), N=50
Deck A Deck B Deck C Deck D

(blank) (blank) (blank) (blank)

Description-plus-Experience condition (DE), N=50
Deck A Deck B Deck C Deck D

50% of cards: +100 pts 90% of cards: +100 pts 50% of cards: +50 pts 90% of cards: +50 pts
10% of cards: -50 pts 10% of cards:-1150 pts 25% of cards: 0 pts 10% of cards: -200 pts
10% of cards: -100 pts 12.5% of cards:+25 pts
10% of cards: -150 pts 12.5% of cards: -25 pts
10% of cards: -200 pts
10% of cards: -250 pts
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information about the decks, and had to learn which decks were the advantageous

ones via the feedback provided after each selection, in what was a close replication

of the traditional IGT paradigm. In the description-plus-experience (DE) condition,

a description of the cards contained in each deck (Table 3.1) was permanently dis-

played underneath the relevant deck, across all trials (Figure 3.1), in addition to the

feedback provided, resulting in a described IGT. After each selection, participants

were shown only the outcome in points of the card from the deck they selected (i.e.,

partial feedback), and the card selected was replaced at the end of that deck, with no

changes to the card order in the non-selected decks. Therefore participants learned

only about the deck they selected on each trial, with no new feedback information

for unselected decks. Participants were not told beforehand how many cards they

would get to choose, and instead were instructed to choose cards from decks repeat-

edly until told to stop, which was after 100 choices. The task was self-paced and

was completed on average in 8.30 minutes (SD=4.35).

3.1.2 Results

Selections from advantageous decks

The main dependent variable was the frequency of cards selected from the advan-

tageous decks, calculated as the total number of cards selected from decks C and D

for each sequential block of 20 choices (Figure 3.2A). They were analysed with a

linear mixed-effects model using the lme4 package (Bates et al., 2014) and post-hoc

analyses using the lsmeans package (Lenth, 2016), with Tukey adjustments, in R (R

Core Team, 2014). The between-subjects conditions were the presence or absence

of descriptions (E vs. DE). The within-subjects conditions were the blocks of 20

choices each. The model also contained a random intercept for each participant,

and random slopes across blocks for each participant.

The main effect of the presence of descriptions was significant, with partici-

pants selecting from advantageous decks significantly more frequently in the DE

condition than in the E condition, across all blocks of 20 trials on average, with a

large effect size (DE=74.14%, E=55.90%, χ2(1) = 27.78, p < .001,d = 0.89). The

presence of descriptions helped participants identify the advantageous decks and



3.1. Experiment 4 89

●

●

● ● ●

30%

40%

50%

60%

70%

80%

90%

1 2 3 4 5
Blocks of 20 trialsF

re
qu

en
cy

 o
f s

el
ec

tio
ns

 fr
om

 a
dv

an
ta

ge
ou

s 
de

ck
s

● Description+Experience

Experience−only

(A)

●
●

●
●

●

10%

20%

30%

40%

50%

60%

70%

1 2 3 4 5
Blocks of 20 trials

F
re

qu
en

cy
 o

f s
w

itc
he

s 
be

tw
ee

n 
di

ffe
re

nt
 d

ec
ks

● Description+Experience

Experience−only

(B)

Figure 3.2: Experiment 4. (A) Evolution of the average frequency of selection of advantageous
decks (Decks C + D), as a percentage of total for each block. (B) Evolution of the av-
erage frequency of switches between different decks, as a percentage of total for each
block. Each block contains 20 trials. Error bars represent the 95% confidence interval
around the mean. Experience-only results are for the traditional IGT, while the descrip-
tion+experience results are for the described IGT.

select from them more often.

The main effect of block was also significant, with a positive slope (b =

0.035,χ2(1) = 38.10, p < .001), indicating a higher selection of advantageous

decks over time. Post-hoc analyses with Tukey adjustments showed a significantly

higher selection of advantageous decks in the last block compared to the first block

(Block1=51.75%, Block5=71.85%, t(392) = 8.01, p < .001,d = 1.13). This in-

crease in selections from the advantageous decks over time is a result of partici-

pants gradually learning the task, and being able to identify which decks are the

advantageous ones, as well as learning to avoid the disadvantageous ones, in order

to extract higher rewards from the task. Most of the learning however appears in the

first two blocks (Block1 vs. Block2: t(392) = 4.02, p < .001; Block2 vs. Block3:

t(392) = 3.01, p = .02), with no significant differences when applying sequential

pairwise comparisons between the last three blocks (ps>.97). This early stabilisa-

tion of choice preferences is consistent with previous research (Bechara et al., 1997;

Ert & Erev, 2007).
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The interaction between presence of description and block was not significant

(χ2(1) = 2.77, p = .10), suggesting that the selection rate of advantageous decks

across time is similar between the two conditions. In order to exclude this effect

of learning, and to focus on stable behaviour, a post-hoc analysis with Tukey ad-

justments was performed comparing the two conditions at the last block: in the last

20 trials, the presence of descriptions led to a 23% significant increase in the selec-

tion of advantageous decks, with a medium effect size (Block5 only: DE=79.40%,

E=64.30%, t(230.1) = 2.91, p = .004,d = 0.58). Even after participants had had

a chance to learn about the task experientially, the presence of descriptions still

significantly helped them select from the advantageous decks more often.

Switching rates

In addition to the frequency of deck selection, the switching rates between decks

were also analysed (Figure 3.2B). A selection was classified as a switch every time

a card was picked from a different deck to that from which the previous card had

been selected. The same model structure was used as in the previous analysis.

The main effect of description was significant, with switching rates being 40%

lower in the DE condition compared to the E condition, in each block of 20 trials

(DE=28.82%, E=48.56%, χ2(1) = 14.48, p < .001,d = 0.76). Overall participants

seemed more uncertain in the E condition and explored more among the differ-

ent decks, while in the DE condition they exploited more their preferred options,

switching less often.

The effect of block was also significant, with a negative slope (b =

−0.028,χ2(1) = 19.15, p < .001), indicating a reduction in switching rates

over time. Post-hoc analyses with Tukey adjustments showed that switching

rates were lower in the last block compared to the first block (Block1=41.95%,

Block5=31.85%, t(392) = 4.51, p < .001,d = 0.64). As participants gathered more

information from the task, they explored less and exploited their preferred choices

more.

The interaction between presence of description and block was not significant

(p > .20), suggesting that the reduction in switching rates was the same across
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the conditions and were not influenced by the descriptions. A post-hoc analysis

with Tukey adjustments between the two description conditions at the last block

showed that participants switched 57% less often in the DE condition, a significant

difference (Block5 only: DE=23.20%, E=40.50%, t(161.4) = 2.93, p = .004,d =

0.59).

3.1.3 Discussion

When presented with descriptions in the DE condition, participants selected from

the advantageous decks more often than when they had to rely on experience with-

out descriptions in the E condition. Therefore, the presence of descriptions influ-

enced behaviour and helped participants to find the rewarding cards and avoid the

loss-generating ones, leading to 66% higher financial bonuses. This difference in

behaviour is indicative of participants integrating the descriptive information into

their decision making processes, as descriptions informed participants about the

potential outcomes of their choices, and could be used to identify the advanta-

geous decks. Furthermore, the behaviour observed in the E condition (without

descriptions, therefore a replication of the traditional IGT paradigm) was simi-

lar to that found in previous studies using this task. Frequency of advantageous

(good) deck selection across all trials in this experiment, M=56%, was similar to a

weighted mean from a meta-analysis of 39 studies covering 1,427 healthy partici-

pants, M=57% (Steingroever et al., 2013, Table 5).

Better performance across all trials can be partially explained by the availabil-

ity of additional descriptive information from the beginning of the task in the DE

condition, which provided an advantage to participants, and could be used to make

an initial informed choice among the available options. Those in the E condition

lacked any information about the composition of cards within each deck, so their

first selection was necessarily a random uninformed choice between the four decks

available. This advantage can be removed by comparing the behaviour after it has

stabilised. Even after many trials, in the last block of 20 trials, deck selection still

differed significantly between the E and DE conditions, with participants in the

DE condition choosing 23% more often from the advantageous decks than in the E
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condition. At this point, choice behaviour had mostly stabilised in their preferred

choices.

I also expected exploration to reduce when descriptions were available, and

this was observed with lower switching rates in the DE experimental condition.

Switching rates can be seen as proxies for exploration (Ert, Erev, & Roth, 2011), as

individuals who exclusively exploit their preferred option would not need to switch

between the options. In decisions from experience, without descriptions, partici-

pants must learn about the decision environment through exploration and feedback.

If descriptions are present, by providing additional information about the available

options, they offer an alternative avenue for comparing them and finding the most

attractive one, reducing the need for exploration. Exploration still remains however,

as uncertainty is not fully eliminated, and participants still need to confirm that de-

scriptions are true throughout the task. In addition, participants might be exploring

to avoid the boredom of selecting the same alternative repeatedly, or to select a

mixed strategy across their preferred alternatives.

Overall, the presence of descriptions influenced behaviour in a complex task

such as the described IGT. However, I was concerned that the usage of a pre-

determined fixed schedule of outcomes, as in the original IGT, was not being truly

represented by the descriptions. While the descriptions were a true representation

of the frequency of the cards within each deck, there was no mention of the ac-

tual sequence in which the cards appeared, which might have led participants to

believe that cards were shuffled and their order was random. While the original

pre-determined sequence is one of the many potential sequences in which the cards

would appear if the outcomes were truly randomised, the descriptions could have

also provided participants with the actual sequence of cards, since they were previ-

ously known. In order to make descriptions a truer representation of the experience,

in the next experiment I will replace the fixed schedule with a pseudo-randomised

ordering of cards within each deck.
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3.2 Experiment 5

3.2.1 Method

Design

The aim of Experiment 5 was to replicate the results found in Experiment 4, and

confirm that the presence of descriptions influence behaviour in complex tasks with

congruent descriptions. As before, there were two conditions: experience-only (E)

and description-plus-experience (DE). The only alteration to the paradigm was in

the ordering of cards within each deck. Instead of using the original pre-determined

sequence of cards from Bechara et al. (1994), I employed a pseudo-randomised

approach within blocks of 40. This approach should make the experience a truer

representation of the descriptions (see also footnote 1 in Chapter 1). Since the

actual order of cards was not known until the computer randomised it, information

about the sequence could not have been provided in the descriptions to participants.

Participants

100 participants were recruited on-line using Amazon’s Mechanical Turk service

(42 females; age: M=36.7 years, SD=11.8 years), 49 in the experience-only (E)

condition and 51 in description-plus-experience (DE). Participation was restricted

to individuals whose location was defined as in the United States. No participants

were excluded from the analysis. Participants were paid a fixed amount of US$ 0.25

for participating and an additional bonus according to the outcomes of the choices

they made during the experiment, with an average bonus of US$ 0.52 (SD=US$

0.33).2

Task

The task was a replication of Experiment 4, and closely followed the original

IGT (Bechara et al., 1994). Participants in the experience-only (E) condition did

not receive any additional information, while participants in the description-plus-

2Participants in the DE condition received a significantly 78% higher bonus than participants in
the E condition, according to an asymptotic Wilcoxon rank sum test (DE=US$0.66, E=US$0.37,
W=1922, z=4.49, p < .001). In addition, there was no significant difference in bonus between
Experiments 1 and 2 (W=5122.5, z=0.72, p=.76)).
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experience (DE) condition were shown a description of cards underneath each deck.

The only alteration from Experiment 4 was in the ordering of cards within each

deck. In Experiment 4, the order was always fixed and known beforehand, follow-

ing the set sequence from the original IGT study, with each participant observing

the same ordering of cards. In Experiment 5, this pre-determined fixed ordering was

abandoned and replaced with a pseudo-randomised approach (see Section 1.2.1).

The frequency of cards within each deck was the same as in Experiment 4 (Table

3.1), but their order was shuffled. Each participant observed a newly randomised

ordering of cards. Pseudo-randomisation was used to ensure that within each set

of 40 cards, participants experienced the same frequency of cards as that in the de-

scriptions, but in a random order. For example, for Deck D, there would always be

36 cards of +50 and 4 cards of –200 points within each set of consecutive 40 cards,

with a newly randomised order in each set. The actual sequence was not known

until the computer randomised it. The reason for choosing 40 cards is to replicate

the original IGT which was also based on sets of 40 cards. This approach is similar

to using a deck of 40 cards, which is initially shuffled and revealed in order without

replacement. Once all 40 cards of a deck have been shown, the computer would

re-shuffle and start again. The task was self-paced and was completed on average

in 8.82 minutes (SD=4.12).

3.2.2 Results

As before, the main dependent variable was the frequency of cards selected from the

advantageous decks, calculated as the total number of cards selected from decks C

and D for each sequential block of 20 choices (Figure 3.3). They were analysed with

a linear mixed-effects model as in Experiment 4, with the same fixed and random

components.

The main effect of the presence of descriptions was significant, with partici-

pants selecting from advantageous decks significantly more frequently in the DE

condition than in the E condition, across all block of 20 trials on average, with a

large effect size (DE=74.67%, E=54.02%, χ2(1) = 18.49, p < .001,d = 0.82). The

presence of descriptions helped participants identify the advantageous decks and



3.2. Experiment 5 95

●

●
●

●

●

30%

40%

50%

60%

70%

80%

90%

1 2 3 4 5
Blocks of 20 trials

F
re

qu
en

cy
 o

f s
el

ec
tio

ns
 fr

om
 a

dv
an

ta
ge

ou
s 

de
ck

s

● Description+Experience
Experience−only

Figure 3.3: Experiment 5. Evolution of the average frequency of selection of advantageous decks
(Decks C + D), as a percentage of total for each block. Each block contains 20 trials.
Error bars represent the 95% confidence interval around the mean. In Experiment 5 the
order of the cards within each deck was pseudo-randomised, the only change in the task
in comparison to Experiment 4.

select from them more often.

The main effect of block was also significant, with a positive slope (b =

0.023,χ2(1) = 9.69, p = .002), with an increase in selection of advantageous decks

over time (Block1=58.00%, Block5=69.55%, t(392) = 4.03, p < .01,d = 0.57), al-

beit with a smaller effect size when compared to Experiment 4. The interaction be-

tween presence of description and block was not significant (χ2(1) = 0.17, p= .68).

A post-hoc analysis with Tukey adjustments was also performed comparing the

two conditions at the last block: in the last 20 trials, the presence of descriptions led

to a 33% significantly higher selection of advantageous decks, with a medium effect

size (Block5 only: DE=79.41%, E=59.69%, t(211.3) = 3.71, p = .004,d = 0.63).

Even after participants had had a chance to learn about the task experientially, the

presence of descriptions still significantly helped them select from the advantageous

decks more often.

3.2.3 Discussion

The findings from Experiment 4 were replicated in Experiment 5, with very similar

effect sizes for the behavioural impact of the presence of descriptions. Participants

presented with descriptions selected from advantageous decks more often, and ob-
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tained higher financial bonuses.3 In this experiment the descriptions were a truer

representation of the experience, since the actual order of cards was not previously

known, until the computer shuffled and randomised them. Only the frequency of

the cards within each deck was known, but not their ordering. Because of pseudo-

randomisation, the frequency described was an exact representation of the actual

experience, within each set of 40 cards revealed by participants. While in Experi-

ment 4 a true description could have included the actual sequence of cards, this was

not possible in Experiment 5.

Across Experiments 4 and 5, which were complex decisions-from-experience

tasks based around the IGT, the presence of congruent descriptions influenced be-

haviour and helped participants, regardless of whether the sequence of card was

pseudo-randomised or followed the original fixed schedule. These findings initially

appear to go against previous studies using simpler tasks that have shown no influ-

ence of congruent descriptions on behaviour, such as the experiments in the previ-

ous chapter in this dissertation, as well as Lejarraga and Gonzalez (2011). I propose

that it was the increased complexity of the task, with its four options and multiple

outcomes, that led to descriptions being taken into account by participants in these

two experiments, while in previous studies the tasks were simpler, using two op-

tions with fewer outcomes. In the next experiment, I sought to analyse how task

complexity influences the behavioural impact of descriptions in a more controlled

experimental set-up, by creating a task that reconciles my results in Experiments 4

and 5 with those in previous research on description-plus-experience.

3The data from Experiments 4 and 5 were combined into one single analysis to evaluate the
main effect of Experiment as a proxy for the ordering of cards. There was no significant effect of
Experiment (χ2(1) = 0.09, p = .76). There was no significant interaction between Experiment and
presence of descriptions (χ2(1) = 0.02, p = .88). Therefore, the use of a pre-determined schedule
or a pseudo-randomised order of cards had no influence on the selection of advantageous decks
overall (Exp4=65%, Exp5=64%), or on the impact of descriptions (E: Exp4=56%, Exp5=54%,
t(196) = 0.41, p = .68; DE: Exp4=74%, Exp5=75%, t(196) = 0.12, p = .91). The combined im-
pact of descriptions across the two experiments was significant, with a large effect size (E=55%,
DE=74%, t(196) = 5.98, p < .001,d = 0.85).
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3.3 Experiment 6

3.3.1 Method

Design

In the first two experiments in this chapter I observed the influence of descriptions

in a relatively complex task, and considered the contrast between my results and

those obtained in previous research using simpler tasks. In the current experiment

I manipulated complexity directly. The aim was to start with simple tasks, similar

to those used in earlier description-plus-experience research, and then to increase

the complexity within the same experimental framework, therefore directly observ-

ing how task complexity moderates the influence of descriptions on behaviour. To

achieve this, Experiment 5 was modified by manipulating the complexity of the

task while maintaining the same basic set-up of selecting cards from different decks

with and without descriptions throughout. The task followed a 3 × 3 × 2 between-

subjects experimental design. I controlled task complexity across two different di-

mensions: the number of decks of cards available for participants to choose, which

was 2, 4, or 6; and the number of potential outcomes within each choice (i.e., the

number of different types of card that composed each deck), which was also 2, 4, or

6. This created a matrix of 3 × 3 tasks (see Figure 3.5 on page 101). Within each

cell of this matrix, participants were given either an experience-only task (E), with

no descriptions, or a description-plus-experience task (DE), with descriptions.

When comparing the complexity of this experiment with the previous ones,

Experiments 4 and 5 closely matches the central cell of the new experimental ma-

trix of Experiment 6. The previous experiments, based on the IGT, had a total of

14 potential outcomes across its 4 different choices, each choice having an average

of 3.5 outcomes. The central cell in the new experiment has a total of 16 outcomes

split across 4 different choices with 4 outcomes each (see Table 3.2). Therefore

the new experiment creates both a simpler task (2 choices × 2 outcomes) and a

more complex task (6 choices × 6 outcomes) in comparison to Experiments 4 and

5 (4 choices × 3.5 outcomes on average). The simplest task of the new experi-
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ment, with 2 choices and 2 outcomes is similar to previous research in the field of

description-plus-experience, such as the ones in Chapter 2. The most complex task,

with 6 choices and 6 outcomes is considerably more complex than what has been

researched before in this field.

The reason for expanding the experiment into highly complex tasks is because

I believe that the relationship between task complexity and the influence of descrip-

tions is non-monotonic. As observed in earlier research, in simple tasks, descrip-

tions have no perceptible influence on behaviour (see Chapter 2). In Experiments

4 and 5, I noticed that by increasing task complexity, descriptions provide useful

information to participants and assist behaviour, because the task is now more com-

plex and learning experientially is no longer trivial. However I also believe that

when the task becomes overly complex, the descriptive information becomes exten-

sively verbose in order to explain it, and therefore also difficult to decipher. In this

case, I expected overall performance to suffer in the experience-only condition, and

also did not expect much improvement due to the addition of description.

Participants

540 participants were recruited on-line using Amazon’s Mechanical Turk service

(239 females; age: M=33.2 years, SD=10.1 years), 30 in each experimental condi-

tion. Participation was restricted to individuals whose location was defined as in the

United States. No participants were excluded from the analysis. Participants were

paid a fixed amount of US$ 0.25 for participating and an additional bonus according

to the outcomes of the choices they made during the experiment, with an average

bonus of US$ 0.44 (SD=US$ 0.32).4

Task

The task closely followed Experiment 5, with randomised outcomes, apart from

changing the number of options available and number of potential outcomes from

each option. Each participant was allocated to a single experimental condition

4Participants in the DE conditions received a significantly higher bonus than participants in
the E condition, according to an asymptotic Wilcoxon rank sum test (DE=US$0.50, E=US$0.39,
W=44825, z=4.47, p < .001).



3.3. Experiment 6 99

Figure 3.4: Screenshot of the first trial of Experiment 6 in the 4-deck × 4-outcome condition with
description-plus-experience (DE). In the 2-deck condition only the two middle card
positions were used, while in the 6-deck condition an additional two cards were shown
in the leftmost and rightmost empty spaces. The order of the decks and the patterns on
the back of each deck were randomised. In this example, from left to right, the decks are
D, F, A, and C. Descriptions were not shown in the E condition, and the second sentence
in the title was also changed to “Each deck contains a different combination of cards”.

across number of decks, number of outcomes, and presence of descriptions. Par-

ticipants were presented with either 2, 4, or 6 decks of cards. A total of 6 decks

of cards were created, named A to F for analysis (Table 3.2). Participants in the

2-deck condition were presented with decks A and D; participants in the 4-deck

condition were presented with decks A, B, D, and E; and all decks were presented

to participants in the 6-deck condition. The order of presentation of the decks was

randomised, as well as the patterns on the back of the decks. Decks of cards were

shown side by side, with the 2- and 4-deck conditions using only the central 2 and

4 positions, respectively (Figure 3.4). To ensure that participants could see all the

decks at the same time, the size of the window used was recorded, and no participant

had a window size smaller than the minimum required.

Each deck had either 2, 4, or 6 potential outcomes according to the experi-

mental condition. In contrast to Experiment 5 in which each deck had a different

number of outcomes, resembling the payoff schedule of the original IGT, all decks

in Experiment 6 had the same number of outcomes within each condition (either

2, 4, or 6 outcomes). The outcomes within each deck were adapted from Chiu and
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Table 3.2: Schedule of outcomes used in Experiment 6, written as pairs of “probability:
points”. In the 2-choice conditions, decks A and D were used. In the 4-choice
conditions, decks A, C, D and F were used. In the 6-choice conditions, all decks
were used. The actual description text presented to participants followed that of
Experiments 4 and 5, in the form of “–% of cards: – pts”. The expected value
for each individual card in decks A, B, and C was –25 points, and in decks D, E,
and F it was +25 points.

2 outcomes
Deck A Deck B Deck C Deck D Deck E Deck F

50%: +200 70%: +200 85%: +200 50%: +100 70%: +100 85%: +100
50%: –250 30%: –550 15%: –1300 50%: –50 30%: –150 15%: –400
4 outcomes
Deck A Deck B Deck C Deck D Deck E Deck F

50%: +200 70%: +200 85%: +200 50%: +100 70%: +100 85%: +100
20%: –50 10%: –150 5%: –750 20%: –25 10%: –50 5%: –200
20%: –250 10%: –550 5%: –1300 20%: –50 10%: –150 5%: –400
10%: –650 10%: –950 5%: –1850 10%: –100 10%: –250 5%: –600
6 outcomes
Deck A Deck B Deck C Deck D Deck E Deck F

20%: +255 30%: +250 40%: +280 20%: +135 30%: +125 40%: +140
20%: +200 30%: +200 25%: +200 20%: +100 30%: +100 25%: +100
10%: +90 10%: +50 20%: +40 10%: +30 10%: +25 20%: +20
20%: –50 10%: –150 5%: –750 20%: –25 10%: –50 5%: –200
20%: –250 10%: –550 5%: –1300 20%: –50 10%: –150 5%: –400
10%: –650 10%: –950 5%: –1850 10%: –100 10%: –250 5%: –600

Lin (2007) and are shown in Table 3.2. Decks A, B and C have a negative expected

value of -25 points for each card, while decks D, E and F have a positive expected

value of +25 points for each card. Hence decks A, B and C were considered the

disadvantageous decks, and decks D, E and F were considered the advantageous

decks. The schedule of outcomes was pseudo-randomised in sets of 20: within each

20 cards, there was a full representation of all cards for that deck, in the correct

proportions, but in randomised order. For example, for Deck A with 2 outcomes,

there would always be 10 cards of +200 and 10 cards of -250 within each set of

consecutive 20 cards, with a newly randomised order in each set. Participants were

either given description-plus-experience or experience-only. Each participant made

100 selections and the task was completed on average in 8.4 minutes (SD=4.1).
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3.3.2 Results

The main dependent variable was the frequency of cards selected from the advanta-

geous decks, calculated as the total number of cards selected from decks D, E and

F for each sequential block of 20 choices (Figure 3.5). It was analysed with a linear

mixed-effects model as in Experiments 4 and 5. The between-subjects conditions

were the number of decks (2, 4, or 6), the number of outcomes in each deck (2, 4,

or 6), and the presence or absence of descriptions (E or DE). The within-subjects

conditions were the blocks of 20 choices each, as categorical variables. The model

also contained a random intercept and a random block slope for each participant.

Post-hoc analyses were Tukey adjusted.
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Figure 3.5: Experiment 6. Evolution of the average frequency of selection of advantageous decks
(Decks D + E + F), as a percentage of total for each block. Each block contains 20 trials.
Each data point represents an average of 30 participants, for a total of 60 participants in
each plot. Error bars represent the 95% confidence interval around the mean.

The main effect of the presence of descriptions was significant, with par-

ticipants selecting from advantageous decks significantly more frequently in the

DE condition than in the E condition, on average across each block of 20 trials
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(DE=63.47%, E=55.90%, χ2(1) = 14.72, p < .001,d = 0.33). The presence of

descriptions helped participants identify the advantageous decks and select from

them more often. There was also a significant main effect of number of decks

(χ2(2) = 22.18, p < .001), indicating that an increase in task complexity, as mea-

sured by number of decks, led to a decrease in selection from advantageous decks,

as the task became harder and it was more difficult to identify the advantageous

decks (2-decks: 66.40%, 4-decks: 57.60%, 6-decks: 55.05%). There was no sig-

nificant main effect of number of outcomes (χ2(2) = 3.53, p = .17), with no influ-

ence of number of outcomes on selections from advantageous decks (2-outcomes:

61.70%, 4-outcomes: 60.65%, 6-outcomes: 56.70%). There was a learning ef-

fect, leading to performance improvement over time, as seen by the main effect

of block, with a positive slope (b = 0.021,χ2(1) = 62.75, p < .001), confirmed

by a post-hoc analysis that showed higher selection of advantageous decks in the

last block when compared to the first block (Block1=53.25%, Block5=63.85%,

t(2,234.5) = 9.64, p < .001,d = 0.59).

To further elucidate what drives the influence of descriptions, I analysed the

2-way interactions between descriptions and the two complexity manipulations sep-

arately. The interaction between number of outcomes and presence of descrip-

tion was significant (χ2(2) = 8.27, p = .016). In a post-hoc analysis for number

of outcomes, the largest difference in selection of advantageous decks between

E and DE were observed in the middle 4-outcome condition, a smaller but still

significant difference in the 2-outcome condition, and no significant difference in

the 6-outcome condition (DE–E difference in each condition: 2-outcomes=9.95%,

t(558.6) = 2.92, p = .004,d = 0.44; 4-outcomes=13.40%, t(558.6) = 3.92, p <

.001,d = 0.58; 6-outcomes=–0.65%, t(558.6) = 0.18, p = .85,d = 0.06). There

was no significant interaction between number of decks and presence of descrip-

tion (χ2(2) = 4.51, p = .10). In a post-hoc analysis for number of decks, the same

pattern of a larger difference in selection of advantageous decks between E and DE

was observed in the middle 4-deck condition (DE–E difference in each condition:

2-decks=3.11%, t(558.6) = 0.91, p = .36,d = 0.14; 4-decks=12.26%, t(558.6) =
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3.56, p < .001,d = 0.53; 6-decks=7.37%, t(558.6) = 2.16, p = .03,d = 0.32).

None of the other 2-, 3-, and 4-way interactions were significant (all ps≥ .07).

In particular, as in Experiment 4, an interaction between presence of description and

block was not present (χ2(1) = 0.55, p = .46), which would indicate no difference

in learning due to the presence or absence of descriptions. In other words, changes

in selections of the advantageous options progressed similarly across blocks regard-

less of the presence or absence of descriptions.
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Figure 3.6: Experiment 6. Average frequency of selection of advantageous decks (Decks D + E + F)
in the last 20 trials (Block 5). Error bars represent the 95% confidence interval around
the mean.

To exclude the effect of learning, and to focus on more stable behaviour, a

post-hoc analysis was performed at the last block only (Figure 3.6), with Tukey

adjustments. In the last 20 trials, the presence of descriptions led to an overall

16% significant increase in the selection of advantageous decks, with a medium ef-

fect size (Block5 only: DE=68.50%, E=59.20%, t(1,178.6)=3.84, p=.005, d=0.33).

The small difference and low effect size hide the underlying interactions between

the complexity manipulations and the presence of description. The influence of de-

scription was highest in the middle condition for number of outcomes (Block5 only,

DE–E difference in each condition: 2-outcomes=10.85%, t(1,178.6)=2.59, p=.01,

d=0.39; 4-outcomes=18.65%, t(1,178.6)=4.46, p < .001, d=0.67; 6-outcomes=-

1.70%, t(1,178.6)=0.41, p=.68, d=0.06). The influence of description was also high-

est in the middle condition for number of decks (Block5 only, DE–E difference in
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each condition: 2-decks=8.40%, t(1,178.6)=2.01, p=.05, d=0.30; 4-decks=11.65%,

t(1,178.6)=2.79, p=.005, d=0.42; 6-decks=7.70%, t(1,178.6)=1.85, p=.07, d=0.28).

A non-monotonic inverted U-shaped pattern of influence of description across both

complexity manipulations was observed (Figure 3.7).
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Figure 3.7: Experiment 6. Difference in frequency of selection of advantageous decks (Decks D + E
+ F) in the last 20 trials (Block 5) due to the presence of description (DE–E). The values
for the significance level (p-values) and effect size (Cohen’s d) for each difference are
shown next to each data point. The highest influence of description can be observed in
the middle condition: 4-decks x 4-outcomes.

3.3.3 Discussion

The same overall influence of the presence of descriptions observed in Experiments

4 and 5 was replicated in Experiment 6. As before, participants who were presented

with descriptions selected from the advantageous decks 14% more often than partic-

ipants who did not receive descriptions. These figures are lower than the comparable

results in Experiments 4 and 5 because they hide the intricate underlying relation-

ship between task complexity and the influence of descriptions, which followed a

non-monotonic inverted U-shaped pattern (Figure 3.7), as predicted.

In simple tasks, in which the payoffs were relatively easy to learn experien-

tially, participants did not benefit from the presence of descriptions. They performed

well with experience alone, finding the advantageous decks, and performance did

not improve significantly by adding descriptions. This lack of influence from de-

scriptions in simple tasks replicated findings in previous similar research using two

alternatives (Lejarraga & Gonzalez, 2011). In very complex tasks, the payoff struc-

ture was not only considerably more difficult to learn experientially, but it also re-
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quired very long and verbose descriptions. Reading, analysing, and deciphering the

written descriptions very likely presented a substantial cognitive challenge. In these

situations, participants were not as proficient in finding the advantageous decks as

in the simpler tasks, leading to lower performance via experience alone, and com-

plicated descriptions did not provide any significant assistance.

It was in the medium complexity tasks that descriptions most helped partici-

pants. In the middle cell of Experiment 6 (4 choices × 4 outcomes), descriptions

led to a 39% increase in overall selections of advantageous decks (43% in the last

block), and an 82% increase in the final financial bonus, the highest across all con-

ditions and similar to the results from Experiments 4 and 5, which closely matches

this task in terms of overall complexity. These medium complexity tasks were too

complex to be learned via experience alone, but not overly complex to be described

succinctly and for these descriptions to be analysed by and provide useful informa-

tion to participants. Descriptions are most influential in decision making when they

provide additional information to participants that cannot be as easily and efficiently

gathered in a timely fashion via experience alone.

3.4 Cognitive modelling
In order to theoretically model the role of descriptions in decisions from experi-

ence, and their interaction with task complexity, a set of cognitive computational

models was fitted to the experimental data. My aim was to evaluate how descrip-

tions influence traditional reinforcement learning models, and how the descriptive

information is represented and integrated into the decision-making process.

I started by fitting a reinforcement learning (RL) model to the observed hu-

man behaviour in the experience-only conditions of Experiment 6. RL models

that rely solely on experience via feedback have been extensively and successfully

used to explain behaviour in decisions from experience in the past (Erev & Bar-

ron, 2005; Yechiam & Busemeyer, 2008; Yechiam & Ert, 2007), and the IGT is a

paradigm commonly explored with these models (Ahn et al., 2008; Busemeyer &

Stout, 2002; Dai et al., 2015; Worthy et al., 2013; Yechiam & Busemeyer, 2005).
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Based on their past performance in similar tasks, I would expect RL models to fit

my behavioural data well in the experience-only conditions of the current experi-

ments. With regards to tasks combining descriptions and experience, Lejarraga and

Gonzalez (2011) have shown that a simple RL model can also explain behaviour

well in simple tasks with descriptions, and I expect to replicate their findings here

in my simple tasks. However, given the observed difference in behaviour when

description was added to the these paradigms in more complex tasks, and my pre-

vious modelling efforts (see Chapter 2), I predict that traditional experience-only

RL models will perform poorly in the description-plus-experience conditions. As

shown here by the observed empirical results, descriptions can sometimes influence

behaviour and can provide additional useful information for participants to perform

better in their tasks. These situations should be conducive for a model that combines

descriptions and experience.

Below, I present a description-plus-experience model that combines both de-

scriptive and experiential information, which should help explain the observed dif-

ferences in behaviour in the description-plus-experience conditions. My previous

attempt at a description-plus-experience model combined the two sources of infor-

mation with different weights, and the weights determined the importance given to

each source depending on the experimental condition (see Chapter 2). Since the

influence of descriptions in Experiment 6 appeared to have been moderated by the

complexity of the task, I will vary these weights according to a complexity mea-

sure, based on entropy. In comparison with traditional experience-only RL models,

I expect the description-plus-experience model to provide a better fit for the ob-

served human behaviour in description-plus-experience tasks, in particular in more

complex tasks, with little or no difference in the simpler tasks.

3.4.1 The Models

The aim of fitting a cognitive model to the data was to assess and formalise how

the two sources of information, descriptive and experiential, are combined. Two

models were fitted to the behavioural data: an experience-only prospect-valence

learning (PVL) model and a description-plus-experience adaptation of that model
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(D-PVL). The PVL model is a reinforcement-learning model that relies on experi-

ential information alone, using the feedback provided after each trial (Ahn et al.,

2008; Fridberg et al., 2010). The D-PVL model built upon that, combining the

experience-only RL component from the PVL model with a representation of the

descriptive information. The descriptive component was calculated as the expected

value of the information presented to participants underneath each choice. The two

sources of information were combined using a weight, which was determined via

entropy, a proxy for task complexity. Crucially, the experiential part of the D-PVL

model was based around the same RL model as the PVL model. Therefore the D-

PVL model added descriptions to a traditional experience-based RL model, and I

was particularly interested in how this integration was performed. I start by describ-

ing the PVL model, which formed the basis of both models.

3.4.2 Experience-only model (PVL)

The models were built upon one successful RL model from the literature, a

prospect-valence learning (PVL) model using a prospect-theory utility function and

a delta-learning rule. This model has been extensively and efficiently used in the

decisions-from-experience literature, in particular using the IGT, and shown to per-

form better than competing models when fitting experimental data to simulated par-

ticipants, which is the approach used here (Ahn et al., 2008; Ahn, Krawitz, Kim,

Busemeyer, & Brown, 2011; Dai et al., 2015; Fridberg et al., 2010; Worthy et al.,

2013; Yechiam & Busemeyer, 2005, 2006).

Firstly, observed payoffs are evaluated by a prospect-theory type of utility

function (Kahneman & Tversky, 1979), U(·), defined as:

U(r j(t)) =

(r j(t)/100)α , if r j(t)> 0.

−λ (−r j(t)/100)β , if r j(t)< 0.

where r j(t) is the payoff received from option j at time t. Payoff values were divided

by 100 to reduce the magnitude of the observed feedback and realign them closer to

their monetary payoffs. The free parameters α and β , both ranging between 0 and
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2, determine the curvature of the value function for positive and negative payoffs,

respectively. Lower values of α and β reduce the distances between extreme values

of payoffs, while higher values magnify the distances. The loss aversion parameter,

λ , is the free parameter (0≤ λ ≤ 10) that determines higher sensitivity to losses in

comparison to gains. The higher the value of λ , the higher the importance given to

losses over gains.

Secondly, expectancies for the value of rewards for each option are formed

via a learning rule, which integrates the experienced feedback after each trial. The

learning rule used was a delta rule, which uses a learning rate that determines how

much the new information gathered via feedback, in the form of prediction error,

influences the updating of the expectancies at each trial (Speekenbrink & Konstan-

tinidis, 2015; Konstantinidis, Ashby, & Gonzalez, 2015; Sutton & Barto, 1998;

Yechiam & Busemeyer, 2005, 2006). Feedback observed is integrated after each

trial, to arrive at the experienced expectancy E j(t) for option j at time t:

E j(t) = E j(t−1)+φ ·δ j(t) · [U(r j(t))−E j(t−1)],

where φ is the free learning rate parameter (0 ≤ φ ≤ 1), which is a weight given

to new information observed, with lower values resulting in slower learning. The

variable δ j(t) is a dummy variable, which is equal to one if option j was chosen

on trial t, and zero otherwise. The model only updates the value E j(t) of an option

when that option has been selected and its feedback has been observed. When the

option has not been selected, the E j(t) remains unchanged. The initial value for E j

was set to zero.5

Finally, the model-predicted probability of selecting a given option j at time t is

determined by a time-dependent Softmax rule (Sutton & Barto, 1998) that combined

the expected values E j across all options J:

5Attempts to change this to the value of descriptions, D j, in the description-plus-experience
model, led to worse fitting models, as it resulted in more constant behaviour over time with a flatter
curve. This is likely due to the participants exploring their options in the beginning of the task even
when descriptions were present, a behaviour that would have been suppressed by a model with a
non-zero starting E j.
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P̂jt =
eΘ·E j(t)

∑J eΘ·EJ(t)
,

where Θ is the choice sensitivity. If Θ = 0, the model randomly guesses between

the options regardless of their expectancies, while higher values of Θ will lead to

more deterministic maximisation behaviour. Θ itself is time-dependent and varies

according to t, and is determined by the free parameter θ , (0≤ θ ≤ 2):

Θ = (t/10)θ ,

this allows choice sensitivity to increase over time, making selections more random

in the beginning and more deterministic as time progresses, to reflect the natural

tendency of individuals to explore more in the beginning of tasks and less as the

task progresses and they have gathered more information from the environment.

Values of θ below 1 make the shape of the choice sensitivity over time concave,

while values above 1 make it convex, and linear when θ = 1.

3.4.3 Description-plus-experience model (D-PVL)

In the description-plus-experience (D-PVL) model, a representation of descriptions

for each choice j, D j, was combined with the experience, E j, at each trial t, as

follows:

ED j(t) = ωc ·D j +(1−ωc) ·E j(t).

The experience component, E j(t), was calculated using the same PVL ap-

proach as in the experience-only model, although new parameters were fitted. A

representation of the descriptive information is included via D j as the subjective

expected value of the descriptive information for choice j, calculated using cu-

mulative prospect theory (CPT), based on the descriptions provided to participants

underneath each alternative. According to Tversky and Kahneman (1992), the CPT

value is calculated using a value and a probability-weighting function, W (·) and

U(·) respectively,
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D j = ∑
m

W (p jm)U(v jm),

where p jm are the probabilities and v jm are the potential values for each outcome m

of option j. U(·) is the same function as defined above for the PVL model, using

the same parameters. W (·) is the probability weighting function, defined as:

W (p) =
pγ

(pγ +(1− p)γ)
1
γ

,

where γ is the free parameter (0 ≤ γ ≤ 2) that determines the sensitivity to proba-

bilities via the curvature of the probability weighting function. Values of γ below 1

lead to overweighting of rare events, while values above 1 lead to underweighting

of rare events.

Experience, E j(t), and description, D j, are combined using ωc which deter-

mines the weight given to description, and its compliment given to experience (see

Chapter 2). The ωc weight changes according to experimental condition c, and is

calculated as follows:

ωc = 1− e(−ξ/Sc),

where ξ is a free parameter which determines the strength of the weight given to

descriptions (0 ≤ ξ ≤ 3), divided by the entropy Sc, for each condition c, which

was calculated according to the choices available to participants. Entropy has been

used before to quantify task complexity, with higher entropy associated with higher

complexity (Swait & Adamowicz, 2001). According to the weighting formula used,

the weight given to descriptions decreases when entropy increases, therefore ωc is

higher in simpler experimental conditions such as 2× 2 and lower in more complex

ones such as 6 × 6. An exponential relationship was used to ensure that the weight

ωc remained bounded between 0 and 1, regardless of the values of Sc.

Entropy for condition c, denoted by Sc, was calculated in two different ways,

and the two approaches will be compared in the results section. Entropy was ini-

tially defined according to the probabilities displayed to participants in the descrip-
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tions:

Sc =−∑
jm
[p jm · log2(p jm)],

for all probabilities p jm for every outcome m of option j for that condition.

However while this approach provided a relatively good fit, it did not provide

the best fit to the observed behavioural results. I believe this is because the basic

RL model with partial feedback already captures some of the idiosyncrasies of hav-

ing different numbers of alternatives from which to choose. The more alternatives

available, the less an individual learns about the environment after each selection,

since only information about one choice is revealed at each trial. These findings

will be discussed in more detail in the results section below.

I therefore propose an alternative approach to calculating entropy. I divided the

total entropy for each condition by the number of alternatives, or number of decks

of cards, in that condition, denoted as Ac, which resulted in an average entropy per

alternative:

S′c =−
1
Ac

∑
jm
[p jm · log2(p jm)].

Alternatively, S′c can be considered as the entropy of one of the alternatives,

chosen randomly between the ones that were available. The model using this av-

eraging entropy approach will be denoted as D-PVL′. As an example, the value

of S′c for the simplest condition in Experiment 6, condition 2 × 2, which had

two options and each option had two outcomes with 50% probability each, was

S′c =−1/2 ·(0.5 · log2(0.5)+0.5 · log2(0.5)+0.5 · log2(0.5)+0.5 · log2(0.5)) = 1.0.

In comparison, entropy for the middle condition, 4 × 4, was S′c = 1.3, and for the

most complex condition, 6 × 6, it was S′c = 2.3. S′c was mostly influenced by the

number of alternatives. In comparison, the values for the total Sc were higher, and

increased much faster as task complexity increased.

The same Softmax choice rule from the PVL model is used for the D-PVL

models, replacing E j with ED j, although as before, new parameters are fitted.
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3.4.4 Model fitting

Data sets containing 100 simulated participants were generated for each of the 9

experimental conditions in Experiment 6 (number of decks: 2, 4, or 6 × number

of outcomes: 2, 4, or 6), with the same pseudo-randomised methodology used to

generate actual data sets for the experiments in blocks of 20.

I started by fitting the experience-only PVL model to the observed human be-

haviour in the 9 different experience-only (E) experimental conditions of Exper-

iment 6. This model was not allowed to take into consideration the descriptive

information, as the participants also did not have access to any descriptions. A total

of 900 modelled simulated participants were confronted with 270 observed human

participants. All simulated participants across all underlying experimental condi-

tions shared the same set of free parameters. The best fit parameters were found

by minimising the multinomial negative log-likelihood (LL) between the average

observed proportions of choice from each deck and the average model-predicted

proportions for each of the individual conditions separately, with each condition

receiving the same weight (Erev & Barron, 2005):

LLc =−2∑
jt

ln
(

Nc!
∏n jt!

∏(P̂jt)
n jt

)
where Nc is the total number of participants in each condition, n jt is the number of

participants who chose option j at trial t, and P̂jt is the model-predicted probability

of choosing option j at trial t.

To allow for behavioural differences between the E and DE experimental con-

ditions, I also fitted the PVL model to the DE conditions in Experiment 6. Any

changes in the parameters could be explained by a different approach that individu-

als might have taken towards the task when description was available. However this

model still does not allow for the descriptive information itself to be integrated into

the decision-making process. I check if the descriptive information was used by par-

ticipants by fitting the two alternative D-PVL models (with total entropy and with

average entropy) against the description-plus-experience (DE) experimental condi-

tions of Experiment 6. The same 100 simulated participants were used as above, but
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now the model was also allowed to take into account the descriptive information,

since this was available to participants. The D-PVL models were fitted in the same

way as the PVL model above against the observed human behaviour, minimising

the LL.

Because of the different number of parameters between the models, the

Bayesian Information Criterion (BIC), which penalises for additional parameters,

was calculated to compare the models, BICc = LLc+ f · ln(N), where f is the num-

ber of free parameters and N is the number of fitted observations for each evaluation

(100 trials). Lower BIC values represent better fitting models. The mean BICc is

reported, which is the mean across all 9 conditions.

3.4.5 Model Evaluation and Results

Three models were evaluated, with four sets of parameters fitted in total: the

experience-only PVL model, which did not account for the influence of descriptive

information, with five free parameters, was fitted twice, against human behaviour

in the E (called PVLe) and the DE conditions (PVLde), separately, allowing for

two sets of different parameters; and the two description-plus-experience (D-PVL)

models, one with total entropy and one with the alternative average entropy ap-

proach (D-PVL′), which combined both descriptive and experiential information,

both with seven free parameters, were fitted against human behaviour in the DE

conditions only.

The results of the model fitting analysis were in line with the behavioural

results (Figure 3.8). The PVLe model fitted against the human behaviour in the

E experimental conditions proved a relatively good fit (mean BIC by condition

MBIC = 1,283). This model was considerably better than a base model, which ran-

domly selects decks of cards at each trial among the available options, returning an

MBIC = 1,484 in the E conditions. As expected, when comparing the PVLe model

to the human behaviour in the DE conditions, the fit was substantially worse over-

all (MBIC = 1,403). This is because of the behavioural differences observed in the

experiment, likely a result of the introduction of descriptive information, while the

model was not allowed to integrate that new information. It was still better than
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Figure 3.8: Comparison of observed human data, and the three cognitive models fitted against them,
for each of the 18 experimental conditions. The experimental conditions above each
cell can be identified as number of decks × number of outcomes followed by E for
experience-only and DE for description-plus-experience. The text within the cells iden-
tify which was the best fitting model for that particular condition (only one PVLe model
was fitted against the E conditions). The best-fitting model overall was the alternative D-
PVL′ model using the average entropy approach, in particular in the higher complexity
conditions. In medium-complexity conditions, the total entropy model D-PVL provided
a better fit. The PVL models fitted better in one condition each, both simpler conditions.

the random behaviour base model in the DE conditions (MBIC = 1,624). The higher

random BIC for the base model in the DE conditions indicates that participants were

behaving less randomly when description was present, and therefore a model that

predicts random behaviour is a poorer predictor of human behaviour in the DE con-

dition, but a better predictor in the E conditions, when participants were behaving

closer to random.

The fit results were substantially improved by refitting the experience-only

model to the behaviour in the DE conditions (PVLde), with new parameters (MBIC =

1,316), as show in Table 3.3. The new PVLde model still did not include any de-

scriptive information, and relied on experience alone. While the original parameters

fitted against the E conditions would provide a poor prediction for behaviour in the



3.4. Cognitive modelling 115

DE conditions, the newly fitted parameters accommodate for some of the differ-

ences in observed behaviour. This could be a result of over-fitting, and will be

checked in a cross-validation generalisation analysis against Experiments 4 and 5

in the next section.

Table 3.3: Best fit parameters of the three cognitive models, PVL (fitted twice, against
E and DE observed human data in Experiment 6), D-PVL and D-PVL′ (fit-
ted against DE data only), and mean BICs. Lower BICs represent better fits.
n.a.=not applicable.

Free parameter Exp. only Exp. only Description+ Alternative
E data Refit DE

data
Experience Descr.+Exp.

(PVLe) (PVLde) (D-PVL) (D-PVL′)
α (curvature of pos. values) 1.23 0.51 1.60 1.26
β (curvature of neg. values) 0.44 0.47 0.53 0.60
λ (weight of neg. values) 1.83 1.82 9.58 2.73
γ (curvature of probabilities) n.a. n.a. 0.92 0.84
φ (learning rate) 0.31 0.27 0.02 0.06
θ (choice sensitivity) 0.14 0.06 0.22 0.20
ξ (description’s weight) n.a. n.a. 0.59 2.12
No. of free parameters 5 5 7 7
Mean BIC 1,403 1,316 1,294 1,271
No. of conditions best fit 1 1 3 4

Finally, by fitting the D-PVL model that was allowed to take descriptions into

account, and using total entropy to moderate the weights given to description, there

was an additional improvement in the fit against the DE conditions, with a 2% re-

duction in BIC (MBIC = 1,294), compared to the PVLde model. The alternative

model D-PVL′, using the average entropy approach, resulted in an even better fit

(MBIC = 1,271), with an additional 2% reduction in BIC. While the parameters

did not change across experimental conditions, the results can be split according

to them, and verify in which conditions each model performed better. The D-PVL

models were the best performing models with lower BICs in 7 out of the 9 exper-

imental conditions, in particular the conditions with higher task complexity. The

two conditions in which they were outperformed by the PVL models were both 2-

deck conditions (with 2 and 6 outcomes). In these relatively simple 2 × 2 and 2

× 6 conditions, the experience-only PVL model proved a better fit for the observed
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behaviour, replicating the finding from Lejarraga and Gonzalez (2011), who also

showed that a simple experience-only RL model without descriptions provided a

good fit for human behaviour in simple tasks. It is only in more complex tasks,

where I predicted that descriptions would be more useful for participants, that the

D-PVL models outperformed the PVL models.

The alternative model using average entropy, D-PVL′, returned considerably

better fits in comparison to the total entropy D-PVL model. Average entropy can

be interpreted as the entropy of a single alternative, or deck of cards, selected at

random from the ones available. Because all the alternatives in my paradigms con-

tained the same number of potential outcomes, their average entropies did not differ

considerably. Comparing the models using Schwarz weights (Wagenmakers & Far-

rell, 2004) showed a strong preference for D-PVL′, with w(BICDPV L′) > .9999,

which can be interpreted as the probability that this is the best model among the

models presented here (Lewandowsky & Farrell, 2011). I believe that employing

average entropy as a moderator of weights given to descriptions yielded better fitting

models because the experience component of my models (E j) already incorporated

the deleterious influence of additional alternatives, but it is not influenced by the

number of outcomes. The performance of traditional experience-only RL models

already deteriorates considerably when dealing with a larger number of alternatives

(Konstantinidis et al., 2015). This is specially the case when only partial feedback

is available, as the RL model can only update the expectancy of the most recently

selected alternative, for which feedback was presented. This results in a smaller

reduction of uncertainty about the environment after each trial when more alterna-

tives are available, slowing down the differentiation between the alternatives and,

consequently, the ability to identify the better ones. Similar patterns were shown

by Ashby et al. (2017). When there are only two options, with each selection, half

of the alternatives are updated. With six options, only one sixth is updated. There-

fore it takes longer to reduce uncertainty with a traditional RL model when there

are more alternatives. There is no similar mechanism for number of outcomes from

each alternative, with the RL model incorporating new information in the same
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manner regardless of the number of outcomes. Traditional RL models such as the

ones used here are therefore sensitive to number of alternatives but insensitive to

number of outcomes. Therefore I believe that by adding an entropy measure that

is mostly related to the number of outcomes, not alternatives, I have breached this

remaining gap in the D-PVL models, without taking into consideration the effect of

number of outcomes twice, which is the case when total entropy is used.

Since I observed a non-monotonic U-shaped curve in the relationship between

presence of description and task complexity in the human behaviour from Experi-

ment 6, a cognitive model that captures human behaviour appropriately should also

replicate that finding. I compared the modelled predictions for the last block of

trials for the PVLe and the D-PVL′ models (Figure 3.9). The inverse U-shaped pat-

tern that was observed in the human behaviour was also replicated with cognitive

models. Increasing the number of outcomes increased the entropy monotonically,

but influence of description, moderated by a weight determined by the inverse of

entropy, was non-monotonic.
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Figure 3.9: Difference between selection of advantageous decks as predicted by the cognitive mod-
els and human behaviour, for each experimental condition, in the last block of 20 trials.
The modelled difference is the prediction of the experience-only model subtracted from
that of the description-plus-experience model.

The best fit parameters were relatively consistent across the different models

(Table 3.3). A few parameters changed in reaction to the presence of descriptions. In

particular, the learning rate φ was lower in the D-PVL′ model (φDPV L′ = 0.06) com-

pared to the PVLe model (φPV Le = 0.27). As participants had access to descriptive

information, they did not need to learn as much from feedback after every trial, and
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updated their expectancies more slowly in the reinforcement learning component of

the model. I also observed that the weight given to negative rewards λ , was higher

in the D-PVL′ model (λDPV L′ = 2.73) than in the PVLe model (λPV Le = 1.83). I

believe that this is due to the increased relevance of losses when constantly pre-

sented in textual descriptions, as they appear more salient and ever-present than

the occasionally observed feedback, similar to the “mere presentation” effect (Erev,

Glozman, & Hertwig, 2008). The choice sensitivity parameter θ was higher in the

D-PVL′ model (θDPV L′ = 0.20) than in the PVLe model (θPV Le = 0.14). Higher

choice sensitivity translates into more deterministic behaviour, and it is likely that

the presence of descriptions reduced uncertainty, and allowed participants to be

more secure in their decisions, behaving less randomly in their choices. Finally, the

weights given to description for the D-PVL′ model, based around the best fitting ξ

parameter and calculated according to the ωc formula above with average entropy,

varied between 0.57 for the most complex conditions and 0.92 for the simplest con-

ditions.

3.4.6 Cross-validation with the IGT

I also ran a cross-validation analysis of the models fitted against Experiment 6 on the

observed human data from Experiments 4 and 5, using the original parameters with-

out refitting, to confirm if my findings could be generalised. I simulated the model

predicted outcomes with the parameters from Table 3.3 using the IGT paradigms

from Experiments 4 and 5, and compared it against the observed human behaviour

(Figure 3.10). One hundred simulated participants were created using the outcomes

from the IGT, both using a fixed schedule and a random schedule. Because no new

parameters were fitted, the BIC values shown here have a penalty factor f = 0 for

all models. The PVLe model was a relatively good predictor for the E conditions

in Experiments 4 and 5 (MBIC = 1,807). This is not surprising as this model has

been extensively used before to predict behaviour in the traditional IGT. As in Ex-

periment 6, the PVLe model was not a good predictor for the DE conditions, with a

considerably worse BIC (MBIC = 1,906). However, in comparison with Experiment

6, the re-fitted PVLde model did not show the same level of improvement against the
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Figure 3.10: Model predictions applied to the IGT simulated data from Experiments 4 and 5, both
with fixed and random schedule of outcomes, using the parameters fitted against human
data from Experiment 6. Against the IGT, the PVLde did not show the same improve-
ment as in Experiment 6. The D-PVL′ model returned much better predictions, ahead
of the D-PVL model.

human behaviour in the DE experimental conditions (MBIC = 1,854). This could

be interpreted as a result of over-fitting of the model against behaviour in Experi-

ment 6. The D-PVL models were considerably better predictors of the behaviour in

the DE conditions of Experiments 4 and 5 overall. As before, the alternative model

D-PVL′ with (MBIC = 1,542) provided a better fit than the total model D-PVL with

(MBIC = 1,633). Overall, the D-PVL′ model was a much better predictor of hu-

man behaviour in the IGT of Experiments 4 and 5 than the PVL model, which was

expected given the complexity of this task and the empirical differences in human

behaviour observed between the E and DE conditions.

3.4.7 Modelling discussion

Overall, the description-plus-experience D-PVL′ model proved a better fit of the ob-

served human behaviour, in particular in the higher complexity experimental con-

ditions. While previous attempts to model description-plus-experience tasks with

congruent information had shown that a traditional experience-only model PVL

could be used to explain behaviour relatively well (Lejarraga & Gonzalez, 2011), I

believe that this was only the case because the tasks used were simple. Simple tasks

should be easy to learn experientially, and the addition of descriptive information



3.5. Discussion on task complexity 120

did not influence behaviour, or modelling predictions significantly. This finding has

been replicated here in my simplest experimental condition 2 × 2 (and also 2 × 6),

with the experience-only PVL models providing good fits for the observed human

behaviour and little difference between predicted model results between PVL and

D-PVL (see Figure 3.9). However when complexity is increased, then descriptions

can provide useful information for participants, helping them make better decisions.

This was shown empirically in the behaviour data, and confirmed with cognitive

modelling. If descriptions had not been taken into account by participants, then the

best fitting parameters for the PVLe model from the E conditions should predict

behaviour in the DE conditions well, which was not the case. Even the re-fitted ex-

perience only models PVLde did not provide a much improved fit: this might have

been a result of over-fitting, as shown by the generalisation analysis of the models

against the IGT tasks in Experiments 4 and 5.

3.5 Discussion on task complexity
Previous research had shown that introducing congruent descriptions, those that

provide the same underlying information as the experienced feedback, to decisions

from experience, did not influence behaviour (Lejarraga & Gonzalez, 2011), a result

that was replicated in the previous chapter in this dissertation. However I believe

that this was because the tasks used previously were relatively simple tasks, and

that descriptions might only be taken into consideration by individuals when it is

advantageous to do so, given the higher cognitive cost associated with processing

them, compared to the easier processing of experiential information (Glöckner et al.,

2012; Lejarraga, 2010). The aim of the experiments in this chapter was to show that

congruent descriptions can influence behaviour in more complex tasks, where the

addition of descriptions is advantageous given the higher cognitive effort required

to decipher the task. The presence of congruent descriptions helped participants

perform better in the described IGT in Experiments 4 and 5, as well as in medium-

complexity tasks in Experiment 6, enabling them to choose the advantageous decks

more often and sooner. In Experiment 4, given the higher complexity of the task,
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it was cognitively advantageous for participants to use descriptions, which in turn

influenced behaviour. This did not occur in previous research, where the task was

relatively simple and relying on experience alone was sufficient. This effect was

replicated in Experiment 5. The higher selection of advantageous decks in the de-

scription conditions of Experiments 4 and 5 showed that the availability of descrip-

tions in complex choice environments such as the IGT helps individuals identify

the decks with the higher long-term earning potential. Not only was this identifi-

cation made earlier, but even after many trials and extensive experiential learning,

participants did not reach the same level of performance without descriptions.

Experiment 6 showed that the influence of descriptions on behaviour was mod-

erated by task complexity. Descriptions helped participants improve their perfor-

mance the most in tasks of medium complexity. When the task was very simple,

participants were able to learn about the task experientially, which requires lower

cognitive effort than analysing the descriptions. Participants mostly seemed to have

neglected descriptions, replicating results observed in previous research conducted

with similarly simple tasks, such as Lejarraga and Gonzalez (2011) and those in the

previous chapter. Increasing the task complexity too much, however, led to a situa-

tion in which both experience and descriptions were overly complex. Learning via

experience in complex tasks is more difficult, but processing the complicated writ-

ten information required to describe such a complex task is also overly taxing and

demanding. In these very complex tasks, the addition of descriptions did not help

participants’ performance. Descriptions were most useful in medium complexity

tasks, where the experience is relatively too complex to be learned easily and effi-

ciently, but descriptions are still relatively simple and can be processed without too

much additional effort. This created a non-monotonic inverted U-shaped pattern for

the relationship between task complexity and influence of descriptions: highest for

tasks of middle complexity, and lower in both extremes of low and high complexity

(see Figure 3.7 on page 104). Similarly shaped relationships between task complex-

ity and decision performance had been observed before in other domains (Eppler &

Mengis, 2004; Hwang & Lin, 1999; Streufert & Driver, 1965). They suggest that
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too much information can lead to cognitive overload, with deleterious influences on

performance, similar to what was observed here.

A cognitive model that combined representations of both descriptive and ex-

periential information was also fitted to the behavioural data in Experiment 6. The

combined description-plus-experience model provided better fitting results than a

more traditional experience-only model that relied on experience alone, and did not

consider any additional descriptive information, in particular in the more complex

experimental conditions. In the simpler conditions of Experiment 6, the combined

model was no better than the traditional model, a result that was previously shown

both in Lejarraga and Gonzalez (2011) and Chapter 2, where an experience-only

model fit the behavioural data relatively well for simple tasks. It was observed

that, as task complexity increased, the addition of descriptive information into the

model led to better fitting results. The combined description+experience model

also returned the same inverted U-shaped pattern for the relationship between task

complexity and performance improvement due to the addition of descriptions, as

observed behaviourally. The description-plus-experience combined model fitted

against Experiment 6 also generalised well, providing good predictions for the be-

haviour observed in the DE conditions of Experiments 4 and 5. An analysis of the

best fitting parameters showed that individuals pay more attention to losses, learn

more slowly and choose less randomly when descriptions are available to them. The

proxy for complexity used in the model was entropy, and while an overall task en-

tropy measure was envisaged initially, the best fitting model resulted from the use

of an average entropy for each alternative, which varied mostly due to the change in

the number of outcomes. I believe this to be the case because traditional reinforce-

ment learning models using partial-feedback already indirectly take into account

the number of alternatives available, since only one can be updated at a time.

The description-plus-experience tasks presented in this chapter have shown,

both behaviourally and computationally, that the influence of descriptions on de-

cisions from experience is moderated by task complexity. While in simple tasks,

explored in previous research, descriptions seemed to be completely neglected, a
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result also replicated in this chapter, I have also shown that in medium-complexity

tasks descriptions are taken into account, improve performance, and reduce explo-

ration. However, when the task is overly complex, descriptions are not so useful. I

propose that the lack of usefulness of descriptions in overly complicated tasks might

be due to the complexity of the descriptions themselves which are used to describe

these tasks. Perhaps if simpler descriptions could have been provided, then these

would influence behaviour more, even in complex tasks.



Chapter 4

Prior experience

Most of the description-plus-experience (D+E) research so far, including the studies

reported in the previous chapters in this dissertation, has looked at the interaction

between descriptions and experience when the two are available concurrently from

the beginning of the task. When descriptions are always available, the first selection

made by participants is already influenced by the descriptive information, prior to

any experiential feedback. This was observed empirically in Chapters 2 and 3 of this

dissertation. The extant D+E research has thus mostly investigated the behavioural

influence of experiences posterior to the influence of descriptions. This might be

a common situation, as individuals might read instructions manuals before using

a new device, read reviews before going to a new restaurant, or read the patient

information leaflet before taking a new medication.

The reversed situation should not be overlooked, when prior experience is

available before descriptive information. Notable examples include driving before

the introduction of seatbelt legislation, drinking alcohol before the affixing of bever-

age warning labels on bottles, and smoking before plain packaging legislation. The

literature on safety warnings includes familiarity as a potential moderating factor

for their effectiveness, referring to prior personal experience and expectations with

a product or the environment (Laughery, 2006; Rogers et al., 2000). The question

remains as to how prior experiences, before the presentation of descriptions, would

affect the dynamic balance of influence between the two sources of information.

This can be investigated empirically by allowing participants to accumulate experi-
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ences in a DfE-type task without descriptions initially, and introduce the descriptive

information only after a certain amount of experience has accumulated. Moreover,

the amount of prior experience can also be experimentally controlled.

Barron et al. (2008) have conducted an initial exploration of how prior expe-

rience can influence the behavioural impact of descriptive information, provided in

the form of warnings. In their study, the authors demonstrated how presenting de-

scriptions before any prior experience, at the inception of the task, had a stronger

impact on behaviour compared to participants who received the descriptive infor-

mation only after they had the chance to accumulate experience, by allowing them

to perform the first half of the task without descriptions. Participants who were only

shown the descriptions later, and were allowed prior experience with the task before

the appearance of descriptions, displayed behaviour befitting a more subdued influ-

ence of the warning description, which can be explained cognitively via stronger

discounting of descriptions due to prior experience.

A similar field-study by Miron-Shatz, Barron, Hanoch, Gummerum, and

Doniger (2010) showed the importance of being exposed to a warning label be-

fore any personal experience, in order to increase compliance. They showed that

even a small amount of previous direct personal experience is sufficient to trigger

behavioural inertia and leads to lower adherence to warning labels. In their study,

experienced parents who had previously used a certain medication with their older

children, also administered it with their younger children, even after a new warning

label about dangerous side effects of giving this medication to young children had

been introduced in the interim. Inexperienced parents who had not used the drug

prior to the warning label were more reluctant to give it to their young children.

An interesting stream of research remains relatively unexplored with regards

to controlling the amount of prior experience, and its impact on the influence of

descriptions. I believe that there are two interconnected cognitive mechanisms be-

hind the influence of prior experiences on the strength of the impact of descriptions

on DfE tasks: behavioural inertia and learning interference. Both can lead to sub-

optimal decision-making, by hindering the exploration of new alternatives and con-
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sideration of new information that could lead to better choices (Dutt & Gonzalez,

2012). The two phenomena need not be mutually exclusive, and I expect a combi-

nation of both to operate behind the moderating influence of prior experiences on

the impact of descriptions.

Behavioural inertia

Behavioural inertia can be defined as the tendency to repeat previous choices, even

when those choices might lead to lesser rewards than could have been obtained oth-

erwise (Biele et al., 2009; Erev & Haruvy, 2005). One of the drivers behind inertia

is the inherent preference that individuals show towards maintaining their current

status, even when faced with options that would allow them to improve on it, also

called the “status quo bias” in decision-making (Samuelson & Zeckhauser, 1988).

One of the reasons for this behaviour, according to the authors, is a psychological

commitment for consistency in people’s choices that might make it more difficult to

accept a shift in behaviour, promoting the repetition of previous actions. While the

status quo bias can reflect a preference that individuals often show to avoid making

decisions altogether if possible, it can also refer to continuously repeating one’s pre-

vious decisions or strategy, even if that is no longer ideal. In cases where repeated

decisions are to be made, such as in DfE tasks, this decision avoidance can promote

behavioural inertia, because once a certain number of initial decisions have already

been made earlier, repetition of previous choices can be seen as avoiding further

decision making, which is cognitively less stressful (Anderson, 2003). Behavioural

inertia can be frequently observed empirically, and its influence can be strong, in-

sofar that a reliable predictor of future choice can usually be made based on simple

repetition of the preceding choice (Avrahami & Kareev, 2011; Dutt & Gonzalez,

2012; Ert et al., 2011).

Using computational models, Ert et al. (2011) demonstrated that inertia is in-

versely proportional to the level of surprise caused by the feedback received: more

surprise triggers behavioural change, while lack of surprise leads to more inertia

(see also Nevo & Erev, 2012). The authors defined surprise as the gap between

new information being learned and old information that has already been learned, a
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concept that is also related to reward prediction errors (Dayan & Niv, 2008). These

are important components of the learning mechanism, as learning is highest when

reward prediction errors, and surprises, are higher (Niv, 2009). Surprise can be

seen as a proxy for potential gains to be learned from the environment, with situ-

ations with low potential for surprises being those in which most has been learned

already and with little uncertainty remaining. When individuals must learn about

a new environment, and little is previously known about it, most information re-

ceived will be relatively new and highly surprising, and prediction errors are high.

Over time, and in particular in stable scenarios, information that is received after a

gathering considerable data is less likely to be surprising, and prediction errors go

down. According to the surprise-triggers-change theory, at the beginning of new

tasks surprise is highest and inertia is lowest, and as time progresses and informa-

tion is captured, surprise reduces and inertia increases. Therefore inertial behaviour

is better aligned with situations in which the desire to learn is low, and surprise is

also low, and repeating previous actions is not detrimental. Avrahami and Kareev

(2011) observed how inertia increases over time, with the accumulation of experi-

ence. Erev and Haruvy (2005) have found that individuals display lower inertia in

new task situations, where more learning is desirable. In fact, contrary to general

reinforcement learning theory that supports the idea that information from differ-

ent options is compared and a new decision is made at each trial, Erev and Haruvy

(2005) suggest that individuals might not be making new decisions, and instead are

only following their previously decided strategy, repeatedly. Inertia might be an

adaptive artefact derived from the experience of auto-correlation in everyday life,

reflecting the fact that the past is highly correlated with the future. The weather to-

day is a relatively good predictor of the weather tomorrow, so a new decision about

what to wear is typically not required every day (Erev & Haruvy, 2005).

Therefore prior experience might lead to behavioural inertia, and the larger the

amount of prior experience, the higher the expected inertia, by reducing surprise.

However, if the descriptive information that is made available posterior to expe-

rience contains new conflicting information that triggers substantial surprise, for
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example, by warning individuals of a rare event that has not yet occurred experien-

tially, this increase in surprise should in theory lead to a reduction in inertia, and

behavioural change, when novel descriptions are introduced later.

Learning interference

Even when the descriptive information is remarkably surprising, prior experiences

can also shape future behaviour by interfering with the learning process, altering if

and how new information is taken into consideration. “The knowledge the agent

brings to the task at the start – either from previous experience with related tasks or

built into it by design or evolution – influences what is useful or easy to learn . . .”

(Sutton & Barto, 1998, p. 7).

Prior experiences can thus influence decisions causing new information, which

would be used for learning, to be ignored. If new information is ignored, then old

behaviour is more likely to persist due to the lack of new information being ac-

cumulated that could shift behaviour. One of the reasons for ignoring information

as a result of prior experience supports the idea that individuals seek to avoid cog-

nitive dissonance (Anderson, 2003). Gathering new information that might lead to

changing behaviour could require admitting that their previous choices were wrong.

“Thus, an individual tends to discard or mentally suppress information that indicates

a past decision was in error” (Samuelson & Zeckhauser, 1988). Confirmation bias

is a related phenomenon that also leads to informational neglect: individuals will

attend mostly to new information that confirms their previously established beliefs,

and ignore those that go against it (Klayman & Ha, 1987; Krizan & Windschitl,

2007).

Even when new information is not completely ignored, it might be discounted

or distorted. For example, research has shown how the amount of prior experience

influences learning, via the reduction of uncertainty (Daw et al., 2006; Speeken-

brink & Konstantinidis, 2014). New information might be misinterpreted or mis-

construed, for example to reduce cognitive dissonance. Surprising information that

is received after inertia has set in might be discounted as a one-off or outlier that

is unlikely to repeat. Thus, the interference provided by prior experience can lead
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to a dampening of the perception of surprises. New descriptive information that is

provided after prior experience, such as late warnings, must compete against this

stronger tendency to behave more inertially, and has to be considered in the context

of all the prior information that has already been observed.

Experiments

The third set of experiments in this dissertation will focus on how the amount of

prior experience moderates the influence of descriptions on behaviour. In this chap-

ter, I propose to extend the earlier research by Barron et al. (2008) and Miron-Shatz

et al. (2010) by controlling for the amount of prior experience before descriptions

are revealed to participants: they will be given either at first trial, never, or at dif-

ferent points during the task. By deferring the introduction of descriptions with

different delays, the amount of prior experience that participants will accumulate

before encountering the descriptions will be manipulated, and the relationship be-

tween prior experience and impact of descriptions can then be analysed.

I predict that the effect of descriptions will be highest when there is no prior

experience and they are presented from the beginning of the task, replicating the

results in Barron et al. (2008). In addition, I expect the amount of prior experi-

ence to moderate the influence that descriptions have on behaviour. An increase in

prior experience before a warning appears should lead to behavioural inertia and

interfere with the effect of descriptive information on the learning process, thus re-

ducing its subsequent impact on behaviour. Descriptions that appear later, when

participants have a large amount of prior experience with the task, should not influ-

ence behaviour as strongly as descriptions that appear early. If descriptions provide

useful information that can help participants perform better in the task, such as in

the form of warnings about risks, then early presentation of descriptions should help

performance more than later ones. Furthermore, the results from Miron-Shatz et al.

(2010) might sustain the idea that even the smallest amount of prior experience is

necessary to settle into inertial behaviour. In this case, in addition to the predicted

relationship that increases in prior experience will reduce the impact of descrip-

tions, there might also be a fundamental step-change in behaviour between no prior
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experience at all and any amount of prior experiences, small or large.

4.1 Experiment 7
This first experiment in this chapter introduces delayed descriptions to the Iowa

Gambling Task (IGT: Bechara et al., 1994), and is based on Experiment 5 in Chap-

ter 3. In contrast to that earlier experiment, in which descriptions were either dis-

played from the first trial or not available at all (both experimental conditions which

are also duplicated here), in the current experiment I will introduce delayed de-

scriptions, which are only shown later at different points during the task, in a new

experience-before-description (ED) experimental manipulation. In the two exper-

imental conditions that are duplicated from Experiment 5, I expected to replicate

the earlier findings from that experiment, where participants who received written

descriptions about the decks of cards performed better than participants who did

not. With the new ED experimental conditions, created by allowing participants to

accumulate different levels of prior experience before the descriptions are presented

at different points during the task, I expected to replicate the findings of Barron et

al. (2008), with participants who receive the descriptions earlier in the task taking

less risk and performing better than participants who receive descriptions later. In

addition, I expected the amount of prior experience to moderate the impact that

descriptions had on the performance of participants in the task. I expected descrip-

tions to have a stronger impact on the behaviour of participants who observe the

descriptions earlier, with a lower amount of prior experience, than participants who

only receive the descriptions later in the task, after accumulating a larger amount of

personal experience.

4.1.1 Method

Design

Experiment 7 was a between-subjects design with six experimental conditions ma-

nipulating when descriptions were presented to participants: one experience-only

condition, in which descriptions were not presented (E); one description-before-

experience condition, with descriptions available from the first trial (DE); and four
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experience-before-description conditions, with descriptions appearing at different

points during the task (ED20, ED40, ED60, and ED80). The E and DE condi-

tions are close replications of those in Experiment 5 (Section 3.2). While in the E

condition participants learned the outcomes of their choices through experience via

feedback alone, with blank buttons providing no descriptions, in the DE and ED

conditions participants were also presented with a written description of the poten-

tial outcomes for each option, in addition to feedback. In the DE condition, descrip-

tions were displayed from the first trial, therefore participants had this information

available before any feedback was shown and any experience accumulated. In the

ED conditions, participants first went through a certain number of trials without

any descriptions. The numbers after the ED in each condition represent the trial in

which descriptions first appeared: In condition ED20 descriptions were shown from

trial 20 onward, in ED40 from trial 40 onward, and so on for ED60, and ED80. Af-

ter appearing, descriptions remained present until the end of the task, which lasted

100 trials. Each participant was allocated to only one experimental condition.

Participants

195 participants (108 females; age: M = 35.5 years, SD = 11.8 years) were re-

cruited on-line using Amazon’s Mechanical Turk service, with an average of 32.5

participants per experimental condition (N for each condition: DE=33, ED20=34,

ED40=33, ED60=32, ED80=30, E=33). Participation was restricted to individuals

whose location was defined as in the United States. No participants were excluded

from the analysis. Participants were paid a fixed amount of US$ 0.20 for partici-

pating and an additional bonus according to the outcomes of the choices they made

during the experiment (Bonus: M = US$ 0.24, SD = US$ 0.14).

Task

The task was a close reproduction of Experiment 5 in Chapter 3, which was ac-

complished by adding descriptions to the Iowa Gambling Task (IGT). The original

IGT schedule of outcomes was used (see Table 3.1 on page 87), although not using

a pre-determined order as in the original task (Bechara et al., 1994, Figure 1), but

using the same pseudo-randomisation approach as in Experiment 5 (Section 3.2).
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Participants could select from four decks of cards: two decks with short-term gains

but overall negative long-term expected values, decks A and B, commonly named

as the disadvantageous decks; and two decks with low short-term gains but overall

positive long-term expected values, decks C and D, called the advantageous decks.

In the current task, the experimental conditions also manipulated the presence of

the descriptions displayed underneath the decks of cards on screen, as in the ex-

periments in Chapter 3. Two of the experimental conditions of Experiment 5 were

replicated here: the experience-only condition (E) in which participants had to rely

on experience alone, via feedback, to inform their decisions; and the description-

experience condition (DE), in which participants had access to both experience and

descriptions, and descriptions were available from the beginning of the task (Figure

3.1 on page 86), with no prior task experience before descriptions appeared. Four

additional experimental conditions were introduced in the current task, grouped as

the experience-before-descriptions (ED) conditions, in which the descriptions were

only displayed later during the task, after different levels of prior experience was

gathered during the task. In these conditions the task began initially with no descrip-

tions underneath the decks, and participants accumulated experience via feedback

alone. At different points during the task, after trial 20, 40, 60, or 80, depending

on the experimental condition, the descriptions were revealed. After appearing, de-

scriptions remained on screen until the end of the task. As in the original IGT,

participants started with 2000 points (worth US$ 0.20) and a running total of both

points and money was always displayed on screen, with points converted into bonus

at a rate of US$ 0.10/1000 points. The task was self-paced over 100 trials and was

completed on average in 8.78 minutes (SD=4.17).

4.1.2 Results

Selections from advantageous decks

The main dependent variable was the frequency of cards selected from the advanta-

geous decks, calculated as the total number of cards selected from decks C and D for

each sequential block of 20 choices (Figure 4.1). If descriptions were influencing

behaviour and helping participants’ performance, as predicted, then the selection of
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Figure 4.1: Evolution of the selection of advantageous decks for each block of 20 trials for Ex-
periment 7. (A) High level comparison between E, DE and the average collapsed ED
conditions, showing that most of the differences are a result of the presence of descrip-
tions from the first trial (DE condition). (B) Detailed breakdown of the underlying
ED conditions, showing that the behaviour progressed very similarly in the different
ED conditions. E refers to the experience-only condition (no descriptions), DE refers
to description-before-experience and ED refers to experience-before-description. The
number after the ED is the trial in which descriptions were first revealed to participants.

advantageous decks should be higher when descriptions were present. They were

analysed with a linear mixed-effects model using the lme4 package (Bates et al.,

2014) and post-hoc analyses using the lsmeans package (Lenth, 2016), with Tukey

adjustments, in R (R Core Team, 2014). The between-subjects conditions were the

timing of descriptions (DE, ED20, ED40, ED60, ED80, E). For simplicity, in some

analyses, the ED conditions were collapsed and averaged together, making the com-

parisons easier to interpret (DE vs. ED vs. E), as in Figure 4.1A, with further details

amongst the underlying ED conditions in a separate analysis, as in Figure 4.1B. The

within-subjects conditions were the blocks of 20 choices each. The model also con-

tained a random intercept, and a random slope for the blocks over time, for each

participant.

The manipulation for the timing of descriptions overall, across all six exper-

imental conditions, was significant (χ2(5) = 30.117, p < .001). A post-hoc pair-

wise comparison with Tukey adjustments showed that the difference was mostly
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driven by a difference between the DE and E conditions (DE=73.75%, E=59.35%,

t(192) = 2.761, p = .017), and between the DE and average of the collapsed ED

conditions (ED=57.40%, t(192) = 3.961, p < .001). There was no significant dif-

ference between the averaged ED and E conditions (p = .88). A comparison

between the four different ED conditions alone also showed no significant dif-

ference between them (D20=63.33%, D40=54.33%, D60=57.85%, D80=53.66%,

χ2(3) = 4.00, p = .26). Participants performed better in the condition in which they

had descriptions throughout (DE) in comparison to the condition in which they did

not have access to descriptions and had to rely on experience alone (E), a replica-

tion of the findings in Chapter 3. However the lack of significant difference overall

between condition ED and E indicates that later appearances of descriptions led to

same behaviour over the entire task as no descriptions at all (Figure 4.1A).

The effect of block was significant with a positive slope (b = 1.10,χ2(1) =

70.63, p < .001), which shows that participants learned how to identify the better

decks over time and improved their performance by selecting more from advanta-

geous decks as the task progressed (Block1=48.80%, Block5=69.85%, t(228.82) =

7.60, p < .001). The interaction between experimental condition and block was not

significant (χ2(5) = 10.00, p = .075), although it appears that in the DE condition

participants kept the same level of performance throughout, and most of the perfor-

mance improvement and learning was in the other experimental conditions, driven

by learning via experiential feedback (Figure 4.1A).

This was confirmed with a separate analysis including the presence of descrip-

tions (instead of experimental condition) and block. This analysis showed a signif-

icantly higher selection from advantageous decks in blocks in which descriptions

were available, compared with blocks in which descriptions were not present (De-

scr.=65.25%, No-Descr.=57.85%, t(958.53) = 3.44, p < .001). The interaction be-

tween presence of description and block was also significant (χ2(1) = 7.54, p =

.006), with the slope for block being higher when descriptions were not present

(b = 1.20) compared to when descriptions were present (b = 0.53), a result indi-

cating increased learning over time via experience alone without descriptions, and
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more stable behaviour when descriptions were also available, in particular in exper-

imental condition DE which can be seen in Figure 4.1A.

Switching rates between decks

An analysis on the switching rates between the different decks was also conducted

to verify the exploration and exploitation behaviour of participants in response to

descriptions (Figure 4.2). As in Experiment 4 in Chapter 3, switching rates were

used as proxies for exploration (Ert et al., 2011). A selection was classified as a

switch every time a card was picked from a different deck to that from which the

previous card had been selected. The same model structure was used as in the

previous analysis.
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Figure 4.2: Evolution of the switching rates between decks in each block of 20 trials for Experiment
7. (A) High level comparison between E, DE and the average combined ED conditions,
showing that most of the differences are a result of the presence of descriptions from
the first trial (DE condition). (B) Detailed breakdown of the underlying ED conditions,
showing that switching rates progressed very similarly in the different ED conditions.

The single analysis including all experimental conditions returned no signifi-

cant effect for the presence of descriptions (χ2(5) = 9.87, p = .08). As before, this

was a combination of a significant difference between the grouped high-level exper-

imental conditions (DE=23.45%, ED=35.20%, E=38.55%; χ2(2)= 9.71, p= .008),

but no significant difference between the underlying individual ED conditions
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(χ2(3) = 0.32, p = .96). A post-hoc analysis, and Figure 4.2B, show that the ef-

fect is a result of the significantly lower switching rates in the DE condition in

comparison to the other conditions (against ED: t(192) = 2.78, p = .02, against E:

t(192) = 2.83, p = .01), with no significant difference between the E and ED condi-

tions (t(192) = 0.79, p = .71). Descriptions present from the beginning of the task

had the most effect on switching rates, with no significant differences between no

descriptions and delayed descriptions on the explorative behaviour.

There was a significant effect of block overall, with a negative slope (b =

−0.72,χ2(1) = 89.36, p < .001), with a lower switching rate over time, consis-

tent with Experiment 4 in Chapter 3, showing that participants reduce switching rate

over time as they learn about the task and reduce uncertainty and change from explo-

ration into exploitation (Block1=42.05%, Block5=25.10%, t(293.66) = 8.60, p <

.001). The interaction was not significant (χ2(5) = 8.84, p = .12).

Impact of descriptions on behaviour in the ED conditions

To verify how prior experience influenced behaviour at the point of appearance of

descriptions, a metric for the impact of descriptions on behaviour was generated by

calculating the difference in selection of advantageous decks in the blocks imme-

diately before and after the trial in which descriptions appeared for each condition.

For example, in condition ED60, in which descriptions were first displayed after

trial 60, the behavioural impact of descriptions was calculated by taking the fre-

quency of selection of advantageous decks in block 3 (trials 61–80), after descrip-

tions appeared, minus that in block 2 (trials 41–60), before descriptions appeared

(Figure 4.3). Positive figures indicate that participants shifted their selections to-

wards more advantageous decks, or a positive impact from observing the descrip-

tions. Only the ED conditions were analysed in this way, since for the DE and E

conditions there were no blocks of trials before and after descriptions, respectively,

for comparison.

The impact of descriptions was analysed with a one-way ANOVA, with the

four ED conditions as between-subjects factors, using a polynomial contrast. Over-

all, there was a significant difference in the impact of descriptions between the
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Figure 4.3: Impact of descriptions on selection of advantageous decks in Experiment 7. (A) Com-
parison of the blocks immediately before and immediately after the appearance of de-
scriptions in each experimental condition. (B) Impact of descriptions (block after minus
block before descriptions) in each experimental condition, showing the diminishing im-
pact of descriptions on behaviour with an increase in prior experience.

different ED conditions (F(3,125) = 2.87, p = .039). The linear contrast for the

influence of descriptions against the experimental condition was negative and sig-

nificant (b =−2.35, t(125) = 2.02, p = .046). This indicates that with higher levels

of prior experience, descriptions had lower impact, as predicted (Figure 4.3).1

4.1.3 Discussion

In the current experiment, participants in the DE experimental condition who had

access to descriptions performed better in the task than participants who in the E

experimental condition had to rely on experience alone, replicating the results ob-

served in Chapter 3. Participants also switched less often between options in the

DE condition in comparison to the E condition. In a complex task such as the

IGT, descriptions are taken into consideration by participants and integrated into

the decision-making process, helping them identify the advantageous decks (see

1In the next experiments I will show how the impact of descriptions was also influenced by the
accumulation of points throughout the task. However in this experiment the accumulated points
were not influential across the ED conditions because they did not significantly differ between the
experimental conditions (p = .20) or over time between blocks (p = .74).
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also Experiments 4 and 5). The findings from Barron et al. (2008), who showed that

participants who had access to descriptions prior to any experience, from the first

trial, performed better than participants who received descriptions halfway through

the task, were also replicated here with the significant difference between the DE

and ED experimental conditions.

There was no observable difference in average behaviour overall, both in se-

lection from advantageous decks and switching rates, across all blocks, between

participants in the E experimental condition who did not receive any descriptions

and participants in the ED conditions who were presented with delayed descrip-

tions. This highlights the importance of early presentation of descriptions to ensure

their maximum influence, before any prior experience, and is likely due to strong

primacy and inertia effects. It appears that presentation of descriptions before any

prior experience (condition DE) is the main driver of the influence of descriptions

in selections and switching rates observed in this task.

When comparing the different ED experimental conditions, and the behaviour

observed before and after the appearance of descriptions for each participant, the

hypothesis that more experience leads to a lower impact of descriptions was con-

firmed. Overall, across all conditions, the appearance of descriptions led to an in-

crease in selection from advantageous decks, but the impact of descriptions was

lower for participants who were presented the descriptions later in the task, and

therefore had more time to accumulate larger amounts of prior experience. Thus

confirming the importance of early descriptions and warnings, before experience,

as proposed by Barron et al. (2008). The positive influence of descriptions on be-

haviour observed earlier in this dissertation with between-subjects conditions was

also confirmed here in a within-subjects analysis in the ED conditions, by showing

that the same participants selected more often from the advantageous decks after

the descriptions have been made available to them.

The findings in the current task might be a result of learning effects. It has

been shown previously that behaviour in DfE tasks stabilises relatively early, at

around trial 50, as seen in the sequential block analysis in Experiment 4 (see also
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Ert & Erev, 2007). This has been confirmed with cognitive models which show

that most of the learning happens when uncertainty is highest, such as the begin-

ning of tasks or when encountering new scenarios (Dayan & Niv, 2008; Speeken-

brink & Konstantinidis, 2015). Similar findings of early learning are reported in the

IGT literature, with most participants reporting being generally aware of the con-

tents of the decks and confident of their choices by trial 50 (Bechara et al., 1994,

1997). In the current task, because descriptions provided the same information as

that which could have been learned experientially, then perhaps the lower impact

of descriptions associated with an increase in prior experience in the current task

was a result of participants having learned the task well at that point, and descrip-

tions are not providing any novel information, reducing their potential helpfulness

and consequent impact on behaviour over time. To control for the potential con-

founding effect of learning, in the next experiments in this chapter, I will modify

the paradigm to ensure that participants cannot learn the task via experience alone,

and that descriptions always provide novel information at the point they first appear.

4.2 Experiment 8
To exclude the confounding effect that learning might have had on the impact of

descriptions in Experiment 7, by reducing their potential usefulness as a source of

information, the next experiment was designed to be a task which could not be

learned via experience alone, without the help of descriptions. This was accom-

plished by introducing high-loss rare events, and controlling the outcomes so that

these are only experienced later in the task, and never before the appearance of the

descriptions. Since these descriptions provided information about all the potential

outcomes for each option, including the rare events which had not been personally

experienced by participants before being revealed, they acted as warnings against

them, and always provided novel information. Thus any observed differences on

the impact of descriptions due to the experimental manipulations can no longer be

attributed to participants learning the task or to the reduction of the usefulness of

descriptions. The outcomes of the new task were concocted to create the same con-
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flict as in the IGT: Via experience alone, and in the short term, decks A and B were

more attractive; however if participants took into account the descriptions, which

warned them against large rare losses which occurred later in the task, then decks

C and D were the long-term advantageous choices (cf. the IGT in Bechara et al.,

1994, and in Experiment 4 in Chapter 3).

4.2.1 Method

Design

Experiment 8 was a between-subjects design with five experimental conditions,

manipulating when descriptions were presented to participants as in the prior ex-

periment: one description-before-experience condition, with descriptions available

from the first trial (DE); and four experience-before-description conditions, with

descriptions appearing at different points during the task (ED20, ED40, ED60, and

ED80). The experimental conditions were named as in Experiment 7, with the

numbers after the ED representing the trial at which descriptions were first shown.

Each participant was allocated to only one experimental condition. The task lasted

for 120 trials. Crucially, the descriptions warned participants of high-loss low-

frequency events that only occurred in the last 20 trials of the task, and therefore

always provided novel information, since these events never occurred before the

descriptions appeared.

Participants

150 participants (92 females; age: M = 36.5 years, SD = 11.3 years) were recruited

on-line using Amazon’s Mechanical Turk service, with an average of 30 participants

per experimental condition (N for each condition: DE=31, ED20=29, ED40=30,

ED60=31, ED80=29). Participation was restricted to individuals whose location

was defined as in the United States. No participants were excluded from the anal-

ysis. Participants were paid a fixed amount of US$ 0.20 for participating and an

additional bonus according to the outcomes of the choices they made during the

experiment (Bonus: M = US$ 0.22, SD = US$ 0.43).
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Task

The overall format of the task was based on the IGT and closely followed the pre-

vious experiments in this dissertation, with four decks of card on screen, with their

horizontal on-screen positioning counterbalanced. Cards were shown face-down,

and after each trial a card from the selected deck only was revealed, using a partial-

feedback approach. Decks A and B were the High-Risk options, because their se-

lection throughout the task would lead to short-term gains but overall losses in the

long-term, with large losses in the last 20 trials, and decks C and D were the Low-

Risk options, because they led to lower short-term gains, but overall gains in the

long-term.

Table 4.1: Actual card composition and wording of descriptions shown underneath each
deck in Experiment 8. The descriptions provided a true representation of the
outcomes across all trials, however the rare events were concentrated in the last
20 trials. The expected value for each individual card for the first 100 trials,
excluding the rare events, was 62.5, 50, 42.5 and 35 points for decks A, B, C,
and D, respectively. Across all trials, including the rare events, the EV in decks
A and B was –46.5 and –48 points respectively, and in decks C and D was +25
points for both.

Actual experienced outcomes
First 100 trials:

Deck A Deck B Deck C Deck D
90% of cards: +75 pts 80% of cards: +75 pts 90% of cards: +50 pts 80% of cards: +50 pts
10% of cards: -50 pts 20% of cards: -50 pts 10% of cards: -25 pts 20% of cards: -25 pts

Last 20 trials:

Deck A Deck B Deck C Deck D
90% of cards: +75 pts 80% of cards: +75 pts 90% of cards: +50 pts 80% of cards: +50 pts
10% of cards: -5500pts 20% of cards: -2500pts 10% of cards: -900 pts 20% of cards: -275 pts
Description labels shown underneath each deck
From the first trial in condition DE and after trial n in condition EDn
Deck A Deck B Deck C Deck D

90% of cards: +75 pts 80% of cards: +75 pts 90% of cards: +50 pts 80% of cards: +50 pts
8% of cards: -50 pts 16% of cards: -50 pts 8% of cards: -25 pts 16% of cards: -25 pts
2% of cards: -5500 pts 4% of cards: -2500 pts 2% of cards: -900 pts 4% of cards: -275 pts

The task was structured so that in the first 100 trials the High-Risk choices

had higher EV than the Low-Risk choices. In order to ensure that the descriptions

provided novel information to participants, so that they could not simply learn ex-

perientially as in Experiment 7, all of the high-loss low-frequency events occurred
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in the last 20 trials of the task. In the first 100 trials of the task, decks A and B had

a higher Expected Value (EV) of +62.5 and +50 points respectively, while decks

C and D had lower EV of +42.5 and +35 points respectively. Therefore based on

experience alone, decks A and B could be considered the most attractive decks. The

purpose of this set-up was for participants to learn experientially that decks A and B

are more attractive, until the appearance of the descriptions. Based on the informa-

tion provided by descriptions, and if all 120 trials are considered, decks A and B had

negative EV, of –46.5 and –48 points respectively, in comparison to the positive EV

of decks C and D, both +25 points. These EV were the true EV of each deck based

on all trials, as the last 20 trials included all the high-loss low-frequency events to

compensate for the fact that they did not occur earlier in the task. For example,

according to the descriptions in Deck A, across 120 trials, participants should have

observed 2% of cards, or 2.4 cards on average, with –5500 points. These cards

never appeared in the first 100 trials, but instead all 2.4 cards appeared in the last 20

trials, thus completing the overall distribution of cards. This was done by replacing

the –50 points cards in the last block with –5500 points cards in Deck A, and so

on accordingly for the other decks. Participants started the task with 2000 points,

worth US$ 0.20. The task was self-paced over 120 trials and was completed on

average in 9.29 minutes (SD=3.31).

Before the appearance of descriptions, the feedback experienced by partici-

pants should result in a higher selection from the High-Risk options, as these pro-

vided higher EV. After the appearance of descriptions, if these influenced behaviour

and participants took into account the novel information displayed, then behaviour

should shift towards the Low-Risk options. The amount of this shift in behaviour

can be analysed to determine the impact of descriptions across the different ex-

perimental conditions. The reason for constraining all the high-loss low-frequency

events to the last 20 trials was to ensure that across all conditions, a clean compar-

ison could be made in the 20 trials before and after descriptions appeared, without

being contaminated by the high-loss events. In comparison, Barron et al. (2008)

allowed the rare event to occur randomly throughout the task but later eliminated
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those participants who had observed the rare event, due to its unclear influence on

behaviour, in an approach they called “potentially objectionable” (p. 129) and also

claimed to have “remained somewhat concerned that the results could be biased by

the elimination of the few participants who observed the rare outcome” (p. 131).

With the current approach used here, no participant was excluded from the analy-

sis (for additional thoughts on the behavioural effects of experiencing rare negative

events, see also Weinstein, 1989; Yechiam, Barron, & Erev, 2005; Yechiam et al.,

2006).

4.2.2 Results

Selections from Low-Risk decks

The main dependent variable was the frequency of cards selected from the Low-

Risk decks, calculated as the total number of cards selected from decks C and D

for each sequential block of 20 choices (Figure 4.4). If descriptions influenced be-
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Figure 4.4: Evolution of the selection of Low-Risk decks for each block of 20 trials for Experiment
8. (A) High level comparison between the DE and the average combined ED conditions,
showing that most of the differences are a result of the presence of descriptions from
the first trial (DE condition). (B) Detailed breakdown of the underlying ED conditions,
showing that the behaviour progressed very similarly in the different ED conditions,
with a negative slope when descriptions were not present, changing to a positive slope
after they were displayed.
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haviour, as observed in the previous chapters in this dissertation, then participants

should select more from Low-Risk choices when descriptions are present, since

their informational contents warn the subjects about the high-loss low-frequency

events which are more severe in High-Risk decks, which should consequently nor-

matively move behaviour away from those options. A similar linear mixed-effects

model approach as in the previous experiment was employed here, with the same

fixed and random components, with one fewer experimental condition (the E con-

dition was not included in the current task).

The manipulation for the timing of descriptions overall was significant, across

all five conditions (χ2(4) = 16.93, p = .002). A post-hoc pairwise comparison with

Tukey adjustments showed that the difference was mostly driven by a difference

between the DE and average across all ED conditions (DE=59.95%, ED=47.80%,

t(148) = 2.62, p = .01). A comparison between the four different ED condi-

tions was not significant (D20=49.30%, D40=56.25%, D60=45.45%, D80=40.00%,

χ2(3) = 7.65, p = .054). As before, participants performed significantly better in

the task, selecting more from Low-Risk decks, when they had descriptions avail-

able from the first trial, before any prior experience, but the differences in overall

performance according to the amount of prior experience was not observed overall

across all trials.

The effect of block was significant with a positive slope (b = 0.70,χ2(1) =

21.99, p < .001), as before showing that participants learned the composition of

the decks over time and improved their performance by selecting more from Low-

Risk decks as the task progressed (Block1=45.50%, Block6=60.54%, t(177.93) =

3.80, p = .003). The interaction between experimental condition and block was

not significant (χ2(4) = 3.27, p = .51). A separate analysis including the pres-

ence of descriptions (instead of experimental condition) and block showed a sig-

nificantly higher selection from Low-Risk decks in blocks in which descriptions

were available, compared with blocks in which descriptions were not present (De-

scr.=50.54%, No-Descr.=40.42%, t(738.26) = 3.57, p < .001). As in the previous

experiment, there was a significant interaction between the presence of description
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(collapsed across all experimental conditions) and block (χ2(1) = 19.62, p < .001).

As expected, due to the way that experience and descriptions were structured, in

the current experiment the slope was negative when descriptions were not present

(b =−0.43), as participants were learning via experience alone and selecting more

often from the High-Risk decks before the appearance of the high-loss rare events;

and when descriptions were present, the slope was positive (b = 0.82), as partici-

pants then shifted their behaviour towards more Low-Risk choices over time (Figure

4.4B).

Impact of descriptions on behaviour in the ED conditions

As in the previous experiment, a metric for impact of descriptions on behaviour was

calculated for each participant. This metric evaluated the difference in selections

from Low-Risk decks, by subtracting the selection rate in the block immediately

preceding the appearance of descriptions from that of the block immediately after.

Positive figures indicate that participants shifted their selections towards Low-Risk
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Figure 4.5: Impact of descriptions in selection of Low-Risk decks in Experiment 8. (A) Comparison
of the blocks immediately before and immediately after the appearance of descriptions
in each experimental condition. (B) Impact of descriptions (block after minus block
before descriptions) in each experimental condition, showing the reduced impact of
descriptions on behaviour in relationship to prior experience after controlling for accu-
mulated wealth, but a positive relationship in the raw data.
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decks in response to the descriptions, which warned them that the Low-Risk decks

were more attractive overall. Only the ED conditions were analysed in this way,

since the DE condition did not have any trials before descriptions, for comparisons

(Figure 4.5).

The impact of descriptions was analysed with a one-way ANCOVA, with the

four ED conditions as between-subjects factors, using a polynomial contrast. A

covariate variable for the total amount of points that participants had accumulated

at the trial in which descriptions first appeared was also included in the model. This

was done to exclude the influence that accumulated wealth had on risk taking. I

expected participants who had accumulated more points at the trial in which the

descriptions first appeared to be more observant of the large losses indicated in the

text attached to each deck, and shift more towards Low-Risk decks to preserve their

winnings, similar to an endowment effect (Kahneman, Knetsch, & Thaler, 1991). In

comparison, participants who had not had much success and had not accumulated

many points should be more likely to engage in additional risk to enlarge their

winnings, when presented with descriptions.

Overall, there was a significant difference in the impact of descriptions be-

tween the different ED conditions (F(3,111) = 10.92, p < .001). The linear con-

trast for the impact against the experimental condition was negative and significant

(b = −50.26, t(111) = 2.67, p = .009). This indicates that with higher levels of

prior experience, descriptions had a lower impact, for the same amount of accu-

mulated points (Figure 4.5B). As predicted, the relationship between accumulated

points and impact of descriptions was also significant and with a positive coeffi-

cient (b = 0.008,F(1,111) = 37.66, p < .001). Across all conditions, participants

with higher accumulated points shifted more towards the Low-Risk decks, when de-

scriptions appeared, in order to preserve their winnings reacting to the high-losses

warnings in the text. The interaction between timing of descriptions and accumu-

lated points was not significant (p = .45).

It is possible to also evaluate the actual raw impact of descriptions before con-

trolling for accumulated wealth (as shown using the dotted line in Figure 4.5B). In
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this case, the contrast is still significant but positive (b = 3.65, t(115) = 2.39, p =

.02). This indicates a significant positive correlation between accumulated points

and the trial in which descriptions first appeared in the actual observed behaviour

without controlling for accumulated wealth. This is because participants in the later

experimental conditions had accumulated more points by the time descriptions first

appeared, and therefore their reaction to the warnings was to shift more towards the

Low-Risk decks to protect their winnings. Participants in the ED20 condition had

not accumulated many points yet, and therefore had little to lose. This might also

explain why in that experimental condition the appearance of descriptions, warn-

ing them against the high-losses associated with the High-Risk decks, actually led

to a significant reduction in selections from the Low-Risk decks (Before=51.35%,

After=33.45%, t(115) = 2.34, p = .02), equivalent to an increase in selection from

High-Risk decks. This might be seen as a perverse effect of descriptions, which led

to the opposite desired behaviour expected from such a warning.

4.2.3 Discussion

Similarly to the findings from the previous experiments in this dissertation, the pres-

ence of descriptions in the current task did influence behaviour in the predicted nor-

mative direction. Descriptions helped participants identify and select the Low-Risk

decks more often, with their higher long-term rewards, therefore avoiding the large

losses associated with the High-Risk decks, according to the warnings contained in

the text of the descriptions. Over the course of the task, as the trials progressed,

participants selected increasingly more High-Risk decks when descriptions were

not present, and shifted towards increasingly more Low-Risk decks when descrip-

tions were displayed on screen, aligned with the differences in information between

experience and descriptions.

The endowment effect refers to the finding that individuals allocate higher

values to what they already own (Kahneman et al., 1991; Rick, 2011), and thus

are more reluctant to part with their belongings, via associations with the self

(Morewedge, Shu, Gilbert, & Wilson, 2009). This well-explored phenomenon im-

plies that the impact of descriptions should be strongly moderated by the amount of
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accumulated wealth for each participant, in the form of points which translated into

financial rewards for their participation in the task. Participants who had accumu-

lated more points at the time that descriptions first appeared reacted more strongly

to descriptions and shifted towards the Low-Risk decks more, in order to safeguard

their financial earnings, as they had more to lose: Descriptions warned them of po-

tential high losses that they wanted to avoid. The perverse effect of this was that

many participants decreased their selections from Low-Risk decks when descrip-

tions first appeared, taking more risk, the opposite of the desired result from the

descriptions, in particular those who had not accumulated many points before de-

scriptions first appeared (Figure 4.6). I believe this might have been a result of some

participants myopically focusing on the positive rewards which were also indicated

in the descriptions, and those were higher in the High-Risk than in the Low-Risk

choices. Perhaps those participants were content with taking the additional risk to

gather some of those higher rewards, despite the presence of the descriptions and

their warnings, as a short-term strategy. While this was an initial reaction immedi-
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Figure 4.6: Impact of descriptions in selection of Low-Risk decks in Experiment 8 in relationship to
the amount of accumulated points at the point descriptions first appeared. The scatter-
plot shows that participants who had accumulated more points, shifted more towards the
Low-Risk decks. In addition, because points were accumulated over time, participants
in later experimental conditions had accumulated more points, as can be seen by the
clear separation between experimental conditions across the x axis.
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ately following the appearance of descriptions, with participants later reducing their

risk-taking, in accordance with the descriptive warnings, as observed in condition

ED20 for example (see Figure 4.4B), this finding has important implications for the

creation of effective warnings that reduce risk taking. Experiment 9 in the next sec-

tion will test this hypothesis by removing the positive aspects of the descriptions,

making them more akin to warning labels by referring to the large losses only.

After controlling for the effect of accumulated wealth, the hypothesis for the

negative relationship between the impact of descriptions on behaviour and prior ex-

perience predicted and observed in Experiment 7 was replicated here in Experiment

8 (Figure 4.5B). In the previous experiment, employing the IGT, this relationship

could have been a result of incremental learning via experience over time, with

descriptions not providing any novel information to participants who had already

the chance and time to learn the task experientially. This potentially confounding

effect was eliminated in the current experiment, in which the descriptions always

provided novel information that could not have been learned experientially, and this

additional information acted as warnings against low-frequency high-loss events

that never occurred experientially before the descriptions appeared, with the same

behavioural results. This is analogous to many real-life warning situations, where

individuals might be presented with a warning sign or label informing them of a

risk which they never experienced before, but that it would be beneficial for them

to take into account when considering the risk-reward balance of the situation.

The raw behavioural data, before controlling for wealth, showed an increase

in the impact of descriptions with more prior experience. This is likely a result of

the progressive accumulation of wealth over time, as in the task all the options had

positive EV until trial 100, which means that participants on average accumulated

points as the task evolved, and later appearance of descriptions was associated both

with an increase in prior experience and also an increase in accumulated wealth.

In the current experiment, increases in prior experience were confounded with in-

creases in accumulated wealth. In this case it is expected that any descriptions that

warn individuals of high losses must be seen in the context of the wealth they have,
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and how much they could lose. What the analysis shows is that the increase in

the impact of descriptions over experimental conditions was not enough to have

been predicted by the associated increase in wealth over time for those conditions,

and therefore the controlled analysis confirmed the opposite, negative, relationship.

In Experiment 10, I will eliminate this confounding effect of wealth accumulation

by creating a task that has zero EV over time, therefore not allowing participants

to accumulate any points as the task progresses, and ensuring that all participants

are at the same level of wealth when descriptions first appear across the different

experimental conditions, dissociating wealth accumulation from prior experience.

4.3 Experiment 9
Experiment 9 was designed to verify the hypothesis that the behaviour observed in

Experiment 8 was partly a result of participants also taking into account the descrip-

tive information about the positive rewards and the high-frequency events, which

might have reduced the impact of the descriptions’ warnings against the high-loss

low-frequency events. This was accomplished with a simple change to the paradigm

in comparison with the previous experiment, which was to include only information

about the high-loss low-frequency events in the descriptions, making it closer to a

warning, as opposed to a full description of outcomes. Such warnings might be

more representative of warnings used in real life scenarios, which tend to highlight

the potential for high losses, and should be more efficient in influencing behaviour

and reducing risk taking.

4.3.1 Method

Design

The same design from Experiment 8 was used, albeit with only four between-

subjects experimental conditions: the experience-before-description (ED) condi-

tions, with descriptions appearing at different points during the task (ED20, ED40,

ED60, and ED80), allowing for different levels of accumulation of prior experi-

ence. All participants started the task without descriptions, with experience only.

The numbers after the ED represent the trial at which descriptions were first shown
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to participants. Each participant was allocated to only one experimental condition.

Participants

122 participants (73 females; age: M = 35.8 years, SD = 11.4 years) were recruited

on-line using Amazon’s Mechanical Turk service, with an average of 30.5 partici-

pants per experimental condition (N for each condition: D20=31, D40=30, D60=31,

D80=30). Participation was restricted to individuals whose location was defined as

in the United States. No participants were excluded from the analysis. Participants

were paid a fixed amount of US$ 0.20 for participating and an additional bonus ac-

cording to the outcomes of the choices they made during the experiment (Bonus: M

= US$ 0.22, SD = US$ 0.44).

Task

The only changes in the task in comparison to Experiment 8 were the alteration to

the labels used in the descriptions, and the exclusion of the DE condition. Instead

of full descriptions of the outcomes within each deck, in the current experiment

only the high-loss low-frequency event for each deck was shown, making the de-

scriptions more closely resemble warnings (Table 4.2). The composition of cards

and set-up was the same as in Experiment 8. As in the previous experiment, the

rare outcomes indicated in the descriptions only appeared in the last 20 trials, there-

fore when descriptions were first displayed, the information conveyed was always

new to participants. The task was self-paced over 120 trials and was completed on

average in 9.32 minutes (SD=4.10).

Table 4.2: New wording of descriptions shown underneath each deck in Experiment 9.

Description labels
Deck A Deck B Deck C Deck D

Large losses in this Large losses in this Large losses in this Large losses in this
deck (out of 100 cards) deck (out of 100 cards) deck (out of 100 cards) deck (out of 100 cards)
2 cards: -5500 pts 4 cards: -2500 pts 2 cards: -900 pts 4 cards: -275 pts
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4.3.2 Results

Selections from Low-Risk decks

As in the previous experiment, the main dependent variable was the frequency of

cards selected from the Low-Risk decks, calculated as the total number of cards

selected from decks C and D for each sequential block of 20 choices (Figure 4.7).

A similar linear mixed-effects model approach as in the previous Experiment was

employed here, with one fewer experimental condition (the DE condition was not

included in the current task).
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Figure 4.7: Evolution of the selection of Low-Risk decks for each block of 20 trials for Experi-
ment 9, across the different ED experimental conditions, showing a clearer effect of the
influence of the warning labels on behaviour when they were first displayed, by shift-
ing selections from High-Risk towards Low-Risk options. The number after the ED
identifies the trial in which descriptions were first revealed to participants.

The manipulation for the delayed presentation of descriptions overall was sig-

nificant (χ2(3) = 16.05, p = .001). A linear polynomial contrast was significant

with a negative slope (b = −10.70, t(118) = 3.34, p = .001), but not the quadratic

or cubic ones (ps> .23), showing that selection from low-risk decks reduced

monotonically with increases in prior experience (D20=60.35%, D40=57.50%,

D60=54.95%, D80=43.40%). However this was most likely a result of partici-

pants with less prior experience having fewer trials with descriptions. The effect
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of block was significant and positive (b = 1.18,χ2(1) = 54.40, p < .001), which

shows that, as in the previous experiments, participants were learning the compo-

sition of the decks over time and improving their performance by selecting more

from Low-Risk decks as the task progressed (Block1=40.75%, Block6=66.55%,

t(147.65) = 6.09, p < .001). The interaction between experimental condition and

block was not significant (χ2(3) = 0.67, p = .88).

As before, the analysis on the presence of descriptions and block showed a sig-

nificantly higher selection from advantageous decks in blocks in which descriptions

were available, compared with blocks in which descriptions were not present (De-

scr.=50.54%, No-Descr.=65.10%, t(583.25) = 12.21, p < .001). There was again

a significant interaction between the presence of descriptions (collapsed across all

experimental conditions) and block (χ2(1) = 15.02, p < .001). As in Experiment 8,

the slope was negative when descriptions were not present (b =−0.90) and positive

when descriptions were present (b = 0.20). This interaction can be seen in Figure

4.7.

Impact of descriptions on behaviour

A metric for the impact of descriptions on behaviour was again calculated, com-

paring the selection of Low-Risk decks in the block immediately before and after

the first appearance of the labels. In the current experiment the impact of the ap-

pearance of descriptions shifting behaviour towards higher selection from Low-Risk

decks can be clearly seen in Figure 4.7. Positive figures indicate that participants

shifted their selections towards Low-Risk decks in response to the descriptions,

which warned them that the those decks were more attractive overall (Figure 4.8).

The impact of descriptions was analysed with the same model from Experiment

8, using a one-way ANCOVA, with the four ED conditions as between-subjects

factors, and a covariate variable for the total amount of points accumulated when

descriptions first appeared.

Overall, there was a significant difference in the impact of descriptions be-

tween the different ED conditions (F(3,114) = 5.28, p = .002). The linear contrast

for the impact of descriptions against the experimental condition was significant
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Figure 4.8: Impact of descriptions in selection of Low-Risk decks in Experiment 9. (A) Comparison
of the blocks immediately before and immediately after the appearance of descriptions
in each experimental condition. (B) Impact of descriptions (block after minus block
before descriptions) in each experimental condition, showing the negative relationship
between the impact of descriptions on behaviour and prior experience after controlling
for accumulated wealth, but a positive slope in the raw data.

with a negative slope (b = −3.6, t(114) = 3.50, p < .001), replicating the results

from the previous experiment. This indicates that with higher levels of prior expe-

rience, descriptions had a lower impact on behaviour (Figure 4.8). As predicted,

the relationship between accumulated points and the difference was also significant

and with a positive coefficient (b = 0.008, t(114) = 2.94, p = .004). Participants

with higher accumulated points shifted more towards the Low-Risk decks. The

interaction between timing of descriptions and accumulated points was not signifi-

cant (p = .69). As before, the raw data before controlling for accumulated wealth

returned a significant but positively sloped linear contrast for the ED conditions

(b = 3.10, t(118) = 2.26, p = .026), with no increases in risk taking this time.

Comparing Experiment 9 with Experiment 8

In order to analyse how the different wording of the labels influenced behaviour, the

impact of descriptions in Experiment 9 was compared with those from the equiv-

alent ED experimental conditions of Experiment 8, by combining the two experi-
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ments into a single ANCOVA for the impact of descriptions.

The effect of the wording of the labels was significant, with a larger im-

pact of descriptions in Experiment 9 than in Experiment 8, and a large ef-

fect size (Exp9=32.81%, Exp8=2.99%, F(1,233) = 34.01, p < .001,d = 0.76).

The descriptions in Experiment 9 providing warnings only, and no information

about the gains, were more efficient in directing a desired behavioural shift to-

wards the safer Low-Risk choices. The combined analysis also returned a sig-

nificant positive relationship between accumulated wealth and impact of descrip-

tions (b = 0.008, t(225) = 3.28, p = .001), a significant linear and negative con-

trast for the experimental conditions after controlling for accumulated wealth (b =

−50.26, t(225) = 2.70, p = .007) and positive linear contrast before controlling for

it (b = 3.65, t(233) = 2.48, p = 0.014), replicating the results observed in the un-

derlying individual experiments.

4.3.3 Discussion

As predicted, presenting descriptions in the form of warnings, which refer only

to the large rare losses, increased the magnitude of the predicted behavioural shift

towards Low-Risk decks, which traditionally is the desired reaction when deploy-

ing such warnings. By not mentioning the positive outcomes associated with the

choices, the perverse effect of the descriptive labels observed in the previous ex-

periment, where participants who had not accumulated many points, in particular

those in the early-presentation ED20 condition, was mostly eliminated, with few

participants now taking more risk when descriptions were first shown (Figure 4.9).

The descriptions used in this experiment were more efficient than in the previ-

ous experiment. The impact of descriptions were significantly higher in Experiment

9 than the ones in the equivalent experimental conditions of Experiment 8, with a

large effect size. Perhaps the reduction in information, by making participants focus

only on the losses, made them more salient and efficient. Alternatively, the addition

of positive information provides a perverse effect as it might have made the risky

choices more interesting, at least in the short term, when comparing between the

available alternatives, especially given that the High-Risk options had larger indi-
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Figure 4.9: Impact of descriptions in selection of Low-Risk decks in Experiment 9 in relationship to
the amount of accumulated points at the point descriptions first appeared. The scatter-
plot shows that few participants shifted away from the Low-Risk decks in Experiment
9, in comparison with Experiment 8, as a result of the new descriptions used in the form
of warnings.

vidual frequent positive outcomes (+75 against +50). If individuals were comparing

these frequent positive outcomes only, the High-Risk could appear more attractive.

By eliminating this information in Experiment 9, participants could no longer make

this inference using descriptions. Further research in these dynamics is required.

In both Experiments 8 and 9, there was a significant correlation between block

and accumulated wealth, which can be seen by the clear separation between the

experimental conditions and the amount of accumulated points in Figures 4.6 and

4.9. Participants who were shown the descriptions later, and had accumulated more

prior experience, had also accumulated more wealth. These two were therefore

confounding effects. The next experiment will remove this relationship between

experience and wealth by ensuring that participants do not accumulate points over

time, only experience.

4.4 Experiment 10
Experiment 10 was designed to remove the effect of the accumulated wealth ob-

served in the previous experiments, by creating a task with an initial expected value
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(EV) of zero for each of its options. This will ensure that, on average, participants

do not accumulate points over the course of the task, and instead stay at the same

level of wealth throughout. During the first 100 trials, participants thus accumulated

only experience and information, in the form of feedback after each trial, but not

wealth. As in the previous experiments, the extreme rare outcomes were constrained

to the last block of 20 trials, differentiating between the attractive and unattractive

options, and allowing participants to accumulate (or lose) financial rewards, de-

pending on their selections after the appearance of descriptions. By excluding the

confounding effect linking prior experience with accumulated wealth, I expected

to show the predicted negative relationship between the impact of descriptions and

prior experience in the raw behavioural results, without the need for controlling for

accumulated wealth differences, which should not be present in this experiment.

4.4.1 Method

Design

Experiment 10 was a between-subjects design with four experimental conditions,

manipulating when descriptions were presented to participants: four experience-

before-description conditions, with descriptions appearing at different points dur-

ing the task (ED20, ED40, ED60, and ED80). The experimental conditions were

named as in the previous experiments in this chapter, with the numbers after the ED

representing the trial at which descriptions were first shown. Each participant was

allocated to only one experimental condition. As before, the task lasted for 120 tri-

als, with all high-loss low-frequency events mentioned in the descriptions restricted

to the last 20 trials of the task, ensuring that the labels always provided novel infor-

mation, since these events never occurred before the descriptions appeared.

Participants

135 participants (75 females; age: M = 35.4 years, SD = 12.1 years) were recruited

on-line using Amazon’s Mechanical Turk service, with an average of 33.75 partici-

pants per experimental condition (N for each condition: D20=35, D40=34, D60=33,

D80=33). Participation was restricted to individuals whose location was defined as
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in the United States. No participants were excluded from the analysis. Participants

were paid a fixed amount of US$ 0.25 for participating and an additional bonus ac-

cording to the outcomes of the choices they made during the experiment (Bonus: M

= US$ 0.32, SD = US$ 0.57).

Task

The overall format of the task closely followed that of the previous experiments in

this chapter, with four decks of cards on screen. Cards were shown face-down, and

after each trial a card from the selected deck only was revealed, using a partial-

feedback approach. As before, the low-frequency events were constrained to the

last block of 20 trials. In the first 100 trials, all decks had an EV of zero, with

the introduction of the larger low-frequency events in the last block of 20 trials

differentiating between the decks. Two of the decks (A and B) were High-Risk

decks with negative low-frequency events and overall negative EV of –60 points,

and the other two (C and D) were Low-Risk decks with positive low-frequency

events and overall positive EV of +25 points (Table 4.3).

Table 4.3: Actual card composition and wording of descriptions shown underneath each
deck in Experiment 10. The descriptions provided a true representation of the
outcomes across all trials, however the rare events were concentrated in the last
20 trials. The expected value for each individual card for the first 100 trials,
excluding the rare events, was zero for all decks. Across all trials, including the
rare events, the EV in decks A and B were –60 points, and in decks C and D they
were +25 points.

Actual experienced outcomes
First 100 trials:

Deck A Deck B Deck C Deck D
90% of cards: +250 pts 80% of cards: +250 pts 90% of cards: +100 pts 80% of cards: +100 pts
10% of cards: -2250 pts 20% of cards: -1000 pts 10% of cards: -900 pts 20% of cards: -400 pts

Last 20 trials:

Deck A Deck B Deck C Deck D
90% of cards: +250 pts 80% of cards: +250 pts 90% of cards: +100 pts 80% of cards: +100 pts
10% of cards: -5250pts 20% of cards: -2500pts 10% of cards: +350 pts 20% of cards: +225 pts
Description labels shown underneath each deck after trial n in condition EDn
Deck A Deck B Deck C Deck D

90% of cards: +250 pts 80% of cards: +250 pts 90% of cards: +100 pts 80% of cards: +100 pts
8% of cards: -2250 pts 16% of cards: -1000 pts 8% of cards: -900 pts 16% of cards: -400 pts
2% of cards: -5250pts 4% of cards: -2500pts 2% of cards: +350 pts 4% of cards: +225 pts
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When all trials are taken into account, the descriptions are true representations

of the cards contained within each deck. However prior to trial 100, the descrip-

tions contradicted the experience. As in Experiments 8 and 9, the descriptions al-

ways provided novel information to participants, since they included the rare events,

which never appeared before the descriptions were shown. The purpose of keeping

the EV equal to zero up to trial 100 was to ensure that participants did not accumu-

late points over time, so that the behavioural response to the descriptions could be

dissociated with any wealth accumulation effect, allowing for a cleaner influence

of prior experience. Participants started the task with 5000 points, and points were

converted into money at a rate of US$0.10 per 1000 points. The task was self-paced,

lasted 120 trials and was completed on average in 9.17 minutes (SD=3.58).

4.4.2 Results

Selections from Low-Risk decks

The main dependent variable was the frequency of cards selected from the Low-

Risk decks, calculated as the total number of cards selected from decks C and D

for each sequential block of 20 choices (Figure 4.10). As before, if descriptions

influenced behaviour normatively, then participants should select more from Low-

Risk choices when descriptions are present. A similar linear mixed-effects model

approach as in the previous experiment was employed here, with the same fixed and

random components.

The experimental manipulation for the timing of presentation of descriptions

overall was significant (χ2(3) = 12.41, p = .006). A linear polynomial contrast

was significant with a negative slope (b = −7.95, t(131) = 2.83, p = .005), but

not the quadratic or cubic ones (ps> .18), showing that selection from low-risk

decks reduced monotonically with increases in prior experience (D20=57.85%,

D40=46.91%, D60=48.69%, D80=44.02%). This is most likely a result of par-

ticipants with less prior experience having fewer trials with descriptions. The effect

of block was significant and positive (b = 0.56,χ2(1) = 19.13, p < .001), indicat-

ing an improvement in performance by selecting more from Low-Risk decks as the

task progressed, although this is most likely due to the appearance of descriptions
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Figure 4.10: Evolution of the selection of Low-Risk decks for each block of 20 trials for Experiment
10, across the different ED experimental conditions, showing the impact on behaviour
when descriptions are first shown. The number after the ED identifies the trial in which
descriptions were first revealed to participants.

during the task. The interaction between experimental condition and block was not

significant (χ2(3) = 2.87, p = .41).

As before, the analysis on the presence of descriptions and block showed

a significantly higher selection from advantageous decks in blocks in which de-

scriptions were available, compared with blocks in which descriptions were not

present (Descr.=53.88%, No-Descr.=43.45%, t(676.05) = 3.77, p < .001). How-

ever there was no significant interaction between presence of description and block,

with similar slopes in both cases (Slope for block: Descr.=0.10, No-Descr.=0.14,

t(553.76) = 0.15, p = .88). This is likely a result of increase in selection from

Low-Risk decks being concentrated at the point in which the blocks changed from

no-description to description, with apparently limited change in selections in the

other blocks, as can be seen in Figure 4.10. Because the options had an EV of

zero until the last block, no specific trend over time was expected, as experiential

feedback would not lead participants to prefer any specific decks in terms of EV

comparisons alone.



4.4. Experiment 10 161

Impact of descriptions on behaviour

As in the previous experiment, a metric for the impact of descriptions on behaviour

was calculated, comparing the selection of Low-Risk decks in the block immedi-

ately before and after the first appearance of the labels. Positive figures indicate

that participants shifted their selections towards Low-Risk decks in response to the

descriptions, which warned them that the those decks were more attractive overall

(Figure 4.11). The impact of descriptions was analysed with a one-way ANCOVA,

with the four ED conditions as between-subjects factors, using a polynomial con-

trast, with a covariate variable for the total amount of points that participants had

accumulated at the trial in which descriptions first appeared.
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Figure 4.11: Performance improvement in selection of Low-Risk decks in Experiment 10. (A)
Comparison of the blocks immediately before and immediately after the appearance
of descriptions in each experimental condition. (B) Performance improvement (block
after minus block before descriptions) in each experimental condition, showing the
negative slope of the relationship between performance improvement and prior experi-
ence. There was no significant differences in accumulation of wealth across conditions
hence the same results are present when these are controlled for.

Overall, the linear contrast for the effect of prior experience on impact of de-

scriptions was significant with a negative slope (b =−2.63, t(131) = 2.11, p = .04),

with the quadratic and cubic contrasts not significant (ps> .48), although there

was no significant difference between the individual ED conditions (F(3,131) =
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1.71, p = .17). This indicates that with higher levels of prior experience, descrip-

tions led to a reduction on the impact of descriptions (Figure 4.11B). As predicted,

the relationship between accumulated points at the point of appearance and the

impact of descriptions was not significant (b = 0.0001, t(127) = 0.52, p = .60),

as accumulated points also did not differ between the experimental conditions

(ED20=4777, ED40=4560, ED60=3968, ED80=4253, F(3,131) = 0.49, p = .69)

and the linear contrast was not significantly different from zero (b=−484, t(131) =

.96, p = .34). The interaction was not significant (p = .45).

4.4.3 Discussion

In this experiment, the predicted negative relationship between the impact of de-

scriptions on behaviour and prior experience was observed, without the need to

control for the effect of accumulated wealth. This was achieved by using options

that returned an EV of zero throughout the first 100 trials, thus ensuring that the

amount of points accumulated did not differ significantly between the experimental

conditions. The data showed that when the presentation of descriptions are delayed,

allowing for an increase in prior experience, the behavioural impact of the informa-

tion contained in those descriptions in reduced, thus supporting my initial hypoth-

esis that the amount of prior experience moderates how descriptive information is

integrated into the decision making progress.

These findings are an extension of the earlier work by Barron et al. (2008) and

the experiments elsewhere in this dissertation. They suggest that descriptions have

their strongest impact on behaviour when shown earlier, highlighting the impor-

tance of early warnings. As participants accumulate more experience with a task, it

is likely that behavioural inertia sets in, thus reducing the potential for new informa-

tion to influence behaviour. The surprise-triggers-change theory (Ert et al., 2011;

Nevo & Erev, 2012) would suggest that these descriptions should indeed influence

behaviour as they contained surprising information, so it is possible that individuals

are discounting the information contained in the descriptions more strongly when

they appear later in the task, thus reducing their surprise factor.
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4.5 Discussion on prior experiences
The objective of the experiments in this chapter was to assess how the accumula-

tion of prior experiences moderates the impact of descriptions on behaviour, and the

importance of early warnings. Earlier research by Barron et al. (2008) had shown

that warnings presented at the beginning of the task, before any experience, had a

greater impact on behaviour than experience presented later, after participants had

personally experienced half of the task without descriptions. These results were

replicated in all the experiments in this section, with an apparent higher discount-

ing of the effect of the descriptions in the ED conditions, with delayed presentation

of descriptions, than the DE conditions, which presented descriptions from the be-

ginning. Results from the earlier chapters in this dissertation, which showed that

descriptions influence behaviour in the direction normatively predicted by their con-

tent when they provide novel information compared to experience (Chapter 2) and

in complex DfE tasks (Chapter 3), were also replicated here, with participants ex-

hibiting better performance overall when descriptions were available to them. The

experimental manipulations in this chapter also allowed for the overall impact of

descriptions on behaviour to be confirmed here using within-subjects data, with the

same participants performing part of the task without and part with descriptions,

eliminating some of the potential individual differences variability associated with

between-subjects designs.

In addition, the new hypothesis that the amount of prior experience moderates

the influence of descriptions, with a negative relationship, was also confirmed. De-

scriptions had a higher impact on behaviour, with participants shifting their choices

to those normatively predicted by the descriptive information more, in the exper-

imental conditions that presented descriptions earlier, before the accumulation of

large amounts of prior experience. In the conditions with later presentation of de-

scriptions, and larger accumulation of prior experience, descriptions had a lower im-

pact. This reinforces the importance of earlier descriptions to influence behaviour,

and that early warnings lead to higher compliance and increased avoidance of risk.

This finding supports the hypothesis that the amount of prior experience interferes
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with learning, when taking into account that switching rates did not differ between

the different ED conditions, which is a good proxy for differences in behavioural

inertia (see Figure 4.2B on page 135).

In Experiments 8 and 9, it initially appeared that participants with more prior

experience responded more strongly to the descriptions’ appearances, with a higher

impact of descriptions when these were presented later. However this was shown

to be an artefact of wealth accumulation during the task through statistical analy-

ses, and later confirmed empirically in Experiment 10. In most experiments in this

dissertation, which is also typical in general DfE experimental tasks, participants

accumulated more points and financial rewards over time. Therefore participants

who were presented the descriptions later in the task, with more prior experience,

had also accumulated more wealth, confounding the two.

According to the endowment effect (Kahneman et al., 1991; Morewedge et

al., 2009; Rick, 2011), individuals are more reluctant to lose wealth that they own.

Therefore those with more accumulated points would be more sensitive to the large

losses of which the descriptions warned them. The relationship between wealth

and reaction to the losses in the descriptions is aligned with predictions in the well-

explored research on the endowment effect, and was replicated here in the exper-

iments. Across all conditions, the impact of descriptions was stronger for partic-

ipants who had accumulated more points. A similar effect with gambling warn-

ing messages had been observed before by Ginley, Whelan, Keating, and Meyers

(2016), who noticed that warning messages may encourage winning gamblers to

stop playing, but not losing players.

This leads to two interesting phenomena. Firstly, there is a perverse effect of

warnings, with an increase in risk-taking in participants who had not accumulated

much wealth by the time that descriptions first appeared, the opposite effect desired

by such warnings. Some participants chose the options which were associated with

disastrous financial losses more frequently (see Figure 4.6 in page 148). This was

likely a result of those participants noticing the frequent positive rewards associated

with each option, and how, if they ignored the large losses, the High-Risk decks
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actually might have returned higher rewards if they could avoid those losses. Per-

haps in those cases participants myopically took more risk in order to inflate their

financial rewards, thinking they could afford more risk-taking in the short-term.

The effect was short lived, contained mostly in the few trials following the appear-

ance of the descriptions; later in the task participants reduced their risk-taking. This

can be clearly seen in condition ED20 of Experiment 8 (see Figure 4.4B in page

143). Also, the effect was mostly eliminated by descriptions that did not mention

the positive rewards but focused instead on the large losses, in Experiment 9 (see

Figure 4.4B in page 143). This is a perverse effect of warnings, leading to more

risk-seeking behaviour. Understanding how individuals integrate descriptive risk

information is crucial to avoid creating such perverse warnings that might make the

risky choices more attractive to individuals (see also Ben-Ari, Florian, & Mikulin-

cer, 1999; Ferraro, Shiv, & Bettman, 2005; Hansen, Winzeler, & Topolinski, 2010).

Secondly, there seems to be a closely linked important relationship between

experience, wealth and warnings, and it might be impossible to dissociate the accu-

mulation of wealth and experience in real life situations. Frequently, as individuals

progress through life, they accumulate experience with a certain situation, as well

as wealth of several forms associated with it. This is an important relationship to

be taken into account when deploying efficient warnings to reduce risk-taking and

increase behavioural compliance. When facing warnings, individuals might always

be balancing on one hand their prior experience, which increases the discounting

of a warning and reduces its effectiveness, with accumulated wealth, which has

the opposite effect. Prior experience is a force towards reducing the efficiency of

warnings, while accumulated wealth might make them more efficient. Experience

is closely related to wealth. When designing warnings, these two conflicting but

closely connected forces must be taken into consideration. Individuals who observe

a warning might be torn between two internal forces when considering how to react

and comply to them: their prior experience might push them towards lower compli-

ance, while higher accumulated wealth means that they have more to lose, therefore

increasing compliance. Prior experience and wealth (not only of the financial sort)
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are often confounded in real life, and difficult to dissociate.

Finally, while the impact of descriptions, as measured by comparing the be-

haviour in the block immediately preceding against that immediately following the

appearance of descriptions, was moderated by prior experience, there did not appear

to be an overall long-term influence in behaviour. While in the previous chapters I

have shown that even after many trials, the difference in behaviour between no de-

scriptions and descriptions from the beginning of the task remained, in trials where

description presentation was delayed, overall behaviour did not differ significantly

between the different delays and between ED and E. Only in the DE conditions in

the current chapter, those which presented descriptions before any prior experience,

did long-term differences in behaviour remain. It seems that any amount of previous

personal experience, no matter how little, has a strong moderating and long-lasting

impact on behaviour. As previously proposed by Miron-Shatz et al. (2010), even

a few trials of personal experience seem to be enough to reduce the impact of any

later warnings. This might be a result of strong inertia effect driven by the first few

choices made by an individual when facing a new unknown task. While descriptions

were more impactful when presented to individuals with lower amounts of prior ex-

perience, there appears to have been a step-change, with the strongest long-term

effect in situations where there was no prior experience at all. This reinforces the

importance of early warnings. Overall, the experiments presented here support both

the presence of behavioural inertia and learning interference as a result of prior ex-

perience. Inertia was observed via the step-change between conditions DE and ED,

and learning interference was observed via the different magnitude of the impact of

descriptions across the different underlying ED conditions. Further research in this

area is needed to understand and perhaps quantify the relative impact on behaviour

of these two cognitive phenomena in more detail.



Chapter 5

General Discussion

The aim of this dissertation was to expand research on decisions from description-

plus-experience (D+E), in order to better understand how descriptive and experi-

ential information are combined when the two are available in the same task con-

currently. In particular, the experiments reported here investigated the impact on

behaviour resulting from the addition of descriptions to typical DfE tasks, employ-

ing paradigms with repeated choices leading to multiple outcomes. These situations

are akin to real-life scenarios, in which individuals might receive information in the

form of written descriptions, for example from restaurant reviews, patient informa-

tion leaflets, and health-and-safety warning labels, while simultaneously collect-

ing experiential information via an action-feedback loop from repeatedly making

choices in those same environments.

Previous research using D+E tasks had led to contradictory results. Some stud-

ies, such as Lejarraga (2010) and Lejarraga and Gonzalez (2011), suggested that de-

scriptions are ignored in tasks that combine both descriptions and experiences, with

individuals relying on experience alone, even when descriptions are also available.

Other studies, such as Rakow and Miler (2009) and Barron et al. (2008), showed that

descriptions do influence behaviour when combined with experiences. However the

latter studies which detected behavioural differences provided information in which

descriptions and experience were in conflict. In comparison, the former studies that

revealed no observable behavioural differences presented the same information in

both descriptions and experience. These studies and their discrepancies formed the
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background to the research presented here.

I proposed a comprehensive theory for the integration of descriptive and ex-

periential information that can support the seemingly contradictory results found

previously, and which has been tested and confirmed by the experiments in this

dissertation. Instead of descriptions being ignored when experience is also avail-

able, I propose that the two sources of information, descriptions and experience,

are both taken into account in the decision-making process. The integration of the

two sources of information is made using different relative weights, with experience

typically exerting higher influence in the decisions, while descriptions are heavily

discounted. This proposition is mainly based on two related cognitive theories.

First, the premise that the description-experience gap is also driven by differences

in paradigms, such as single-choice or repeated-choice, not differences in how the

information is presented; this suggests that, in some situations, presenting individ-

uals with the same information via description or via experience would not lead to

observable differences in behaviour, if the nature of the paradigm is kept constant

(Camilleri & Newell, 2011b, 2013a). Second, the suggestion that descriptions and

experiences are processed differently, with experience being processed more natu-

rally and automatically, and descriptions being more cognitively costly (Glöckner

et al., 2012; Hasher & Zacks, 1984; Weber et al., 2004), leads to individuals pre-

ferring experience over descriptions (Lejarraga, 2010). This, I believe, supports my

suggestion that descriptions are discounted by individuals. Furthermore, I set out

to test if the relative weights given to each source can vary according to different

situations, and explored three potential moderators for the impact of descriptions

on behaviour. If descriptions are discounted at different levels according to cer-

tain moderating factors, the contradictory results in the earlier D+E literature can

be reconciled, with some situations reducing the impact of descriptions to the point

of apparent neglect (e.g., Lejarraga & Gonzalez, 2011), whilst not in others (e.g.,

Barron et al., 2008).



5.1. Summary of findings 169

5.1 Summary of findings
The first set of experiments, in Chapter 2, showed that descriptions are not com-

pletely ignored when presented in combination with experience (as suggested by

Lejarraga & Gonzalez, 2011), but instead that they are taken into consideration by

individuals and integrated into the decision-making process, albeit with descriptions

being heavily discounted and receiving relatively lower importance in comparison

to experiential information. By manipulating the descriptions so that they provided

participants with both congruent and conflicting information, Chapter 2 reconciled

the previously seemingly contradictory results in the D+E research. When congru-

ent descriptions were added to DfE tasks, there was no observable differences in

behaviour. This finding was similar to the one from Lejarraga and Gonzalez (2011),

and, in fact, the paradigm used here was inspired by the one they used. Congruent

descriptions did not seem to provide any novel information to participants, and there

was no expected discernible difference in behaviour if participants had relied on ei-

ther descriptions or experience. While Lejarraga and Gonzalez (2011) expected that

by adding descriptions to experience the behaviour would shift from underweight-

ing to overweighting of rare events, this did not happen, likely because it is not the

nature of the source of the information, but perhaps the simple or repetitive char-

acteristics of the task, which drive these behavioural differences. It was only by

providing conflicting information that an impact on behaviour was observed due

to the presentation of descriptions, in the normative direction as predicted by the

novel information they contained, thus confirming that descriptions are integrated

into the decision-making process. This had been shown previously in Rakow and

Miler (2009) and Barron et al. (2008), and was also replicated in Chapter 2 in the

experimental conditions which displayed conflicting descriptions. In addition, an

experimental manipulation controlling for the plausibility of the conflict provided

by the descriptions showed how less plausible descriptions had a lower impact on

behaviour than more plausible ones, confirming that the strength of preference for

experiences over descriptions can vary according to the situation.

The second set of experiments, in Chapter 3, moved the D+E research away
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from simple tasks, which is the focus of the vast majority of research in decision-

making, and into the domain of more complex tasks, which remains mostly un-

explored, by increasing the number of choices available and number of potential

outcomes from each choice. While in Chapter 2, which used the more traditional

simple tasks, congruent descriptions did not influence behaviour, only conflicting

descriptions did, in Chapter 3, with more complex tasks, congruent descriptions

which provided the same underlying information as experiences did influence be-

haviour. In the case of more complex tasks, which are harder to learn via experience

alone, descriptions can add useful novel information, and influence behaviour, even

when the descriptions are a true representation of the experience. Specifically, the

addition of descriptions to a relatively complex DfE task, the Iowa Gambling Task,

showed that descriptions did influence behaviour, helping participants perform bet-

ter and learning faster in the task. A direct manipulation of task complexity, by

changing the number of potential alternatives and number of outcomes from each

alternative, showed that the relationship between task complexity and influence of

descriptions follows a non-monotonic inverted U-shape. In simple tasks, which are

easy to learn and in which descriptions do not provide much useful additional in-

formation, their influence is limited, as shown also in Chapter 2. When the task is

too complex, then the descriptions needed to explain this task can also become too

complex, unwieldy and difficult to decipher, thus also limiting their usefulness and

capacity to aid behaviour. It was in medium complexity tasks explored in Chapter 3,

such as the IGT, that descriptions provided the most benefit and helped participants

achieve higher financial rewards.

Finally, the third set of experiments, in Chapter 4, explored how prior expe-

rience moderates the influence of descriptions. In the other experiments in this

dissertation, descriptions were either not presented at all, or presented from the

beginning of the task, before participants had any chance to accumulate any knowl-

edge about the task. In an earlier experiment, Barron et al. (2008) showed how

early presentation of warnings, before any experience, had a stronger impact on

behaviour with higher compliance and higher avoidance of risk, when compared
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to warnings that are presented later, halfway through the task, after some personal

experience has been accumulated via the feedback during the task, without descrip-

tions. In Chapter 4 I replicated the results from Barron and colleagues, showing

that descriptions presented at the beginning of the task have a stronger impact on

behaviour than descriptions presented later. In addition, I expanded their earlier

research by manipulating the amount of prior experience, presenting the descrip-

tions at different points during the task according to the experimental condition.

The experiments showed that the amount of prior experience does moderate the

impact of descriptions, in a negative relationship. Overall, participants who were

presented the descriptions later in the task, when they had time to accumulate more

prior experience, reacted less strongly to the descriptions. The descriptions had the

strongest impact when presented earlier in the task, with little prior experience. It

also appears that in addition to the negative relationship, there is a stronger step-up

difference between zero experience (descriptions before any trials) and any differ-

ent amount of non-zero experience. Even little experience seems to undermine the

influence of descriptions in comparison to descriptions that appear at the beginning

of the task, thus highlighting the importance of presenting descriptive information,

such as warnings, early. The experiments in Chapter 4 also highlighted the im-

portant, perhaps dissociable, relationship between accumulated wealth and by prior

experience. It appears that participants were being influenced by both the endow-

ment effect of their accumulated wealth, which dictates that descriptions will have a

stronger influence in behaviour, and prior experience, which has the opposite effect.

This led to a perverse influence of descriptions for some participants, who decided

to take more risk after descriptions appeared, opposite to the effect that warnings

aim to produce.

5.2 Exploration, exploitation, and inertia
As predicted, the additional presence of descriptive information in the D+E tasks

in this dissertation led to a reduction in switching between options, which can be

seen as a proxy for exploration, in comparison with experience-only tasks. This
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is likely a result of the additional information provided by descriptions reducing

the uncertainty contained in the task, with lower uncertainty leading to reduced

exploration (Dayan & Niv, 2008; Otto et al., 2013). Moreover, the presence of de-

scriptions might trigger the idea that the information provided descriptively is more

complete, including all the information needed to make decisions, reducing moti-

vation to search beyond that (Schmidt & Spreng, 1996). Learning from experience,

on the other hand, is inferential, does not rely on clearly defined information-sets,

and naturally induces broader information searches, fostering exploration (Hadar &

Fox, 2009; Rakow & Newell, 2010). However, the purely exploitative behaviour

that would maximise financial gains for participants in the tasks presented here was

still not observed empirically. In static environments such as the ones employed

here, it is expected that after individuals are satisfied with exploring the alterna-

tives, their behaviour should ideally converge into pure exploitation (Dam & Körd-

ing, 2009). While participants switched less often between decks when description

was present, it did not completely eliminate the switching behaviour associated

with exploration. This lingering exploratory behaviour, even after a considerable

amount of information had been collected about the task, has been observed before

both in DfE (Ashby et al., 2017; Barron & Erev, 2003; Biele et al., 2009; Erev, Ert,

& Yechiam, 2008; Mehlhorn et al., 2015; Speekenbrink & Konstantinidis, 2014),

and repeated DfD tasks (Camilleri & Newell, 2011b, 2013a; Jessup et al., 2008;

Newell et al., 2013; Otto et al., 2011), with behaviour rarely converging into pure

exploitation even when that is the most beneficial strategy, with many underlying

explanations proposed.

Perhaps individuals are ethologically protecting themselves against potential

changes in the payoff structure, which would go unnoticed in exploitative only be-

haviour in dynamic environments, leaving individuals ignorant of changes in the

reward structures of non-explored options (Knox et al., 2012; Speekenbrink & Kon-

stantinidis, 2015). In such dynamic situations, static descriptions are actually dele-

terious to performance (Hertwig & Pleskac, 2010; Rakow & Miler, 2009). While

the tasks in this dissertation were all static and not dynamic, perhaps human cogni-
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tive mechanisms for gathering information are better adapted to dynamic situations,

which are more often encountered in real life, and not to static environments, which

normally characterise artificial laboratory experiments. In addition, Shanks et al.

(2002) proposed that this sub-optimal type of exploratory behaviour could be due

to boredom, as participants did not want to choose the same option repeatedly, de-

spite of the costs associated with diverging from optimal behaviour (see also Wilson

et al., 2014). Alternatively, participants might have been selecting a mixed strategy

where their preferred selection pattern was to diversify across different options with

a certain frequency, rather than having a single favourite option (Ashby et al., 2017;

Konstantinidis et al., 2015). In decisions combining description and experience,

exploration might be partly a result of participants’ need to confirm the veracity of

descriptions via direct personal experience. Perhaps this was driven by limited trust

in the descriptions, and further research is necessary to establish the relationship

between the influence of descriptions and the trustworthiness of their sources.

Because in traditional DfE tasks based on experience alone participants do not

have any prior information about the task and must learn experientially over time

via feedback, their first choice in such DfE tasks must necessarily be a random

uninformed selection. In comparison, if descriptions are added from the begin-

ning of the task, then the first choice can be informed by such descriptions. Such

behavioural differences were observed in the experiments presented in this disser-

tation. This difference in initial behaviour also appeared to lead to inertia effects

and be behind the lingering effect of conflicting descriptions, even after many trials,

as well as the continuous differences in switching rates over time. This potentially

inertial behaviour can explain why there appeared to be a step-change producing a

large difference between descriptions that are presented before any experience, and

those given after even a small amount of experience, as observed in Chapter 4 and

suggested by Miron-Shatz et al. (2010).

Even though experiential information was dominant, the discounted influence

of descriptive information still remained after many trials, in particular in the exper-

iments in Chapters 2 and 3 where the differences between experimental conditions
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persisted until the last trial. Descriptions helped participants identify their most

advantageous selections earlier, but even after many trials and extensive learning

participants did not seem to reach the same level of performance without descrip-

tions. These findings were replicated in the experiments in Chapter 4, although not

in the delayed description conditions, in which behaviour was more closely deter-

mined by experience throughout. In Chapter 4, the behavioural results showed that

early presentation of descriptions is crucial for influencing behavioural patterns.

While in the earlier chapters the differences in behaviour between the DE and E

conditions remained after many trials, never converging, in the delayed description

ED conditions of Chapter 4, those conditions were similar to the E conditions in the

long term.

5.3 Cognitive modelling
In support of the empirical results showing that descriptions influence behaviour in

accordance with their informational content, cognitive models that included repre-

sentations of both the descriptive and experiential information fitted the observed

behavioural results in D+E tasks better than models that ignored descriptions and

relied on experience alone. These description-plus-experience models significantly

outperformed the experience-only models in particular in tasks in which descrip-

tions provided novel information for participants, which could not be easily learned

by experience alone. In the case of conflicting information in Chapter 2, where de-

scriptions provided participants with information different to that gathered experi-

entially, this contradictory information interfered with human and model behaviour,

leading to lower performance. In Chapter 3, results showed that, despite providing

congruent information, in more complex tasks it takes longer and it is more difficult

to learn by experience alone, thus making descriptions useful again, and influencing

behaviour helping participants and model improve their selection performance.

Descriptions might have been useful in the complex tasks in Chapter 3 be-

cause in more complex situations people are slower to learn by experience alone;

this might have created informational discrepancies between descriptions and ex-
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perience, even though the two contained the same information in the long run. De-

scriptions were not beneficial to the models (and to behaviour) when they provided

only redundant information that could also be easily learned by experience alone. In

simple tasks in Chapters 2 and 3, in which descriptions did not provide any signif-

icant advantage to participants, there were no observable differences in behaviour

when descriptions were added to task, nor when they were added to the models,

similar to the modelling efforts reported by Lejarraga and Gonzalez (2011), who

showed that an experience-only model predicted behaviour well in their task. In

the overly complex tasks in Chapter 3, descriptions again became too complex to

be easily processed by participants, reducing their usefulness and their impact on

behaviour, with participants again preferring to rely more heavily on experience.

Overall, the influence of experience dominated the influence of description,

with higher weights given to the former over the latter according to the models. This

finding is supported by the cognitive theory concerning differences in processing be-

tween the two types of information, with a natural preference towards experiences,

which are easier to process, over descriptions, which are more cognitively demand-

ing. The cognitive models proposed in this dissertation integrated descriptions and

experience by allowing each to take a relative weight against each other. This com-

putational weight was also influenced by the situations tested here experimentally,

namely the plausibility of descriptions, with more plausible descriptions receiving

higher weights than less plausible descriptions, and the complexity of the task, with

descriptions receiving lower weights when they were too complex to be swiftly de-

coded and utilised by individuals. The models presented here were thus able to

integrate the characteristics observed empirically, such as the influence of plausi-

bility in Chapter 2 and of task complexity in Chapter 3, via the different weights

allocated to descriptions. In addition to description weights, an analysis of the best

fitting parameters showed that individuals pay more attention to losses, learn more

slowly and choose less randomly when descriptions are available to them. Attention

to losses is likely a by-product of the “mere presentation” effect (Erev, Glozman, &

Hertwig, 2008), with individuals more attentive to negative events when they have
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them presented to them descriptively. Slower learning and less random behaviour is

aligned with the expectation that descriptions provide additional useful information

to participants, reducing uncertainty, which helps them learn faster and make more

deterministic decisions.

5.4 Limitations and further research
Given the ubiquity of situations in which descriptions and experience are avail-

able concurrently, in myriad of different combinations, approaches, and sequences,

further exploration of description-plus-experience paradigms, looking at how de-

scriptive and experiential sources of information are integrated, is crucial for un-

derstanding decision-making in realistic settings outside of the psychology lab, in

particular given the lack of research dedicated to this area so far. While my research

has shown that descriptions are taken into account when combined with experience,

and that descriptions receive a lower weight in comparison with experience, there

are still many moderators of this balance between description and experience to be

researched, beyond the three already scrutinised here.

One area of further research directly related to the current dissertation is

the trustworthiness of the descriptions, which likely influenced the exploration-

exploitation relationship observed here. Continuous exploration even when com-

plete descriptions were available might be a sign of lack of trust in the information

provided. Descriptions are inherently communicative, and whether individuals ac-

cept them or not depends on how much they trust the source. In contrast, experi-

ences are inherently personal, thus avoiding issues of trust. The trust that individuals

allocate to the source of the descriptions is likely to influence the weight allocated to

the information conveyed by them (Birnbaum, Wong, & Wong, 1976), with higher

weights allocated to one’s own opinions (Yaniv, 2004). Confidence could also be

measured, by evaluating how much participants trust their ability to learn from the

environment experientially. In some situations, individuals might not be confident

in their own experiences, and thus prefer to rely more on descriptions. Sources that

are more trustworthy might lead to stronger influences in behaviour, while sources
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that are not trusted might be more easily disregarded. Research measuring or manip-

ulating the trustworthiness of each source could explore this important relationship.

Another related area of further investigation is the representativeness of the

descriptions, as individuals might believe that descriptions do not necessarily apply

to them (Kahneman & Tversky, 1972). Descriptions are likely seen as information

collected by other individuals, perhaps in other situations, further compounding

this effect (Pronin, Gilovich, & Ross, 2004). If individuals do not believe that the

descriptions are representative of their own personal situation, they might more

easily disregard them. The perception of descriptions as either representations of the

future or of the past can be another confounding factor. Individuals might believe

that descriptions are representations of the past, and not applicable to future events.

Conversely, individuals might believe that descriptions are idealised targets of future

outcomes, and disconnect them from past outcomes. Both approaches are likely to

influence behaviour differently, in comparison to the assumption that descriptions

and experience are timelessly connected both to the past and the future.

The relationship between risk appetite, risk behaviour, and differences in DfD

and DfE tasks also warrants further exploration. Research has shown that individu-

als’ judgements of probabilities can differ between those solicited using descriptive

and experiential information, leading to the “overestimation-underweighting para-

dox”, whereas individuals demonstrate behaviour consistent with both underweight-

ing and overweighting of rare events (Barron & Yechiam, 2009; Liang et al., 2017;

Madan et al., 2014). As shown here in Figure 2.4B on page 63, participants’ judge-

ments of the frequency of the events were not aligned with their behaviour. Risk

preferences have typically been measured using written questionnaires, which is

similar to soliciting one’s preferences via descriptions (Charness, Gneezy, & Imas,

2013). In practice, risk taking is more often actualized in real-life DfE situations,

thus invalidating many of these risk preference metrics. Individuals might also not

be able to predict their own risk preferences in real-life situations based on descrip-

tive prompts, and even be confused by such risk assessments (Kahneman & Snell,

1992; Slovic, 1987). Perhaps a D+E approach to measuring risk preferences might
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return more realistic predictions of risk taking.

In all the experiments presented here, once descriptions were revealed to par-

ticipants, they remained always available, until the end of the task. This constant

availability of the descriptive information might have strengthened their impact on

decisions. This might not always necessarily be the case for real-life decisions in-

volving descriptions and experience. For instance, a patient who consults the side

effects of medication by initially reading the informational leaflet, and then col-

lects experience by taking the medication, is unlikely to frequently return to the

descriptive information. This means that descriptions might also often be available

at a single point in time, not continuously present. One research question that re-

mains open for exploration is how the results would change if descriptions were

not constantly present, but only briefly available, and then removed. Given the re-

sults observed in Chapter 4 on the strong effect of early descriptions before any

experience, I would still expect a behavioural impact of such disappearing descrip-

tions, due to decision inertia. However, over time, their impact might reduce or

even extinguish. In addition, the constant availability of descriptions might induce

information overload, or highlight any discrepancies between the two sources of in-

formation (especially in the case of conflicting descriptions), reducing the impact of

descriptions. In this case, sporadically presented descriptions might have a higher

impact on behaviour than constantly present ones. The interplay between these two

potential effects warrants further investigation.

Finally, one crucial methodological limitation in this area of research is the

utilisation of between-subjects designs, which I have used here exclusively, and is

particularly difficult to circumvent. In fact within-subjects experiments are very

rarely employed in the description-experience gap research (see also footnote 2 on

page 25). A within-subject design would allow for a cleaner comparison of the

effects of descriptions on behaviour, excluding individual differences. The experi-

ments on Chapter 4 were able to compare behaviour with and without descriptions

within the same participants, and confirm the impact of descriptions on behaviour

using within-subjects analyses; however this was confounded with the amount of
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prior experience and knowledge accumulated by participants within the same task.

5.5 Conclusion and implications
Throughout this dissertation I have shown that descriptions influence behaviour

when available in combination with experience, despite preference being allocated

to the latter. Using behavioural and cognitive modelling results, descriptions were

shown to influence behaviour in the normative direction as predicted by their infor-

mational content, proving that they are integrated into the decision-making process,

with different weights according to the situation.

These findings have important implications in the field of decision-making re-

search. Decision-making biases originally found in descriptive paradigms are not

always replicated in experiential paradigms, and in some instances reversals are ob-

served (e.g., Barron & Erev, 2003; Fantino & Navarro, 2012; Hau et al., 2010).

These decision-making biases have been widely explored in applications such as

behavioural interventions, social marketing and governmental policy-making. Per-

haps the reason why some of these attempted applications are not successful is

because the research behind them is based on descriptive paradigms and applied

in experiential settings. More relevant research would be based on real-life expe-

riential situations and would allow for the influence of descriptions and other prior

beliefs by giving them appropriate weightings.

The results from the experiments in this dissertation can also help with ongo-

ing open issues around the description-experience gap. In particular, the idea that

the gap is driven by differences in the paradigm, with traditional DfD tasks relying

on single-choice single-outcome tasks and DfE tasks relying on multi-choice multi-

outcome. Throughout this dissertation, all of the tasks were DfE-type tasks with

multi-choice and multi-outcomes, with the addition of descriptions as an experi-

mental manipulation. The finding that cognitive models that include descriptions

are not better than cognitive models that rely on experience alone when the two

provide the same information is additional support for the theory that differences

in paradigm are an important part of the description-experience-gap (Camilleri &
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Newell, 2011b, 2013a).

There are also important ramifications in the field of safety communication and

warning label research. Warnings can be seen as descriptions introduced to well-

experienced situations, in order to influence behaviour. But research has shown

that warning information is commonly disregarded by individuals, or has limited

impact on behaviour, with its overall effectiveness still unproven (Argo & Main,

2004; Laughery, 2006; Rogers et al., 2000; Wagenaar, Hudson, & Reason, 1990).

If descriptions are discounted, their reduced salience might not be enough to sway

behaviour as intended by warnings. To counteract this apparent discounting effect,

designers of warning labels might be tempted to exaggerate risks and appeal to

emotions and personal experience in order to increase compliance. However highly

exaggerated descriptions might become implausible and could have the opposite

effect on behaviour, as observed in Chapter 2. Simpler warnings should also be

more efficient, as shown here by the lower influence of complex descriptions on

behaviour in Chapter 3. While most real-life tasks are considerably more complex

than the experiments presented here, it might be that individuals perceive certain

tasks to be simpler than they are, perhaps by habituation, reducing their acceptance

of and compliance with additional information in the form of descriptions or warn-

ings. More effective warnings and better safety behaviour compliance is likely to

benefit from further understanding of the relationship between descriptions and ex-

perience.
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