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Self-Compensation in Transparent Conducting 
F-Doped SnO2

Jack E. N. Swallow, Benjamin A. D. Williamson, Thomas J. Whittles, Max Birkett, 
Thomas J. Featherstone, Nianhua Peng, Alex Abbott, Mark Farnworth,  
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The factors limiting the conductivity of fluorine-doped tin dioxide (FTO) 
produced via atmospheric pressure chemical vapor deposition are investi-
gated. Modeling of the transport properties indicates that the measured Hall 
effect mobilities are far below the theoretical ionized impurity scattering limit. 
Significant compensation of donors by acceptors is present with a compensa-
tion ratio of 0.5, indicating that for every two donors there is approximately 
one acceptor. Hybrid density functional theory calculations of defect and 
impurity formation energies indicate the most probable acceptor-type defects. 
The fluorine interstitial defect has the lowest formation energy in the degen-
erate regime of FTO. Fluorine interstitials act as singly charged acceptors 
at the high Fermi levels corresponding to degenerately n-type films. X-ray 
photoemission spectroscopy of the fluorine impurities is consistent with the 
presence of substitutional FO donors and interstitial Fi in a roughly 2:1 ratio in 
agreement with the compensation ratio indicated by the transport modeling. 
Quantitative analysis through Hall effect, X-ray photoemission spectroscopy, 
and calibrated secondary ion mass spectrometry further supports the pres-
ence of compensating fluorine-related defects.
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transparency and electrical conduc-
tivity.[1–3] This unique characteristic has 
led to the incorporation of TCOs into a 
number of modern technologies including 
low-emissivity windows, solar cells, touch 
screens, and flat panel displays.[4–7] Cur-
rently, a very limited number of TCO 
materials dominate the consumer market. 
An example of this is the market for 
energy-efficient windows which is led by 
fluorine-doped tin dioxide (FTO), a mate-
rial that displays competitive optoelec-
tronic properties to one of the industry 
leaders, tin-doped indium oxide, but offers 
higher chemical, mechanical and thermal 
resistance and can be deposited very cost 
effectively.[8,9]

FTO is a TCO consisting of a stannic 
oxide (SnO2) framework with heavy donor 
incorporation of the fluorine dopant, main-
taining a rutile structure.[10,11] A number 
of thin-film deposition methods are regu-
larly used to prepare FTO, including spray 

pyrolysis,[12] chemical vapor deposition,[13] pulsed laser deposi-
tion,[14] and magnetron sputtering.[15] Commercial FTO is most 
commonly deposited via atmospheric pressure chemical vapor 
deposition (APCVD) in an online coating process where the 
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1. Introduction

Transparent conducting oxides (TCOs) are materials that 
combine the usually mutually exclusive properties of optical 
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manufacturing of the glass substrate and deposition of the TCO 
films are performed in a continuous process. An example of 
these products is the NSG TEC glass range.[16]

FTO possesses a fundamental electronic direct band gap of 
Eg = 3.6 eV,[17,18] and an optical band gap that can often exceed 
4 eV depending on the level of fluorine incorporation.[14,19] This 
contributes to achieve optical transmission of light in the vis-
ible region commonly around 80%.[20] In these materials it is 
generally assumed that fluorine acts as a substitutional, singly 
charged donor occupying an oxygen site. This is often assumed 
because oxygen and fluorine have nearly the same atomic radii 
and similar bond energies with tin which should assist in fluo-
rine being easily incorporated into the material.[11,21] Fluorine 
doping of tin dioxide can result in very low resistivity FTO 
films, regularly less than 4 × 10−4 Ω cm.[16,22,23]

Naively, it is expected that the more fluorine atoms that are 
incorporated into the tin dioxide matrix, the more free elec-
trons become available for conduction.[11] If this is the case, the 
amount of fluorine incorporated is only limited by the trade-off 
between optical and electrical properties—as the carrier density 
is increased, there is a corresponding increase in conduction 
electron plasma frequency and associated plasma reflectivity 
that limits the infrared (IR) transparency.[24–26] However, one 
interesting observation reported many times over the years is 
that the resistivity of FTO will initially decrease as carrier con-
centration increases and then begin to increase when carrier 
concentrations become sufficiently large.[22,27–31] While the ini-
tial decrease in resistivity is relatively simple to explain, being 
due to the extra free carriers contributing to conduction intro-
duced into the material by the fluorine dopant, the origin of the 
eventual increase in resistivity at high doping levels is a much 
more debated issue. A number of phenomena have been sug-
gested, with a general underlying theme of the fluorine intersti-
tial playing a major role.[10,11,29] However, only very limited evi-
dence is available supporting this claim, mainly based on X-ray 
diffraction studies.[27–29,32,33]

In this study, we use a combination of Hall effect measure-
ments and modeling, and theoretical calculations based on 
density functional theory (DFT) to determine the factors lim-
iting the carrier mobility in APCVD-deposited FTO films on 
soda-lime glass. This information is then related to quantita-
tive chemical analysis using X-ray photoemission spectroscopy 
(XPS) backed by secondary ion mass spectrometry (SIMS). 
These results point to a self-compensation mechanism occur-
ring in FTO at high doping levels. With the aid of DFT forma-
tion energy calculations and XPS results we are able to infer the 
likely defect species.

2. Results and Discussion

2.1. Transport Mobility

Transport mobilities of the FTO samples as a function of car-
rier concentration, as measured by Hall effect, are shown in 
Figure 1. For degenerately doped semiconductors, such as 
transparent conducting oxides, the dominant carrier scat-
tering/mobility reducing mechanism in the majority of cases 
is ionized impurity scattering.[34,35] To simulate this effect, 

the degenerate form of the Brooks–Herring formula[36,37] has 
been implemented, labeled ionized impurity (II) in Figure 1. 
All donors are assumed to be ionized and have a charge state 
of ZD = 1, corresponding to substitutional fluorine, FO. Other 
scattering mechanisms have been taken into account and are 
shown in Figure 1. These are acoustic deformation potential 
(ADP),[38,39] longitudinal polar-optic phonons (LPO) (we use 
here the formalism set out by Low and Pines[40] and adapted 
by Fonstad and Rediker for SnO2;[38] however, a number of 
other approaches do exist[41,42]) and grain boundary scattering 
for both degenerate[43] (IG(Deg)) and nondegenerate[44] (IG) 
systems. The effects of neutral impurities and other phonon 
effects were found to be negligible.

Individual carrier scattering mechanisms are modeled 
and displayed in Figure 1 along with the combined trans-
port mobility calculated according to Matthiessen’s rule. This 
approach assumes the scattering mechanisms are independent 

Figure 1.  Transport data and simulation for Hall mobility versus carrier 
concentration of FTO. a) All theoretical curves calculated over a wide 
carrier concentration range. b) Only the combined theoretical model, 
the effect of compensation, and the experimental data over the carrier 
concentration range relevant to the data. Model curves of dominant scat-
tering mechanisms result from successive addition via Matthiessen’s 
rule. The scattering mechanisms displayed are longitudinal polar-optical 
(LPO), acoustic deformation potential (ADP), grain boundary for both the 
degenerate (IG(Deg)) and nondegenerate case (IG), ionized impurity (II), 
and the effect due to compensation in the system.
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of each other. All curves have been calculated using a band-
edge effective mass of mr = 0.27m0

[45] and a relative static die-
lectric constant of ε(0) = 12.2.[46] The band-edge effective mass 
and dielectric constants are assumed to be isotropic for these 
polycrystalline films.[38] The nonparabolicity of the conduction 
band was also accounted for using a carrier density-dependent 
effective mass.[47]

As shown in Figure 1, ionized impurity scattering becomes 
the dominant mobility limiting mechanism in SnO2 above a 
carrier density of ≈5 × 1019 cm−3. This holds well with the pre-
dictions made by Martínez et al.[48] Our data points reside well 
above this threshold, indicating the heavily limiting effects of 
grain boundaries are negligible for our films. However, even 
in this regime the theoretical mobilities calculated are roughly 
three times higher than those measured. This relationship is 
supported by the modeling of temperature-dependent Hall 
effect which can be seen in Figure S1 (Supporting Informa-
tion). The results agree well with the work of Haitjema et al.[49] 
who suggest their calculated theoretical mobility is four times 
greater than that found experimentally. We attribute this to the 
effects of self-compensation in these samples. Self-compensa-
tion arises by the formation of acceptor defects that counter 
the dopant impurity properties.[35] The effects of self-compen-
sation can be included in the transport model utilizing a factor 

termed the “compensation ratio” A
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defined as the ratio of the number of acceptors to donors pre-
sent in the material.[50] This modifies the mobility limit due 
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the unattenuated ionized impurity mobility limit and ZD and 

ZA are the charge state of donors and acceptors, respectively.[51] 
If we assume the charge state of the acceptor defect to be  

ZA = 1, this equation reduces to (0)
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+
. Incorporating 

the compensation ratio into the model fit (the brown dash–dot 
curve labeled combined scattering in Figure 1) we determine 

the level of compensation for a singly charged acceptor to be 
K ≈ 0.48.

2.2. Theoretical Prediction of Defects

Hybrid density functional theory calculations have been per-
formed to determine the formation energies of a range of likely 
intrinsic and extrinsic defect states in tin dioxide as a function 
of the Fermi level position. The defect species considered in 
this study are substitutional fluorine (FO), interstitial fluorine 
(Fi), a fluorine substitutional–interstitial pair ([F–F]O) together 
with the dominant intrinsic donor and acceptor defects in 
SnO2 such as the oxygen vacancy (VO) and the tin vacancy 
(VSn). All of these defects are displayed in Figure 2 for both 
“Sn-rich/O-poor” (left) and “Sn-poor/O-rich” (right) which are 
at the “extremes” of the chemical potentials, i.e., the formation 
of Sn metal under Sn-rich/O-poor conditions and O2 gas under 
Sn-poor/O-rich conditions and thus the experimental situation 
is expected to lie somewhere between these two regimes. In 
each plot, the valence band maximum (VBM) is set to EF = 0 eV  
and the onset of degeneracy occurs from the conduction band 
minimum (CBM) (EF = 3.6 eV) indicated by the graded orange 
area.

Under both growth regimes, the oxygen vacancy (VO) acts 
as the lowest formation energy intrinsic donor, behaving as 
a “deep” defect with a negative-U behavior (the 2+/0 transi-
tion level occurs ≈0.76 eV below the CBM) meaning that VO is 
unlikely to be a source of conductivity in SnO2 which has been 
seen in previous theory[52–54] and experimental[55] studies alike. 
Oxygen vacancies have been identified as the intrinsic defect 
present in undoped TCOs such as In2O3, ZnO, and SnO2 via 
positron annihilation spectroscopy.[56] The neutral charge state 
for the tin vacancy (VSn) in each of the growth regimes has a 
very high formation energy and thus will not form or will form 
in negligible quantities. Even under the most favorable condi-
tions for VSn (Sn-poor/O-rich) the formation energy only lowers 

Figure 2.  The calculated formation energies as a function of Fermi level position for Sn-rich/O-poor (left), at 900 K and 1 atm (middle), and Sn-poor/O-
rich (right) growth conditions. In each regime, the VBM is set at 0 eV, and the conduction band is denoted by the orange area with the CBM at 3.6 eV. 
The dashed black line shown in the middle plot (900 K, 1 atm) represents the Fermi energy at the point where the +FO  and −Fi  lines cross. The solid dots 
indicate the transition levels from charge state q to q′, ε(q/q′).
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to ≈8.37 eV. This defect lies “ultra” deep in the band gap where 
the 0/1- lies ≈1.75 eV above the VBM.

Under Sn-rich/O-poor conditions, substitutional fluorine 
(FO) is the lowest formation energy donor and is “shallow” 
with the 1+/0 transition occurring ≈0.76 eV above the CBM 
and the 0/1− level occurring ≈2.09 eV above the CBM. 
Figure 3a displays the partial charge density of FO in the neu-
tral charge state (FO

0) showing the delocalization of electron 
density in the conduction band, consistent with the resonant 
nature of substitutional F. There is also negligible distortion 
to the SnO2 lattice as shown in Figure 3a giving rise to the 
low formation energy of FO. The 1− charge state in this case 
does not act as an acceptor but the extra electron is instead 
donated to the conduction band. Interstitial fluorine (Fi) was 
found in our calculations to distort from the “perfect” inter-
stitial site toward a lattice oxygen site causing a displacement 
of the oxygen (Figure 3b). Figure 3b also shows that the elec-
tron density is highly localized in a p-orbital on the Fi and on 
the two opposing O p-orbitals, thereby trapping charge. This 
defect was found to be a “very” deep donor state as the 1+/0 
transition occurs ≈2.30 eV below the CBM. At Fermi energies 
above the CBM, VSn begins to compensate FO (≈1.7 eV above 
the CBM) thus negating the extra electrons and trapping the 
Fermi level at this point. Another species, the fluorine substi-
tutional–interstitial pair, which has been postulated theoreti-
cally at high concentrations and seen experimentally via simple 
changes in lattice parameters has also been calculated along-
side FO and Fi.[29,32,57] The [F–F]O defect possesses a relatively 
high formation energy and acts as an ultra deep donor with the 
1+/0 charge state lying 3.2 eV below the CBM.

Under Sn-poor/O-rich conditions, the formation energy of 
FO is raised and those of Fi and VSn are lowered. Under these 
conditions, the Fi

− and FO
+ defect states cross at ≈ 0.03 eV above 

the CBM trapping the Fermi energy at this point; this “self-
compensation” mechanism has been seen to occur in anatase 
TiO2 also.[58] At higher Fermi energies, Sn

4V −  crosses the FO
+ line 

at ≈ 0.23 eV above the CBM potentially causing further com-
pensation. The formation energies of the [F–F]O defect charge 
states remain the same over the chemical potential range, and 

the neutral charge state occurs at a lower formation energy 
than FO under Sn-poor/O-rich conditions.

The middle plot in Figure 2 represents the realistic growth 
conditions under APCVD at a temperature of ≈900 K and a 
pressure of 1 atm. These conditions lie somewhere between the 
extremes of the chemical potentials discussed previously and as 
such, the defect landscape transitions accordingly. The crossing 
point of the FO

+  and Fi
− defect states now occurs at ≈ 0.55 eV 

above the CBM (shown by the dashed black line at EF = 4.15 eV)  
and above this point, compensation occurs.

In addition to the DFT calculations, we have calculated the 
partial charge densities for both the FO

+ and the FO
−  defect charge 

states. Here it is shown that the electron density is delocalized 
when the F substitutes an oxygen and is localized when F is in 
an interstitial position. Fi

−  also displays the relatively sizeable 
lattice distortion caused by the localization of two electrons on 
the F atom and two adjacent O atoms. This depicts interstitial 
F as a deep acceptor (Fi

−), leading to the decrease in mobility  
seen when self-compensation occurs for a Fermi level of ≈4.1 eV  
above the valence band maximum.

The inset of Figure 4 shows the absorption coefficient, α, which 
is calculated from the transmission data and film thickness. The 
optical gap is determined to be 4.2 eV from linear extrapolation of 
α2 versus photon energy. Accounting for the valence band disper-
sion, the Fermi level is found to be EF = 4.1 eV above the VBM 
corresponding to the point where FO

+ begins to be compensated 
by Fi

− which is in excellent agreement with the theoretically calcu-
lated value of 4.15 eV at 900 K and 1 atm. The charge state of Fi in 
this regime is ZA = −1, justifying the initial assumption applied in 
the transport model and the compensation ratio of K = 0.48.

2.3. Core-Level XPS and Optical Reflectivity

In order to probe experimentally for evidence of Fi, high-resolu-
tion core-level XPS spectra of the Sn 3d5/2, O 1s and F 1s regions 

Figure 3.  The calculated partial charge densities of a) +FO and b) −Fi  down 
the {010} and {001} directions, respectively. The Sn (gray) and O (black) 
atoms are depicted using a stick model for clarity, while the F atoms are 
colored red (FO) and pink (Fi) corresponding to the defect color used in 
Figure 2. Charge densities of 0.001 and 0.02 eVÅ−1 were used for panels 
(a) and (b), respectively.

Figure 4.  IR reflectivity data (circles) and optical model simulation (solid 
line) of FTO (n = 4.27 × 1020 cm−3) deposited on a glass/SnO2/SiO2 sub-
strate. The inset plot displays optical absorption data with a linear extrap-
olation estimating the absorption onset. This shows an optical gap of 
4.21 eV, corresponding to a Fermi level position 4.10 eV above the VBM.
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were recorded for degenerately doped FTO (n = 4.27 × 1020 cm−3). 
All of these spectra were recorded after a low-energy Ar+ sputter 
to remove surface contamination. The level of contamination 
was monitored by taking survey spectra between sputter cycles. 
A noticeable reduction of a high binding energy component of 
the F 1s was also observed after sputtering (see Figure S3 in 
the Supporting Information for fitting of presputtered FTO). 
We attribute this to surface contamination associated with fluo-
rine bonded to carbon, consistent with the large shift to higher 
binding energy seen for fluorocarbon species elsewhere.[59–61]

Heavily doped wide band-gap semiconductors such as TCOs 
display almost metallic-like properties in the sense that they 
possess a large density of free carriers. This needs to be consid-
ered in the fitting of the core-level spectra, but is often ignored. 
At the high doping levels (n > 1020 cm−3) present in our sam-
ples, plasmon-loss features are commonly observed which 
manifest as a high binding energy component, representing 
the fraction of photoelectrons that have lost energy to the col-
lective excitations of the free electron gas during photoemission 
from the material. However, interpreting these loss peaks in 
XPS is notoriously difficult due to their complex nature, with 
many different approaches having been employed.[62]

Here we employ the fitting procedure of Egdell et al.[63,64] 
who base their analysis on the Kotani–Toyazawa screening 
model.[65] A comprehensive discussion regarding the merits 
and drawbacks surrounding this approach can be found else-
where.[66,67] Using this approach, both the Sn 3d5/2 and O 1s 
core-level peaks (Figure 5) are fitted using two symmetric Voigt 
functions, one component at lower binding energy for the pho-
toelectrons with no energy loss to plasmons, and plasmon-loss 
component at higher binding energy. A Shirley background is 
also used in the fitting.[68]

In order to achieve a meaningful fit to the data, the energy 
separation between the plasmon-loss peak and the no-loss com-
ponent is required. This separation is determined by the free 
carrier plasmon frequency. The surface plasmon frequency 
can be determined from high-resolution electron energy loss 
spectroscopy and dielectric theory simulations,[69,70] or the bulk 
plasmon frequency from infrared reflectivity measurements 
and modeling.[71] IR reflectivity spectra of the FTO (n = 4.27 × 
1020 cm−3) is displayed in Figure 4.

The transfer matrix method-simulated reflectivity spectrum 
seen in Figure 4 allows for the determination of the plasmon 
energy ωp. The extracted plasmon energy is ωp = 0.50 eV. The 

equation for the plasmon energy is given as 
( )

p

2

*
0

ne

m
ω

ε ε
=

∞
 

with the surface plasmon energy varying only by a factor of 

( )

( ) 1

ε
ε

∞
∞ +

. Using a relative high-frequency dielectric constant 

of 3.9, this results in a surface plasmon energy of ωsp = 0.45 eV 
as determined from the simulated plasmon energy. As emitted 
photoelectrons originate from up to 10 nm from the surface, 
the separation between screened and unscreened components 
is expected to lie in the region of 0.45 eV ⩽ ΔEp ⩽ 0.50 eV.

Utilizing this information, the fitting procedure for the Sn 
3d5/2 and O 1s core levels in Figure 5 involved simply con-
straining the no-loss peak to plasmon-loss peak energy sepa-
ration to the determined plasmon energy range and allowing 
parameters to be optimized in the fitting procedure in order to 
achieve the best least squares fit. As can be seen from Figure 5, 
there is excellent agreement between the fit and the experi-
mental data. Both the Sn 3d5/2 and O 1s peaks display sizeable 
plasmon-loss components at 0.5 eV higher than the no-loss 
peak. attenuated peaks are situated at 486.9 and 530.9 eV for 
Sn 3d5/2 and O 1s, respectively, in good agreement with other 
reported binding energy values.[48,72,73]

The full width at half maxima (FWHM) of the core-line com-
ponents for the Sn and O are both under 1.0 eV. The full widths 
of the high-binding energy components are broader than this 
owing to the finite plasmon lifetime broadening which has to 
be considered in addition to the natural line width and instru-
mental broadening of the core-level peak. The plasmon-loss 
peaks display greater Lorentzian character than the low binding 
energy peaks. It is evident when the plasmon-loss mechanism 
is accounted for in the XPS fitting that only a single Sn–O 
chemical environment can be discerned in the Sn 3d5/2 and 
O 1s spectra. This is expected given the bonding structure of 
SnO2. While an Sn–F bond peak could be expected in the Sn 
3d5/2, the fluorine content in these samples is extremely low 
and so we cannot distinguish it here in the presence of the 
strong Sn–O signal. The asymmetric peak shape of the tin and 

Figure 5.  XPS spectra of the Sn3d5/2 and O 1s core levels of FTO (n = 4.27 × 1020 cm−3) measured after argon plasma sputtering to remove surface 
contaminants. Two peaks are used to fit the data in each spectrum, a low binding energy component representing the unattenuated peak and a high 
binding energy component representing the energy loss of the core level to the collective free carrier gas.
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oxygen regions is commonly seen in reports on FTO,[20,22,74–76] 
although they are very rarely associated with plasmon-loss 
events taking place.

We now turn our attention to the F 1s core-level region and 
employ the same constraints applied to the Sn 3d5/2 and O 1s 
core levels, the data for which are shown in Figure 6. A much 
reduced fluorocarbon species is still present, which is likely a 
result of the low sputtering energy used (as not to damage the 
structure of the FTO) not fully removing the surface carbon, 
although carbon incorporation into the bulk cannot be ruled 
out. Taking this into account, a single no-loss core-level peak 
and associated plasmon-loss peak pair (and additional high 
binding energy contaminant peak) provided an extremely poor 
fit to the data. The shoulder component could not be fitted well 
under these constraints. This suggests there is another spe-
cies of fluorine present within the material, in addition to the 
expected substitutional fluorine. In order to fit the F 1s spectra 
with two fluorine species present, a similar fitting procedure 
was used to that of the Sn 3d and O 1s core levels. However, 
in the case of the fluorine we acknowledge that both fluorine 
core lines will produce plasmon-loss features, and in fact we 
can further constrain the area ratios of the loss feature to its 
corresponding core line because electrons originating from 
these two fluorine species will experience the same screening 
from the free electron gas. Carbon at the surface will not have 
an associated plasmon loss as electrons originating from the 
surface will not interact with the free electron gas in the bulk.

The loss features are again constrained to ωsp ⩽ ΔEp ⩽ ωp 
from the respective core-line peaks. The substitutional peak 
and the peak labeled interstitial F in Figure 6 are constrained 
to have the same FWHM as each other. The two loss peaks 
are constrained to have the same FWHM as each other, but it 

is allowed to differ from that of the no-loss components. The 
binding energy positions of the substitutional and interstitial 
peaks are determined to be 684.9 and 685.7 eV, respectively (see 
Table S1 in the Supporting Information for a comparison to 
binding energies in the literature). As expected, the loss peaks 
take on a more Lorentzian character with a larger FWHM than 
the other components. The fitting is again in good agreement 
with the data. Multiple data sets from a range of FTO coatings 
with varying fluorine content have been fitted using the same 
fitting parameters and procedure. The fitting parameters for 
the XPS data from these other coatings are consistent with the 
ones from the spectra shown (see Figure S4 in the Supporting 
Information).

The peak areas of the substitutional and interstitial F 1s 
peaks are extracted from the fit, and the ratio of the two is 
calculated. This ratio for this particular sample is found to be 

0.47int

sub

A

A
= . For six samples analyzed with 1.8 × 1020 cm−3 < n < 

5.5 × 1020 cm−3, this peak area ratio is found to lie in the range 
0.47–0.53 (see Figure S4 in the Supporting Information). The 
peak areas are representative of the concentration of the given 
species of the material present in the sample, and hence we can 
deduce that the fraction of the fluorine interstitial is ≈0.5 of the 
substitutional fluorine incorporated into the material. This ratio 

is remarkably close to the compensation ratio of 0.48A

D

K
N

N
= =  

found from transport modeling in Figure 1. Therefore, the 
experimental XPS evidence strongly supports the hypothesis 
of a compensating defect and is consistent with the proposed 
defect of the fluorine interstitial determined as the lowest for-
mation energy compensating defect by the DFT.

The fluorine interstitial acting as a singly charged com-
pensating acceptor has been a well-established hypoth-
esis[11,27,28,32,57] for FTO, with researchers even providing sim-
ilar evidence from XPS measurements such as Suffner et al.[29] 
on FTO nanoparticles. However, Suffner et al. did not include 
the effects of plasmon losses in their fitting, and no transport 
properties of the material were reported. To our knowledge, 
nobody has yet made the connection, quantitatively or other-
wise, between the transport compensation behavior and the 
XPS chemical analysis that we have performed for FTO in this 
work. In addition to this, the DFT defect chemistry analysis has 
been clearly instructive in both the transport modeling and XPS 
fitting, proving to be a powerful tool in the determination of the 
likely defect species and in understanding the charge state of 
said defect which directly relates to the transport modeling. It 
is also worth reiterating that the effects of plasmon losses in 
FTO as seen in XPS analysis have been scarcely touched upon 
in the literature. This could easily lead to the misassignment of 
spectral features.

From the above we can infer that the carrier density of these 
FTO films is heavily compensated, with the measured free car-
rier concentration being about one third of the total fluorine 
incorporation—for every two substitutional F donors, there is 
approximately one interstitial F acceptor, resulting in roughly 
one free electron for every three F atoms. Or, more precisely, 
for our range of substitutional to interstitial F 1s area ratios of 
0.47–0.53, there are, on average, between 2.9 and 3.1 F atoms 
per free electron. Indeed, this is supported by comparing the 

Figure 6.  XPS spectra for the F 1s core level of FTO (n = 4.27 ×  
1020 cm−3) measured after argon plasma sputtering to remove surface 
contaminants. Four peaks were used to fit the data representing substi-
tutional fluorine (FO), interstitial fluorine (Fi), and two further symmetric 
peaks representing the energy loss of each of the core levels to the col-
lective free carrier gas. Additionally, a small fluorocarbon species is seen 
at higher energy.
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F contents estimated from XPS with the free electron densities 
from Hall effect. As discussed in the “Experimental Section,” 
from XPS we estimate that the F content in the FTO films is in 
the range 0.7–1.7 atomic percentage (%) (but with considerable 
uncertainty in the absolute atomic % values as discussed in 
the “Experimental Section”). Considering the atomic density of 
SnO2 of 8.4 × 1022 cm−3, this corresponds to F concentrations in 
the range of around 5.9 × 1020 to 1.4 × 1021 cm−3. Comparing this 
to the Hall carrier concentration range of 1.8–5.5 × 1020 cm−3,  
it reveals that between 2.5 and 3.3 F atoms per free electron 
in agreement with the expectation of the F concentration being 
about three times the carrier density.

To provide additional evidence of this finding with greater 
accuracy than XPS and without the limitations of the surface 
sensitivity of XPS, time of flight SIMS was used. Information on 
the specific SIMS system used and experimental procedure is in 
the Supporting Information, along with a plot of F atomic con-
centration versus sputter depth for F concentrations in FTO sam-
ples and an F-ion-implanted SnO2 standard, seen in Figure S7  
(Supporting Information). F-ion-implanted standards were 
used in combination with profilometry (for depth calibration) 
to obtain the atomic concentration of F. SIMS was performed 
on typical FTO samples with a Hall carrier concentration of  
n = 4.05 × 1020 cm−3 and n = 4.27 × 1020 cm−3 (corresponding 
to the sample seen in Figure 6). The depth-averaged total con-
centration of F determined by calibrated SIMS was found to be 
[F] = (1.08 ± 0.11) × 1021 cm−3 and [F] = (1.06 ± 0.11) × 1021 cm−3,  
respectively. This indicates about 2.5–2.7 F atoms per free elec-
tron. This confirms that the total F content is approximately 
three times greater than the free electron density, n.

This additional F content has the effect of reducing the 
achievable mobility from a maximum of around μtheory = 
120 cm2 V−1 s−1 to under μexperiment = 40 cm2 V−1 s−1 for a car-
rier density of n ≈ 4 × 1020 cm−3. This has strong implications 
for the material performance. With this in mind, we demon-
strate that FTO possesses intrinsic limitations on its mobility 
and carrier density due to this self-compensation. Although 
these materials display excellent transparency and conductivity 
properties, in order to improve industrial-scale TCOs, alter-
native dopants need to be identified and their defect chem-
istry explored in order to find dopants which do not exhibit 
this self-compensating phenomenon inherent to fluorine 
doping of SnO2. One example of such a novel dopant is Mo 
in In2O3 which gives higher mobilities than Sn in In2O3 (see 
ref. [77]). Another example is Ta doping of SnO2, where for 
films grown by pulsed laser deposition, mobilities as high as  
83 cm2 V−1 s−1 have been reported for carrier densities of around  
3 × 1020 cm−3.[78] Such values are consistent with the transport 
modeling for the uncompensated case shown in Figure 1, but 
have yet to be realized using a scalable deposition method. It is 
also noted that the mobility of molecular-beam epitaxy-grown 
Sb-doped SnO2 with a free electron density of 2.6 × 1020 cm−3 is 
limited to 35 cm2V−1s−1 even though calibrated SIMS indicates 
an Sb concentration of 2.8 × 1020 cm−3, suggesting negligible 
compensation from Sb-related defects.[79] For the Sb-doped 
case, other mobility-limiting mechanisms may be present, such 
as hybridization of Sb orbitals with the Sn-dominated conduc-
tion band states, leading to increase electron effective mass and 
reduced mobility.

3. Conclusion

Heavily n-type fluorine-doped tin dioxide (n > 1 × 1020 cm−3) 
deposited on soda-lime glass via APCVD has been shown to 
exhibit inherent self-compensation, limiting the achievable free 
electron density, mobility, and resulting conductivity. Modeling 
of mobility versus carrier density data from Hall effect meas-
urements indicates that ionized impurity scattering dominates 
and the mobility is limited to <40 cm2 V−1 s−1 by the presence of 
acceptors, with a compensation ratio of K = 0.48 as determined 
via Hall effect measurements. Density functional theory for-
mation energy calculations determined interstitial fluorine in 
the −1 charge state to be the lowest formation energy acceptor 
defect for degenerately doped FTO. Core-level XPS measure-
ments and analysis were performed on FTO, including paying 
particular attention to the modeling of plasmon-loss compo-
nents of core-level lines which result from energy loss to the 
collective excitations of free carriers in degenerately doped 
semiconductors. A high-binding-energy shoulder component 
was found in the F 1s core-level region and attributed to inter-
stitial fluorine, Fi. This component has half the intensity of that 
due to substitutional donor fluorine, FO, consistent with the 
determined compensation ratio. This quantitative connection 
between fluorine chemical analysis and transport modeling has 
not previously been made. Hence, we have provided new evi-
dence of fluorine interstitial as the defect responsible for FTO 
falling well short of the theoretical ionized impurity scattering-
limited mobility of >100 cm2 V−1 s−1. Quantitative analysis on F 
concentrations of samples made through Hall effect, XPS, and 
SIMS provides further proof of compensation in FTO.

4. Experimental Section
FTO thin films deposited on glass by APCVD were obtained from NSG 
Group. Samples consisted of a multilayer structure with an undoped 
SnO2 layer of ≈25 nm deposited directly on the glass substrate providing 
a rough surface for the subsequent layers to adhere to. An SiO2 layer 
of thickness ≈25 nm, acting as a sodium diffusion barrier followed,  
and finally the electrically active F:SnO2 layer was deposited. The 
tetragonal rutile structure associated with the SnO2 was confirmed via 
X-ray diffraction (see Figure S5 in the Supporting Information). The 
samples were polycrystalline in nature, and no impurity phases were 
present. Samples were prepared for measurement by mechanically 
cleaning the surface with laboratory wipes and isopropyl alcohol to 
remove large particulates, as well as being treated in an ultrasonic bath 
submerged in diluted surface cleaner (Decon 90 surface cleaning agent) 
and then isopropyl alcohol, and rinsed in deionized water.

Time-of-flight SIMS combined with profilometry allowed the 
thickness of the FTO films to be determined. Film thickness of the FTO 
layers ranged from 300 to 750 nm. Fluorine concentrations in the films 
were determined from XPS peak areas of the main core levels of the 
constituent elements, taking into account the atomic sensitivity factors 
(ASF) provided by Moulder et al.,[59] which ensured that measured peak 
areas are corrected to account for photoionization cross sections. It 
should be noted that the ASF also depend on some factors specific to 
the measurement instrument used such as the analyzer transmission 
function. The ASF taken from Moulder et al. were not specific to this 
XPS system, so the uncertainty associated with the determination of 
compositions could be considered sizeable. The fluorine concentration 
of the samples varied from around 0.7% (atomic percentage) to 1.7%.

Hall effect measurements were performed using the standard van 
der Pauw configuration at a field strength of 0.8 T to determine the free 
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carrier concentration (n) and transport mobility (μ) of FTO samples. 
Measurements were performed at room temperature on the samples, 
all of which displayed n-type conductivity. The measured free carrier 
concentrations across the sample range varied from (1.81 ± 0.01) × 
1020 to (5.48 ± 0.04) × 1020 cm−3, and electron mobilities varied from 
27.3 ±  0.2 to 38.2  ±  0.1 cm2V−1s−1. Samples which displayed high carrier 
concentrations and low mobilities corresponded to those of high 
fluorine content. Temperature-dependent Hall effect was also performed 
on some samples, with sample temperature being varied from 10 to  
300 K (±0.5 K) (see Figure S1 in the Supporting Information).

High-resolution XPS measurements were performed using a SPECS 
monochromatic Al Kα (hv = 1486.6 eV) X-ray source operated at 
300 W. Photoelectrons were analyzed using a PSP Vacuum Technology 
hemispherical electron-energy analyzer, with a mean radius of 120 mm 
operated at a pass energy of 10 eV. The spectrometer was calibrated 
using a polycrystalline silver foil which had been Ar+ sputtered 
to achieve a clean surface. The silver 3d5/2 and Fermi edge were 
measured for energy position and peak width calibration. For more 
information on the calibration process and estimated uncertainties 
of peak measurements made with this spectrometer, see ref. [80]. All 
core-level positions were referenced to the Fermi level of the FTO. 
While under ultrahigh vacuum conditions, further surface treatment 
was performed to remove surface contaminants. This was done via 
Ar+ ion bombardment while monitoring the C 1s peak and Sn 3d 
peaks at regular intervals. Sn 3d5/2 to C 1s peak ratios were compared 
between sputter cycles in order to assess the level of surface cleanliness 
achieved. It should be noted that due to the small quantity of fluorine 
present in the samples and the relatively low cross section for 
photoionization of F 1s photoelectrons, obtaining reasonable signal to 
noise on the F 1s region takes 10–50 h of data acquisition. This was 
consistent with what had been seen previously.[13,75,76]

IR reflectance measurements were performed using a Bruker Vertex 
70v Fourier-transform infrared (FTIR) spectrometer at 11° angle of 
incidence (with respect to the normal of the sample surface). A CaF2 
beam splitter and DLaTGS detector were used. Spectra were recorded 
over an energy range of 0.10–0.75 eV in order to completely encompass 
the plasma resonance cutoff. FTIR measurements were performed 
under vacuum (≈2 mbar) to minimize the effect of atmospheric water 
vapor and carbon dioxide vibrational modes on the recorded spectra. 
The reflectance was simulated using the transfer matrix method.[81] The 
simulation accounted for both s- and p-polarized reflectance, considering 
a five-layer (vacuum/F:SnO2/SiO2/SnO2/soda-lime glass) stratified 
medium, assuming complete incoherence in the thick glass substrate. 
The simulation used a two-oscillator expression for the dielectric 
function to allow for determination of optical parameters. Transmittance 
was measured with a Shimadzu UV–Vis–IR 3700 spectrophotometer 
over an energy range of 1–5 eV.

Computational Methodology: Ab initio calculations were performed 
using DFT implemented using the periodic code, VASP.[82–85] The 
projector-augmented wave method[86,87] was used to describe the 
interaction between the core electrons (Sn[Kr], O[He], and F[He]) and 
the valence electrons. The hybrid functional PBE0 developed by Adamo 
and Barone[88,89] was used in order to combat the self-interaction error 
and thus allowed for an accurate description of the band gap of SnO2. 
Hybrid functionals were consistently shown to provide improved 
calculations of both geometry and electronic structure,[58,90–96] and 
PBE0 was shown to predict these properties for tin-based TCOs 
with a high degree of accuracy.[53,54,97–102] PBE0 incorporates 25% of 
exact Fock exchange to the PBE (Perdew, Burke, and Ernzerhoff)[103] 
formalism.

The intrinsic defects and extrinsic dopants were simulated using 
a 2 × 2 × 3 supercell containing 72 atoms together with a Γ-centered  
2 × 2 × 2 k-point mesh and a 400 eV plane wave energy cutoff. All the 
defect calculations were spin-polarized. The individual systems were 
deemed to be converged when the forces on all the atoms were less 
than 0.01 eV per atom.

Computational Methodology—Defect Formalism: For a charge state q, 
the formation energy of each defect is defined by

∑ µ∆ = − + + + + +H D q E E n E q E E qD q
i

i
i i �( , ) ( ) ( ) ( ) [ ]f

, H
Fermi VBM

H
corr

	
(1)

where EH is the energy of the host supercell and ED, q is the energy  
of the supercell containing the defect in charge state q. Ei corresponds 
to the elemental reference energy (Sn(s), O2(g), and F(g)), and the 
associated chemical potential is denoted μi. n refers to the number of 
electrons added to or taken away from an external reservoir.[104] In this 
work, the Fermi level ranged from the VBM (where �VBM

H  denotes the 
eigenvalue of the VBM in the host material) to ≈3.4 eV above the CBM. 
Finally, a correction term was applied to allow for “finite size effects” and 
was shown by Ecorr. This correction term encompassed three separate 
corrections: first, there was the “image charge correction” which, due 
to the long ranged nature of the Coulomb interaction,[105,106] corrected 
for the interaction of the charged defect and its own periodic images. 
This was implemented using the correction scheme formalized by 
Murphy and Hine,[107] which utilized the “dielectric tensor.” Second, a 
simple “potential alignment” was applied which aligned the VBM of 
the defective supercell to that of the host supercell, and finally a “band 
filling” correction created by Lany and Zunger[108,109] was applied to 
account for the high defect concentrations present in supercells.

Computational Methodology—Thermodynamic Limits: The chemical 
potentials (μi) can reflect the equilibrium growth conditions which can 
be varied to simulate the experimental partial pressures defining the 
conditions of n- and p-type defect formation. This is all relative to the 
calculated enthalpy of the host material

2 –5.27 eVSn O f
SnO2Hµ µ+ = ∆ =

	 (2)

The experimentally determined standard enthalpy of formation 
for SnO2 is −5.98 eV,[110] which was in reasonable agreement with 
this calculated value at 0 K. These calculations were allowed for the 
determination of two growth conditions, the Sn-rich/O-poor limit which 
typically favors the formation of n-type defects which is determined by 
the formation of metallic Sn

0; –2.64 eVSn Oµ µ∆ = ∆ = 	 (3)

Likewise for p-type defect favorable formation conditions, Sn-poor/O-
rich, was limited by the formation of O2 gas

0; –5.27 eVO Snµ µ∆ = ∆ = 	 (4)

The solubilities of the F species were limited by the formation of the 
secondary phase, SnF4

4 12.43 eVSn F f
SnF4Hµ µ+ = ∆ = −

	 (5)

where ΔμF can be calculated to be −1.79 and −3.11 eV under Sn-poor/O-
rich and Sn-rich/O-poor conditions, respectively. (The experimentally 
defined standard enthalpy of formation for SnF4 is −12.14 eV.[111])

The ionization levels or thermodynamic transition levels are 
displayed in Figure 2, which, for a given defect, displayed the Fermi-level 
position where a given defect changes from charge state q to q′ which is 
calculated by

( , ) ( , )f fq
q

H D q H D q
q qD� ′ = ∆ − ∆ ′
′ − 	

(6)

These transition levels can be observed using techniques such as 
deep level transient spectroscopy as the final charge state can relax to its 
equilibrium configuration after the transition.

Computational Methodology—Dependance on Oxygen Partial Pressure 
and Temperature: The dependance of μO on the oxygen partial pressure 
and temperature could be determined using the equation outlined by 
Reuter and Scheffler[112]

µ = − − −T p H T p H p T S T p S p( , ) 1
2

[ ( , ,O ) (0K, ,O )] 1
2

[ ( , ,O ) (0K, ,O )]O
0 0

2
0

2
0

2
0

2
	

(7)
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where T, H, and S are temperature, enthalpy, and entropy, respectively, and  

p0 = 1 atm (with reference to a zero state; μO(0 K,p0)= E1
2 O

total
2

 = 0).[113,114] 

The temperatures used for the APCVD deposition in this study was  
≈900 K meaning this could determine μO using data from 
thermochemical tables[115] giving

µ = −T p( , ) 0.97eVO
0

	
(8)
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Supporting Information is available from the Wiley Online Library or 
from the author.
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