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Abstract: 

 The increasing presence of automation between operators and automated systems tends to 

disrupt operators from action outcomes, leading them to leave the control loop. The theoretical 

framework of agency suggests that priming the operator about the system’s upcoming behaviour could 

help restore an appropriate sense of control and increase user acceptability of what the system is doing. 

In a series of two experiments, we test whether providing information about what the system is about 

to do next leads to an increase in the level of user acceptability, concomitant with an increase in 

control and performance. Using an aircraft supervision task, we demonstrated the benefit of prime 

messages regarding system acceptance and performance. Taken together, our results indicate that the 

principles proposed by this framework could be used to improve human-machine interaction and 

maintain a high level of sense of control in supervisory tasks. 
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Practitioner Summary:  

 

The out-of-the-loop performance problem is a major potential consequence of automation, leaving 

operators helpless to takeover automation in case of failure. Using an aircraft supervision task, the 

following article illustrates how the psychological approach of agency can help improving human-

system interactions by designing more acceptable and more controllable automated interfaces 



Introduction 

 The term ‘sense of agency’ refers to the experience of controlling one’s own actions, and, 

through them, events in the outside world (Chambon and Haggard 2012). The sense of agency proper 

may itself be subdivided into a sense of intentionality or intentional causation, a sense of initiation and 

a sense of control (Pacherie 2008). In the present paper, we focused on the latter dimension of agency, 

the sense of control, as it appears to be an essential aspect in human-machine interactions.  

Sense of agency in socio-technical systems  

Recently, the concept of agency has been applied to the Human Computer Interaction (HCI) 

domain (Berberian et al. 2012, 2013; Limerick, Coyle, and Moore 2014, 2015; McEneaney 2009, 

2013; Obhi and Hall 2011). During the interactions with technology, it has been shown that the simple 

process of producing an action to cause an intended outcome depends upon several variables that can 

alter the agentive experience dramatically (Limerick, Coyle, and Moore 2014). For example, in 

aviation domain, Berberian et al. (2012) investigated the participants’ sense of agency when 

performing an aircraft supervision task using a flight simulator under different levels of automation. 

The task required the participant to observe a flight plan and after a random time interval, a conflict 

occurred due to the presence of another plane. The participant was required to decide an appropriate 

command and implement it using a button-based interface. In accordance with an established 

classification (Sheridan & Verplank, 1978), there were varying levels of automation of the task, from 

the user having complete control (no automation) to the computer executing the entire task with the 

participant simply observing (full automation). Berberian et al. (2012) found a decrease in agency (for 

both implicit and explicit measures) concomitant with the increase in automation. They argued that the 

increasing level of automation tends to distract operators from action outcomes, decrease their sense of 

control and therefore disrupt their overall performance.  

Further empirical evidence comes from Coyle et al. (2012). In a machine-assisted point-and-

click task, these authors explore how the assistance given to participants could have an effect on the 

user’s sense of agency. They showed that, up to a certain point, the computer could assist users while 



also allowing them to maintain a sense of control and ownership of their actions and the outcomes of 

those actions. However, their results suggested that beyond a certain level of assistance users 

experienced a detectable loss in their sense of agency. Taken together, these studies indicate that 

automation technology could disturb the mechanism underlying our sense of agency. This decrease in 

agency could generate critical concern regarding both automation acceptability and operator 

behaviour.  

The loss of agency: acceptability, involvement and performance issues  

Improving acceptability of new technologies by human operators is an important area of 

concern for equipment suppliers (Horberry, Stevens, and Regan 2014). To be acceptable, new 

technologies must be reliable, efficient and useful. However, such qualities do not guarantee 

acceptability from human operators. As pointed out by Shneiderman and Plaisant (2004), users 

strongly desire the sense that they are in charge of the system and that the system responds to their 

actions. In that sense, a decrease in the sense of control when dealing with highly automated systems 

has the potential to seriously threaten the system’s acceptability. This echoes Baron (1988) who 

claimed: “Perhaps the major human factors concern of pilots in regard to introduction of automation is 

that, in some circumstances, operations with such aids may leave the critical question, who is in 

control now, the human or the machine?”  

In addition to this problem of acceptability, a decrease in the sense of control could also 

dramatically impact the behaviour of human operators. Particularly, the attribution of responsibility 

plays an important role; several studies have shown that being involved in the consequence of our 

actions is a necessary condition to act ethically (Bandura 1999; Bandura et al. 1996; Bratman 2007; 

Borg et al. 2006). Yet, the sense of agency is known to underpin this concept of responsibility 

(Haggard 2017); further, the feeling of being an agent seems intimately linked to the experience and 

allocation of responsibility (Frith 2014; Moretto, Walsh, and Haggard 2011). For example, it has been 

shown that the decrease in the sense of agency and the related decrease in responsibility attribution 

lead to an increase in antisocial behaviour (Caspar et al. 2016; Caspar et al. 2017). It indicates that 
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people’s choice to act ethically or not, that is, to carry out actions that are judged to be ‘right’ or 

‘wrong’ is shaped by our own beliefs about our involvement in the results of the action (i.e., our sense 

of agency). The loss of agency might therefore constitute a form of moral disengagement regarding 

these actions and disturb the mechanism classically used to regulate human behaviour (Bandura 1999).  

Finally, this form of disengagement is also known to impact human performance. Particularly, 

studies investigating error-related potentials (i.e., cerebral activity associated with the monitoring of 

the consequences of an action; see San Martın 2012 for a review) show a degradation of monitoring 

associated with a reduction in the sense of agency (Bednark and Franz 2014; Caspar et al. 2016; Kühn 

et al. 2011; Li et al. 2010, 2011; Timm et al. 2014). In addition, a relationship between sense of 

control and one’s motivation and willingness to make efforts has recently been proposed. For example, 

Eitam, Kennedy and Higgins (2013) demonstrated that task motivation is increased when control over 

an effect can be clearly established by the participant. In that sense, decrease in the sense of control 

could directly impact the performance of human operators in system supervision associated with a 

‘diffusion of responsibility’ (Caspar et al. 2017). With the development of automation, understanding 

and overcoming these difficulties remains a crucial challenge in the HCI domain. 

Toward the design of more acceptable system: the current approach 

Different solutions have already been investigated by the HCI community to design more 

acceptable and engaging interfaces. For example, it has been proposed to manipulate the level of 

system automation by sharing the authority between the automation and the human operator (for 

example, Men-Are-Better-At / Machines-Are-Better-At method, adaptive function allocation). As 

previously introduced, the manipulation of the level of physical and/or cognitive involvement of the 

human operator in the task has the potential to affect explicit sense of control (see Berberian et al. 

2012). Such a method also has been proved to increase both performance and situation awareness. 

However, this method implies a modification of the level of automation. With the development of an 

autonomous system (see for illustration a self-driving car), maintaining a relevant feeling of control 

for the human operator engaged in purely supervisory control will become a critical issue (Hancock 



2014). Function allocation method remains limited in resolving such a concern. Moreover, as pointed 

out by Flemisch et al. (2011), in addition to control, authority, ability and responsibility are also 

modified according to the level of automation within the human–machine system.  

More holistic approaches have been proposed to encompass the difficulties coming from the 

introduction of automated systems (Banks, Stanton, and Harvey 2013; Hoc 2001, Hoc, Young, and 

Blosseville 2009; Hutchins 1995). These frameworks highlight the importance of the information 

processing and the communication between human operators and automated systems. For instance, it 

has been proposed to design automation systems as chatty co-drivers providing continuous relevant 

feedback to the driver to improve human automation interaction (Eriksson and Stanton 2016; Stanton, 

Dunoyer, and Leatherland 2011). Such an approach follows Norman’s recommendations about the 

“need to provide feedback about the state of the system in a normal, natural way, much in the same 

way that human participants in a joint problem-solving activity will discuss the issues among 

themselves” (Norman, 1990, p. 586; see also Christoffersen and Woods 2002; Dekker and Woods 

2002; Klein et al. 2004). Recently, the concept of distributed situation awareness (DSA; Stanton, 

2016) has been proposed as a guide to design such communication between agents. DSA proposed that 

agents within a system each hold their own situational awareness, which may be very different from 

(although compatible with) that of other agents. Whereas other frameworks promote sharing the same 

picture between different agents of the system, DSA argues that each agent should only be aware of 

the relevant information necessary for completing his/her role (for more detailed information about 

this concept see Salmon et al. 2009; Stanton 2016; Stanton et al. 2006). To support team working, 

DSA focuses on how to shape transactions between the agents, that is how to ensure that the right 

information is activated and passed to the right agent at the right time. Whereas promoting DSA has 

been proved to increase overall performance in teams (see, for example, Kitchin and Baber 2016), it 

remains unclear how to shape such transactions between human and system to preserve a sense of 

control. As an illustration, studies have demonstrated the benefit of prime messages while interacting 

with automation (e.g., Koo et al. 2014; Navarro, Mars, and Hoc 2007; Navarro et al. 2010). However, 

if priming appears as a relevant solution to decrease the system’s opacity, it also brings several 



problems regarding the system’s acceptability. Such information may help, but could also hurt the 

user’s acceptability if too much, or inadequate, information is given at an inappropriate moment (Koo 

et al. 2014; Navarro et al. 2007). Such conflicting information could result in a degradation of the 

sense of control.  

It is important at this point to highlight a significant difference between the concept examined 

in this paper and those examined in prior HCI research. In this paper, we do not focus on performance. 

Instead we offer a new perspective, complementary to those described above, which focuses on how 

people experience their own sense of personal agency when interacting with technology, and how this 

sense of agency could impact system acceptability. Particularly, we assume that the framework of 

agency could be used as a complementary approach by focusing on how the content and the timing of 

the information transfer to the human operator could maintain operator sense of control while 

promoting overall system performance.  

Agency: a complementary framework 

Laboratory studies have attempted to shed more light on the mechanisms underlying the 

experience of intentional causation and the sense of control of our own actions and empirical data in 

psychology (e.g., Aarts, Custers, and Wegner 2005; Moore, Wegner, and Haggard 2009), 

psychopathology (e.g., Franck et al. 2001; Frith, Blakemore, and Wolpert 2000) and neuroscience 

(e.g., Farrer et al. 2003; Tsakiris and Haggard 2005) have been accumulated. Interestingly, a variety of 

sources of information (e.g., one’s own thoughts, interoceptive sensations, external feedback, etc.) 

could be involved in the authorship processing, and a multiple cues integration mechanism has been 

proposed (Moore et Fletcher 2012; Synofzik et al. 2009; Synofzik et al. 2013).  

Notably, Wegner and colleagues has proposed the apparent mental causation theory which 

assumes that agency is experienced when we draw the inference that our thought has caused our 

action—whether or not this inference is correct (Wegner and Wheatley 1999). These authors indeed 

claim that an action is perceived as willed: 1) when the thought precedes the action at a proper interval 

(called the priority principle), 2) when the thought is compatible with the action (consistency 



principle), and 3) when the thought is the only apparent cause of the action (exclusivity principle). 

Following that theoretical proposition, Wegner, Sparrow, and Winerman (2004) reported that priming 

effects (i.e., providing predictive information of what will happen next) is a good way to influence or 

simulate prior thoughts, and therefore create a sense of agency even in the absence of any movement 

(see also Moore, Wegner, and Haggard 2009; Sato 2009). In their study, participants watched 

themselves in a mirror while another person behind them, hidden from their view, moved their hands 

forward on each side where participants’ hands would normally appear, and performed a series of 

movements. When participants could hear instructions previewing the movements, they experienced a 

higher degree of agency for these movements. We assume that this priming effect could be used to 

improve communication between automation systems and operators and increase the feeling of control 

in a supervision context. 

In this regard, one goal of the present study is to explore the relevance of the principles 

proposed by Wegner and colleagues in human machine interaction domain. Particularly, we propose to 

explore the benefit of prime messages regarding system intention while supervising an automated 

system. In a series of two experiments, we test whether providing information about what the system 

is about to do next leads to an increase in the level of user acceptability, concomitant with an increase 

in control and performance. Note here that our main concern is not about increasing human operator 

performance but about preserving the sense of control when interacting with a highly automated 

system. Two experiments have been performed to explore this question.   

  

Experiment 1: Link between system intention priming and system acceptability 

Improving acceptability of new technologies by human operators is an important area of 

concern to equipment suppliers (Horberry, Stevens, and Regan 2014). To be acceptable, new 

technologies must be reliable, efficient and useful. However, such qualities do not guarantee 

acceptability from human operators. As pointed by Shneiderman and Plaisant (2004), users strongly 

desire the sense that they are in charge of the system and that the system responds to their actions. In 



that sense, decrease in the sense of control when dealing with a highly automated system has the 

potential to seriously threaten this system acceptability.  

In this first experiment, we aimed to explore how priming system intention can improve 

system acceptability. Participants had to perform an aircraft supervision task together with a secondary 

target-tracking task. To appraise the quality of the interactions with the automated system, we used a 

combination of objective measures with subjective ratings (Annett 2002). Effective control and 

performance were measured by reaction times in taking over the system when it required a non-

optimal decision (i.e., the autopilot decision would lead to a collision with a second obstacle). Ratings 

of user acceptability were also assessed for every experimental condition. Finally, a portable eye-

tracking system was used to monitor the way participants allocated visual attention resources during 

both tasks (i.e., supervision and tracking). This last measure provides additional information about the 

operator’s performance and the smoothness of its interactions with the automated system.  

Methods 

Participants 

 Twenty-four undergraduate students from Aix-Marseille University with normal or corrected-

to-normal vision participated in this experiment (mean age = 24.5; SD = 5.1; 15 females). All 

participants were naive to the purposes of the study, and had no particular expertise in aircraft control. 

Material 

 This experiment was conducted using ONERA’s airplane simulator (LabSim, ONERA, French 

Aerospace Lab, Salon de Provence). Participants were expected to perform two tasks in parallel: an 

aircraft supervision task and a tracking task (see Figure 1). This secondary task was used to increase 

the participant’s mental workload (Young et al. 2015), and therefore make the supervision task harder. 

This situation is also more ecological since, in standard aeronautic situations, human operators usually 

have more than one screen or one action to supervise and often need to switch quickly and efficiently 

between various tasks. However, the ecological validity remains limited due to the poor familiarity of 

our participants with these supervision tasks and, as well, their relative simplicity. 

 



 
Figure 1. Schematic representation of the apparatus during the experiment. The 

Supervision task is displayed on the left screen and the Tracking task on the right screen.  

 

 

Supervisory task 

Procedure 

 The simulator was composed of a navigation display representing the aircraft in the horizontal 

plane together with surrounding traffic (see Figure 2). Participants had to supervise the progress of an 

aircraft on a predefined flight path, through two conditions: a ‘temporal priming condition’ and a 

‘directional priming condition’. At the beginning of each trial, participants were informed about the 

condition. After a 3-second delay, an obstacle (another aircraft) appeared on their path. A message 

‘CONFLICT AHEAD’ appeared on the screen to warn the participant that this obstacle could 

penetrate the safety envelope of the plane if no change in its direction occurred. In both conditions, the 

autopilot system automatically detected and selected a new direction to avoid the potential conflict 

without any intervention of the participant. The two priming conditions were defined by the degree of 

information displayed by the autopilot to participants when a conflict was detected. In the ‘temporal 

priming condition’, when the autopilot selected a new direction, the message ‘AVOID’ appeared on 

the screen indicating that the plane was about to avoid the obstacle. In the ‘directional priming 



condition’, the message ‘AVOID’ appeared together with an arrow and a mark on the large white 

circle representing the angular indication. The arrow and the mark indicated the direction selected by 

the system before implementing this command. The ‘temporal prime condition’ was used to evaluate 

the effect of providing temporal information about the command to be executed. By adding angular 

indications in the ‘directional prime condition’, it was possible to test the effect of providing 

information about the subsequent action. Note that primes were always predictive of the action.  

 

 

Figure 2. Experimental set up with the navigation display: the large white circle 

represents the angular indication. The smaller white circle surrounding the plane 

represents the aircraft safety envelope. Before implementing a new path, the message 

‘AVOID’ appeared together with an arrow and a mark on the large white circle 

indicated the future direction selected by the system. 

 

 If the decision chosen by the autopilot was perceived as optimal, participants were instructed 

to let the autopilot control the aircraft and execute the command. Otherwise, participants had to press 

the ‘e’ key (for ‘error’) as quickly as possible. These situations were relatively rare during the 

experiment (8% of the trials) and they simulated a typical case in which a takeover had to be 

performed. These takeover situations always had the same structure: the autopilot selected a direction 



that prevented a collision with a first obstacle, but this direction led to a collision with another 

obstacle. Regardless of the condition and if a takeover was required, a green message ‘CLEAR’ plus a 

sound indicated to the participant the end of a trial. The inter-trial interval lasted for ten seconds.  

 The experiment was organised in continuous blocks during which the aircraft was supposed to 

follow a predefined trajectory. Each block lasted for about seven minutes. In each block, ten potential 

conflicts with the surrounding traffic were implemented. For each potential conflict, the autopilot 

system indicated that it detected an incoming obstacle and it selected automatically a new direction to 

avoid the conflict. Participants had to judge the autopilot decision and to press the ‘e’ key when they 

considered that the decision was inappropriate or not optimal. The nonoptimal autopilot decisions 

would lead to collision with a second obstacle. Failure to detect a nonoptimal decision led to a red 

circle surrounding the aircraft. If they correctly pressed the ‘e’ key, participants were told that their 

aircraft reduced its altitude to avoid collision and therefore, the red circle did not appear. There were 

five blocks in each experimental condition (i.e., in the ‘temporal priming’ and the ‘directional 

priming’ conditions) resulting in a total of 50 potential conflicts to supervise in each condition. Among 

these 100 potential conflicts, 60 were used as fillers (30 per condition). These filler trials were simple 

situations with few obstacles (one or three) leading systematically to a clear and unambiguous decision 

of the system. These simple conflicts were used to introduce some variability in the task. The 40 

remaining potential conflicts were more complex, with three fixed obstacles and two moving aircrafts. 

Among these 40 potential conflicts (20 per condition), eight required pressing the ‘e’ key and taking 

over the autopilot's decision (four for each prime condition). Therefore, out of 100 conflicts, there 

were a total of eight takeover conflicts appearing in a pseudo-random order. The two constraints for 

the pseudo-randomisation were to avoid an error at the beginning of a block and to avoid two errors in 

a row. Participants were exposed to each condition alternately. Half of them began with the ‘temporal 

priming’ condition and the other half with the ‘directional priming’ condition. At the beginning of 

each block, the experimenter informed the participant about the type of blocks (s)he was about to 

perform.   



 The time elapsed between the conflict detection signal (indicating the presence of an obstacle) 

and the ‘e’ key pressing was recorded (i.e., reaction time) to evaluate the performance of participants 

in these takeover situations.  

 

 

Tracking Task 

Procedure 

 This task was performed on a second screen, at the same time as the supervision task and was 

inspired by the tracking subtask from the Multi-Attribute Task Battery (MATB; Comstock and 

Arnegard 1992; Molloy and Parasuraman 1996). This 2D compensatory tracking task took place above 

a lake which was represented by a ‘God’s eye view’ (Figure 3). Participants were instructed to keep 

the square cursor as close as possible to a moving target (a boat) by using a joystick. The color of the 

square cursor depended on its position relative to the target, in order to provide a visual feedback to 

the operator. This feedback was green when the cursor was on the target (i.e., when it covered at least 

75% of the target’s surface) and red otherwise. The target alternated between stationary position and 

movements. When the target moved, it was following a predefined straight trajectory. This second task 

was selected to be coherent with the supervision task and maintain the participant in an aeronautical 

framework. The two screens were positioned next to each other, so both could be monitored without 

changing posture. Participants were told that if a takeover in the supervision task was needed, this task 

became the priority even if the target moved outside the cursor.  

During each block of the supervision task, 20 movements of the target were implemented in 

the tracking task. Each movement lasted about 8s. The trajectory was random as well as the interval 

between two movements (i.e., stationary position). The participants’ performance during the tracking 

task was evaluated by a time ratio corresponding to the time spent ‘on the target’ (i.e., when the cursor 

was green) over the ‘total time’.  

 



 

Figure 3. Representation of the target and the cursor. If the coverage is higher than 75% 

of the target's surface, the cursor appears in green otherwise it appears in red.  

 

  

Additional measures 

Participants wore eye-tracking glasses (SensoMotoric Instruments© Eye Tracking Glasses 

2GW; Sampling rate: 120Hz) to record gaze direction and fixation time. These measures served to 

assess the allocation of visual attention on each screen (and therefore each task) as well as the number 

of visual/attentional switches between the two computer screens. The aim of these two measures was 

to evaluate the allocation of attentional resources in experimental conditions.  

At the end of the last block for each condition (ninth block for temporal priming and tenth
 
for 

directional priming or the opposite depending on the prime condition of the first block), the level of 

user acceptability of each automated system (i.e., the automated system with the temporal priming and 

the one with the directional priming) was assessed by asking participants to answer seven questions 

(see Appendix A) on a 7-point Likert-type scale (1 = totally disagree, 7 = totally agree). The questions 

were adapted from Verbene, Ham, and Midden’s (2012) questionnaire and contain items related to 

‘trust dimension’ (I found this system reliable; I trust this system), ‘safety dimension’ (This system 



increases my performance during the supervision task; Using this system increases the safety level) 

and perceived ease of use (It is difficult for me to understand the system's behaviour; Using this system 

does not require high attentional resources; Using this system is stressful). These dimensions are 

known to be fundamental for user acceptability (Ghazizadeh, Lee, and Ng Boyle 2011; Lee and Moray 

1994; Parasuraman, Sheridan, and Wickens 2008; Venkatesh 2000). Answers to these questions were 

averaged to form a reliable measure of acceptability (Cronbach’s alpha = .87). Higher scores reflect 

more acceptability of the automated system.  

 

Results 

 The results concerning measures of response time in situations requiring a take-over and 

measures on the time spent on the tracking task are reported in Figure 4.  Regarding the delay in 

pressing the ‘e’ key, there was a significant difference between the two experimental conditions (t(23) 

= 2.23, p<0.05). Participants detected a system error sooner in the directional prime condition (6.9 sec. 

on average) than in the temporal prime condition (7.6 sec; Figure 4, left panel). 

 

Figure 4. Left: Mean response times to press the ‘e’ key in the two experimental conditions. Right: 

Mean time spent on the tracking task during a trial. Error bars represent standard errors of the mean. 

 

 Eye-tracking measures revealed that when information on the system’s upcoming behaviour 

was provided, participants tended to produce fewer switches between the two tasks (Meantemporal = 11.9 

and Meandirectional = 11.4; t(23) = 1.8, p<0.08). This smaller number of task switches is concomitant 



with an increase in time spent on the tracking task (Figure 4, right panel). Participants spent more time 

on average paying attention to the tracking task during a trial in the directional prime condition 

(16186ms) compared to the temporal prime condition (15769ms) (t(23) = 2.44, p< 0.05). However, 

this difference in time spent on the tracking task did not lead to an increase in performance. A paired t-

test revealed that there was no significant difference in the time ratio spent on the target during the 

tracking task between the two experimental conditions (t(23) = 0.39, p>0.05). Participants spent 

77.98% of the time on the target in the temporal prime condition and 77.73% of the time in the 

directional prime condition. This absence of difference in the two experimental conditions might be 

due to a ceiling effect, the task being too easy to really help discriminate performances in the two 

conditions. 

 As hypothesised, a paired t-test on the acceptability scale revealed that participants rated the 

automated system that provided information about the direction of the action more acceptable (M = 

5.28, SD = 0.83) than the automated system that only provided temporal information (M = 4.66, SD = 

0.99) (t(23) = 2.46, p<0.05). Particularly, the first system is evaluated more positively through items 

related to ‘trust dimension’ (I found this system reliable; I trust this system), ‘control dimension’ (This 

system increases my performance during the supervision task; Using this system increases the safety 

level) and perceived ease of use (It is difficult for me to understand the system's behaviour; Using this 

system does not require high attentional resources; Using this system is stressful).  

 

Discussion 

Our results showed that providing additional direction information about the system's 

intentions led to: (1) an increase of the operator’s level of user acceptability, (2) better performance in 

detecting the system’s non-optimal decisions (i.e., shorter reaction times) and (3) a change in 

allocation of attentional resources. Critically, our results suggested an increase in system acceptability 

in presence of system intention priming. If we assume that such an increase results in the development 

of the sense of control, it could also be related to the presence of more information or attentional 

cueing in the case of priming conditions. Particularly, the use of spatial cues has been proved to 

facilitate reaction times to targets (see for illustration Posner 1978). Such an increase in performance 



could explain changes in the system acceptability. A second experiment is proposed to clarify the 

relation between system acceptability and sense of control.  

 

Experiment 2: System acceptability, sense of control and system priming intention: A 

matter of time 

Our first experiment demonstrated the benefit of prime messages regarding system 

acceptability and performance. However, it remained unclear how this priming impacts the sense of 

control and how this sense of control modulates the system acceptability. To explore these issues, this 

second experiment focuses on the impact of time on performance, system acceptability and sense of 

control. The question of timing appears to have an impact on the strength of the agency felt by the 

participant (Wegner and Wheatley 1999). To be optimal, the prior thoughts triggered by the primes 

should occur neither too far nor too close of an action (i.e., the priority principle). Particularly, Wegner 

and Wheatley (1999) showed a quadratic relation between the timing of the prime message and the 

sense of control. 

In this context, this second study aimed to test if priming the automated system's intentions at 

different time intervals had similar effects on performance, sense of control and user acceptability. 

First, we expect to replicate the quadratic relation between priming temporality and sense of control in 

a more complex situation. Second, if priming system intention impacts system acceptability through 

the sense of control, we assume that system acceptability should present the same trend (i.e., a 

quadratic tendency), independent of the evolution of the performance. In contrast, if priming system 

intention impacts system acceptability through operator performance, or through the presence of 

additional information, a different trend should be observed at the acceptability level.  

Method 

Participants 

 Sixteen participants with normal or corrected-to-normal vision participated in this experiment 

(mean age = 27.07; SD = 4.8; 7 females). All participants were naive to the purposes of the study, and 

had no particular expertise in aircraft control. 



Material 

 As in the first experiment, participants were expected to perform two tasks in parallel: an 

aircraft supervision task and the Multi-Attribute Task Battery II (MATB; Santiago-Espada et al. 

2011).  

Supervisory task 

Procedure 

 The supervisory task was similar to the first experiment, but only the directional priming 

condition was performed. In this second experiment, we manipulated the moment when the prime 

message was presented. This prime message appeared either at 13s, 7s, 4s or 1s before the 

implementation of the new direction, defining the four experimental conditions.  

 As in the first experiment, if the decision chosen by the autopilot was perceived as optimal, 

participants were instructed to let the autopilot control the aircraft and execute the command. 

Otherwise, when they considered that the decision was inappropriate or not optimal, participants had 

to press the ‘e’ key (for ‘error’) as quickly as possible.  

 The experiment was organised in continuous blocks during which the aircraft followed a 

predefined trajectory. In each block, seven potential conflicts with the surrounding traffic were 

implemented. There were three blocks in each experimental condition (i.e., 13s, 7s, 4s, 1s conditions) 

resulting in a total of 21 potential conflicts to supervise per condition. Among these 84 potential 

conflicts (21 potential conflicts * 4 conditions), 12 required pressing the ‘e’ key to report a non-

optimal decision from the autopilot (three for each of the four conditions). Each block lasted about six 

minutes. Participants were exposed to each condition in a completely random order.  

 The time elapsed between the prime message (indicating the future direction) and the ‘e’ key 

press was recorded in order to evaluate the performance of participants in these critical situations.  

 

Multi-Attribute Task Battery II: 

MATB II is a multi-tasking research platform designed to assess performance on four main, 

concurrent tasks (tracking, monitoring, resource management, and communications; see Figure 5). 



MATB II is an updated version of the original MATB (Comstock & Arnegard 1992; Santiago-Espada 

et al. 2011). This task was performed on a second screen, at the same time as the supervision task. We 

did not use the tracking task. 

 

Figure 5. The tasks for the Multi-Attribute Task Battery II 

 

Procedure 

 The monitoring task had two components: operators responded to red and green lights, and to 

scales that go out of range by registering either too high or too low. The resource management task 

represented fuel management aboard an aircraft. Operators maintained fuel in two tanks that 

continually deplete below target levels. Tanks are connected by pumps, which direct resource flow 

into or out of each of the tanks, and are controlled by the operator to regulate tank levels. Events in 

resource management are failures of interconnecting pumps. In each test trial, pumps failed once in 

randomised order, and were repaired automatically. The communication task simulated pilot 

interaction with air traffic controller requests. Operators heard command messages to change radio and 



frequency on one of four communications radios. The instructions were directed either to an ‘other’ 

ship or to the operator’s own ship by using a callsign designated during training. Requests could be 

ignored unless the own sign was called.  

Additional measures 

Three cameras tracked participants' eyes to evaluate the time spent on each task. The aim of 

this measure was to evaluate the allocation of attentional resources depending on the experimental 

condition. We hypothesised that priming system's intentions has a different impact on our measures of 

interest depending on the timing.  

 At the end of each block, participants were asked to evaluate their sense of control over the 

automated system and their acceptability. Sense of control was measured by a classic question in the 

agency literature (I felt myself in control of the conflict avoidance maneuver) on a 7-point Likert-type 

scale (1 = totally disagree, 7 = totally agree). Then, acceptability of the automated system from the 

supervision task was measured by the same questionnaire as the one for the first experiment (see 

Appendix A). Answers to these questions were averaged to form a reliable measure of acceptability 

(Cronbach’s alpha = .87). Higher scores reflect more acceptability of the automated system.  

 

Data Analysis  

 For all three measures described in this second experiment, we were interested in knowing 

which trend best describes their relation with the delay between the prime message and the system's 

action. We focused on trend analysis because determining the best timing to prime system intentions 

was not our primary concern in this experiment. Then only the tendency of the relation was 

investigated hereafter. We tested both a linear and a quadratic contrast by using a bootstrapping 

sampling technique (Efron and Tibshirani 1993) with n = 2000. Bootstrap methods provide a robust 

way of testing hypotheses and computing confidence intervals without assuming normality (Wilcox, 

2010, 2011; Xiong et al. 2008). Assuming normality could be problematic here because of our small 

sample size. Statistical significance is reached if zero is not included in the confidence interval. We 

only reported the most significant trend for each measure. 



Results: 

 The results concerning measures of reaction time in situations requiring a take-over and 

measures on the time spent on the supervision task are reported in Figure 6. We performed a trend 

analysis. This analysis shows a significant linear trend ( = 7.75, 95% CI [6.71, 8.80]), indicating that 

as the delay between prime message and system's action decreased, reaction time decreased 

proportionately. We observed a similar linear trend for the time spent on supervision task ( = 2.94, 

95% CI [1.70, 4.18]). Unsurprisingly, these results indicate that the reaction time and the time spent on 

supervision task are sensitive to the delay between prime message and system's action. 

 

Figure 6. Mean response time to press the ‘e’ key (dashed line) and mean time spent on the 

supervision task during a trial (solid line) at each of the 4 delays. Errors bars are 95% CIs. 

 

 Concerning the sense of control, we observed similarly to Wegner and Wheatley (1999) a 

quadratic polynomial effect ( = -0.71, 95% CI [-1.25, -0.17]). Compared with trials when prime 

messages were displayed 13s or 1s, there was an increase of sense of control when the prime messages 

were displayed 7s or 4s before the system's action (see Figure 7). Interestingly, we observed a similar 

quadratic polynomial effect regarding evaluation of the user acceptability ( = -0.72, 95% CI [-1.17, -

0.28]). These results replicate the previous claim of Wegner and Wheatley (1999) that the timing of 



the prior thought in relation to the action is important to the sense of control. This claim can be 

extended to user acceptability in a supervision context.  

 

Figure 7. Mean values for the sense of control (dashed line) and the user acceptability 

(solid line) at each of the 4 delays. Errors bars are 95% CIs. 

 

Discussion 

 Two main results were obtained in this second experiment. Our results showed that the delay 

between prime messages providing system's intentions and the system's actions: (1) had an impact on 

three major components of human-machine interaction (i.e., performance, operator's levels of control 

and acceptability), and that (2) this impact differs qualitatively regarding these three components (i.e., 

linear or quadratic trend). Particularly, both sense of control and system acceptability follow a 

quadratic trend whereas performance follows a linear trend. 

In this second experiment, we clearly show that the simple presence of feedback is not enough 

to increase system acceptability. In contrast, system acceptability seems related to the development of 

the sense of control more than to the performance.  

 

General Discussion 

In the present study, we explore how the theoretical framework of agency might help 



determine the relevant information necessary for both an efficient transfer of control and an 

appropriate level of acceptability. Particularly, we tested whether providing information about what 

the system is about to do next can compensate for the decrease in the sense of control and the user 

acceptability traditionally observed when operators are confronted with high levels of automation. Our 

first experiment showed that providing additional direction information about the system's intentions 

impacts (1) system acceptability and (2) operator performance in case of system failure together with a 

change in allocation of attentional resources. Our second experiment indicates that the delay between 

prime messages providing system's intentions and the system's actions had a similar impact on both 

sense of control and system acceptability whereas this impact differs qualitatively regarding the 

performance (i.e., quadratic versus linear trend). Taken together, our results indicate that the principles 

proposed by this framework could help designers determine the parameters of the information 

(quantity, content, modality, timing, etc.) that should be primed by the automation to maintain a high 

level of sense of control in supervisory task and, as well, increase system acceptability. 

 

Prime and performance  

With respect to the relation between priming and operator performance, our results are in line 

with Norman’s (1990) recommendations about the need to provide feedback on the state of the system 

and previous studies that have shown a benefit of prime messages in the HCI domain (e.g., Deroo, 

Hoc, and Mars 2012; Koo et al. 2014; Navarro, Mars, and Hoc 2007; Navarro et al. 2010). In this 

study, we go further in understanding the impact of such a prime message by assessing its benefit in a 

supervisory task, which is the main interaction mode for current technological systems, and frequently 

leads to an out-of-the-loop performance problem. The present data suggest that priming allows for a 

decrease in the negative impact of high level of automation. More specifically, providing information 

about the nature of the action that the system is about to perform increased the operator’s ability to 

perceive the system’s failures. This decrease in reaction time in presence of prime has been already 

observed in several studies. For example, Posner and colleagues (Posner 1978; Posner and Presti 1987; 

Posner, Snyder, and Davidson 1980) have shown that the use of spatial cues facilitates reaction times 



to targets. Our results replicated these findings. Our second experiment clarifies the impact of priming 

on reaction time. Those results showed a linear relationship between delay and reaction time to detect 

a non-optimal decision: longer delays led to longer reaction times. Recently, Gold et al. (2013) 

investigated the behaviour of drivers when a takeover was required due to an automation failure. An 

automated system managed core driving operations while drivers performed a secondary task. When 

the automation detected an unexpected event (i.e., a car stopped on the road), an alarm warned the 

driver that a takeover was required. It was found that drivers who received shorter takeover request 

times reacted more quickly. Our results are consistent with those of Gold et al. (2013) regarding 

reaction times. Priming system's intentions just before its action facilitates the creation of the 

intention-action-effect chain. This result is in line with Chambon and Haggard’s (2012) findings that 

action priming affects the fluency of action selection processes and increases performance in reaction 

times. 

Priming and allocation of attention 

In addition to better reaction times, our results also show that providing the system's intentions 

could have an effect on the allocation of attention in a multi-task situation. While many pilots agree 

that modern aircraft are easier to fly, closer inspection suggests that their workload has shifted, rather 

than being reduced: pilots now have to carry out more supervisory tasks (Baxter, Besnard, and Riley 

2007). Particularly, pilots can experience lack of knowledge on the current and future status of the 

autopilot (Rudisill 1995; Sarter and Woods 1995). This could lead pilots to spend more time trying to 

understand the aircraft’s behaviour rather than focusing their efforts on the primary task of piloting the 

aircraft. Our results seem to indicate that making the system more transparent and more predictive 

could reduce the attentional load. Indeed, we found a reduced level of switching between the two tasks 

when spatial and temporal information was provided. This result is in line with the findings of Adler 

and Benbunan-Fich (2012) who showed that high frequency of task switching tends to degrade overall 

performance. We also found an increase in the time spent on the secondary task together with a 

decrease in the time spent on the supervision task. The average time spent on each area of interest is 

traditionally considered indicative of the difficulty to extract and interpret information from this area 



(Fitts, Jones, and Milton 1950; Jacob and Karn 2003). Therefore, providing information about the 

system’s intentions seems to simplify the supervision task by making the task more automatic, and 

could lead to less cognitive effort in deciding whether a takeover is required, even if prime messages 

are additional content to process. This is consistent with the attentional resources approach of mental 

workload theory, as automatic processing releases attentional resources for other tasks, with a 

resulting decrease in mental workload (Young et al. 2015). Further studies are required to investigate 

if this decrease in attentional load could prevent operators from experiencing mental underload. As 

noted by Young and co-workers, there is now a strong consensus that mental underload can be 

detrimental to performance just as is mental overload (see also Desmond and Hoyes 1996; Hancock 

and Verwey 1997; Young and Stanton 2007). This underload could be a by-product of an over-trust on 

the autopilot. Studies have shown that what is required is an appropriate level of trust (Lee and See, 

2004; Parasuraman, Molloy, and Singh, 1993). More recently, Payre, Cestac, and Delhomme (2015) 

showed that in a driving simulator task, participants with higher trust in automation had longer 

reaction times to recover a manual control; they suggested that appropriate training is required to 

overcome such problems. Although our participants evaluated the system more positively through 

items relating to the trust dimension, we must check that providing the system's intentions could not 

lead to an inappropriate level of trust or mental workload. In this context, an interesting avenue is the 

impact of the system’s reliability on the observed results.   

 

Prime, sense of control and system acceptability 

If priming appears to impact performance and allocation of cognitive resources, our main 

concern here is of a different nature, namely the impact of priming information on the sense of control 

and the system’s acceptability. 

 As mentioned previously, providing information about the system’s upcoming behaviour is 

certainly not sufficient to increase the system’s acceptability. Such information may help, but could 

also hurt, the operator’s performance or user’s acceptability if too much, or inadequate, information is 

given at an inappropriate moment. For instance, Koo et al. (2014) demonstrated that the benefits of 

prime messages depended on the nature and quantity of the displayed information. In a semi-



autonomous driving task, they tested different messages that provided an explanation of the car’s 

imminent autonomous action in advance (e.g., auto-braking function). They found that describing the 

car’s future action (‘how’: ‘the car is braking’) and the reason for that action (‘why’: ‘obstacle ahead’) 

at the same time increased driving performance but decreased user acceptability. Similarly, Navarro et 

al. (2010) observed a dissociation between performance and acceptability. In a driving simulation task, 

they found that motor priming assistance (consisting of directional steering wheel vibrations) was 

more efficient compared to more traditional auditory (lateralised sound) warning devices. However, 

participants deemed classic auditory signal more acceptable than the motor priming system.  

In this context, we proposed that using the theoretical framework of agency might help 

determine the relevant information necessary for both an efficient transfer of control and an 

appropriate level of acceptability. Our results show that providing the system's intentions actually 

increases both performance and user acceptability. Particularly, results on performance are 

corroborated by a more positive evaluation of this system through items relating to the control 

dimension and perceived ease of use. The nature of the task could explain the difference observed 

between our study and those previously cited (Koo et al. 2014; Navarro et al. 2010). Indeed, our study 

involved supervisory control whereas a manual control was required in the two other experiments. The 

benefit of providing priming information on performance and acceptability may therefore depend on 

the nature of the task. In a supervision context of a fully automatic system, the use of prime messages 

might be interpreted as communication rather than a form of intrusion. This result tends to indicate 

that to be fully efficient, interactions with automation must be conceived by designers in accord with 

the degree of automation they are creating.  

The interplay of increasing automation between operators and automated systems tends to 

create a distance between operators and action outcomes, decreasing their feeling of control and the 

user acceptability of the system. Using prime messages allows the operators to follow the current goal 

of the automation and check if their own goals are similar to those of the system. Verberne et al. 

(2012a, 2012b) found that sharing goals between automation and drivers led to increased 

trustworthiness and user acceptability of the systems. They argued that people respond to technology 

in a social manner, in the same way they respond to other people (Reeves and Nass 1996). However, 



in a supervision context, the system carries out all actions without any human intervention. The human 

mainly monitors the system and intervenes if necessary (Endsley 1999). In that context, it is difficult 

for the operators to precisely follow the current goal of the system. This leads sometimes to 

‘automation surprises’ (Sarter and Woods 1995; Sarter, Woods, and Billings 1997) occurring when 

automation behaves in ways that the operators do not expect. Recent aircraft accidents have been 

related to automation surprises, such as the Turkish Airlines TK1951 crash and the Air France AF447 

crash, both in 2009 (Dutch Safety Board 2010; BEA 2012). Giving information about the system's 

intentions in the form of prime messages could be a solution to make the system a more collaborative 

agent.  

Interestingly, our second experiment clarifies the link between sense of agency and system 

acceptability. Particularly, we observed an inverted U-curve describing the impact of the delay on the 

user's sense of control. Wegner and Wheatley (1999) showed a quadratic relation between the timing 

of the prime message and the sense of control. Although the timing delays used by Wegner and 

Wheatley (-30s, -5s, -1s, +1s) are slightly different from ours (-13s, -7s, -4s, -1s), both results suggest 

that prime messages should be displayed in a relevant temporal window to optimise the priority and 

congruency principles and to raise a correct sense of control. It is likely that this temporal window 

strongly depends on the task people do, and could differ between direct control, automated system 

supervision, and other tasks. Interestingly, we found that user acceptability followed the same 

quadratic pattern as the user's sense of agency. Although there was a tendency overall for participants 

to evaluate the system more acceptable when the delay between prime messages and actions decreases, 

there was a marked fluctuation in this evaluation depending on when the prime occurred. Participants 

evaluated the system as more acceptable when prime messages occurred neither too soon (-13 s) nor 

too late (-1 s). Therefore, warnings must be displayed but with a precise timing; otherwise, user 

acceptability might not be optimal. In other words, the proposed framework could be used as a 

complementary approach to the DSA concept by focusing on how the content and the timing of the 

information transfer to the human operator could maintain operator sense of control while promoting 

overall system performance.  



Perspective and Conclusion 

Other issues remain to be addressed to complete our findings. A first avenue concerns the 

nature of the prime message. We indicate here that priming the system’s intentions could improve 

human-machine interaction. Further studies are needed to evaluate the content of the prime message 

and the amount of information displayed in order to find optimal solutions to improve both 

performance and the sense of ‘we-agency’ of the operator toward the automated system (Obhi and 

Hall 2011; Pacherie 2012). A second avenue would be on the impact of the system’s reliability on the 

proposed solution. System reliability is a major concern when considering human-automation 

interaction failure. Indeed, human operators generally interact with ultra-safe systems and very rare 

returns to manual control are expected. This reliability leads to the complacency phenomenon. In 

contrast, the number of system errors remains important (almost 10%) in our study. How reliability 

modulates the impact of our prime message remains unclear. A third avenue involves the takeover 

situation. We propose in this study that priming the system’s intentions could improve human machine 

interaction. However, we only considered here the performance of the human operator in terms of 

failure detection. To go further and firmly conclude that our priming solution could help keeping the 

human into the loop, we must assess how priming the system’s intentions could increase participant’s 

situation awareness and make their take-over behaviour more efficient.  

In conclusion, although these results should be complemented in future research, the present 

study confirms that the psychological construct of the sense of agency can help in proposing design 

principles to improve human machine interaction when human operators are confronted with 

automated systems (Berberian et al. 2012; Le Goff et al. 2015; Limerick et al. 2014). This approach 

provides promising guidelines not only for improving the operator’s performances but also the 

operator’s sense of control and the system’s acceptability. Automated systems which require operator 

monitoring or partial operator engagement are already widespread in transportation domain (aviation, 

car, train), and may soon become ubiquitous in advanced societies. Our results provide crucial 

information about how, and also when, such systems should issue signals to the operator to ensure 

optimal takeover control. For example, priming of drivers in automated vehicles could help regain 

control of the vehicle prior to the triggering of a warning (see Banks, Stanton, and Harvey 2014). As 



illustrate in transportation domain (autonomous car, Flight Managing System, Air Traffic 

Management system, Autonomous Unmanned Aerial System), improving communication between 

automation systems is a requirement to improve safety and performance when supervising 

highly automated systems. Many different domains as manufacturing (i.e., power plant 

automation systems), facility operations or financial domain (i.e., Automated Trading Systems) could 

also benefit from this cooperation improvement.   
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Appendix A 

 

Listed below are the items from the questionnaire used to measure the user acceptability of 

automation.  

 

1. I found this system reliable  

 

2. I trust this system 

 

3. This system increased my performance during the supervision task 

 

4. This system increases the safety level 

 

5. It is difficult for me to understand the system's behavior 

 

6. Using this system does not require high attentional resources 

 

7. Using this system is stressful 

 


