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4Department of Chemistry, Imperial College London, London SW7 2AZ, United Kingdom

(Received 3 May 2018; accepted 21 August 2018; published online 7 September 2018)

An algorithm is described for quantum dynamics where an Ehrenfest potential is combined with
fully quantum nuclear motion (Quantum-Ehrenfest, Qu-Eh). The method is related to the single-
set variational multi-configuration Gaussian approach (vMCG) but has the advantage that only a
single quantum chemistry computation is required at each time step since there is only a single
time-dependent potential surface. Also shown is the close relationship to the “exact factorization
method.” The quantum Ehrenfest method is compared with vMCG for study of electron dynam-
ics in a modified bismethylene-adamantane cation system. Illustrative examples of electron-nuclear
dynamics are presented for a distorted allene system and for HCCI+ where one has a degenerate
Π system. © 2018 Author(s). All article content, except where otherwise noted, is licensed under
a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
https://doi.org/10.1063/1.5038428

I. INTRODUCTION

Nonadiabatic dynamics1 is becoming an essential tool for
the investigation of chemical processes that involve more than
one potential surface, as occurs in photochemistry. Many non-
adiabatic dynamics methods in current use treat the electronic
structure using quantum chemistry but use classical trajecto-
ries to represent nuclear motion. However, since in most cases
one must change the electronic state along a reaction coordi-
nate, it is desirable to use quantum dynamics for the nuclear
motion to retain the nuclear coherence. Quantum dynamics
methods use adiabatic potential surfaces (although the dynam-
ics is performed on diabatic surfaces). However, in the case
where a coherent superposition2 of electronic states is created
in an experiment, the dynamics occurs on a potential that does
not correspond to a single Born-Oppenheimer surface. This
paper focuses on a practical approach for this more general
type of problem where the electron and nuclear motion can be
asynchronous.

The use of Gaussian wavepackets (gwp), where
centroids of the Gaussians are tied to trajectories (quan-
tum trajectories), which have, in turn, been determined by
solving the time dependent Schrödinger equation (TDSE),
is a useful practical approach to quantum dynamics.1,3–5

The direct dynamics variational multiconfiguration Gaussian
(DD-vMCG) method1,3,5–7 is one example of a class of
on-the-fly quantum dynamics methods in which the poten-
tial surfaces are calculated as required for the propagation
using electronic structure computations. Other approaches
can be found in developments of Martinez and co-workers
on the “multiple spawning” method8,9 which use classical

trajectories and the “exact factorization” approaches of
Gross10–12 and Cederbaum.13 The equations for DD-
vMCG1,3,6,7 use a local harmonic representation of each elec-
tronic state and thus require first and second derivatives of the
potential energies derived from electronic structure computa-
tions at points along the quantum trajectories. Thus, they can
be used with any method for which such energy derivatives can
be obtained. If more than one electronic state is considered,
then diabatic potential surfaces are used and time evolution
of the amplitude coefficients of the diabatic states is obtained
from the TDSE.

In “single-set” DD-vMCG, the nuclear motion is rep-
resented by one set of fully coherent gwp, which follow
“quantum” trajectories. Each gwp has different amplitude
coefficients for each electronic state along a given trajectory.
(The other possibility is multi-set where each potential sur-
face has its own set of gwp, but this approach is not stable
in practice). There are two types of equations of motion:3 the
first gives the time evolution of the expansion coefficients with
respect to the electronic state and the gwp, while the second
gives the time evolution of the mean positions and momenta of
the gwp. The initial conditions and dynamics are formulated
in DD-vMCG in terms of diabatic states, which are usually
formed from a set of adiabatic states. One quantum chemistry
computation is required for every electronic adiabatic state at
each time step in DD-vMCG.

If the gwp are chosen to follow classical trajectories then
one has the multi-configuration Ehrenfest method14–17 or the
Ab Inito Multiple Spawning (AIMS) method.8,9 In these meth-
ods, the trajectories are coupled via time evolution of the
expansion coefficients of the gwp. The traditional Ehrenfest
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method has the additional approximation that the trajectories
are independent and decoupled and hence no transfer of popu-
lation among the individual trajectories is possible. In this case
the TDSE is used for the electronic degrees of motion only.

The underlying principles of the Ehrenfest implementa-
tion used in this work can be found in Vacher et al.18 where a
comparison with DD-vMCG is made. In that paper, we showed
that an Ehrenfest method could be derived as a special case of
single-set DD-vMCG, in the limit of a single (time-dependent)
potential surface, where the nuclei are constrained to move
classically. The first and second derivatives of the energy of
the Ehrenfest wavefuction can also be determined.19 The gra-
dients and Hessian with respect to nuclear motion19 require
the full general formulation of Almlöf and Taylor20 since the
wavefunction is not an optimized eigenstate.

Within the Ehrenfest type approaches there are three pos-
sible ways to describe the motion of a nuclear wavepacket:
(i) with an ensemble of independent trajectories that move
classically according to the Ehrenfest force,18 (ii) with Gaus-
sian functions floating on the classical trajectories and their
expansion coefficients propagated and coupled via the TDSE,
thus allowing for transfer of population between the tra-
jectories,14–17,21 or (iii) with Gaussian functions that move
according to the TDSE. This paper focuses on an algorithmic
formulation of (iii) which we shall call Quantum Ehrenfest
(Qu-Eh). Here, the nuclear motion obeys quantum mechanics
as in single-set DD-vMCG, but on a single effective time-
dependent potential energy surface that corresponds to the
Ehrenfest wavefunction.

II. THEORETICAL METHOD: THE QUANTUM
EHRENFEST METHOD (Qu-Eh)

The Quantum Ehrenfest method can be derived as a varia-
tion of the DD-vMCG approach with a global time-dependent
potential. The starting point is the exact factorization of the
full wavefunction

Ψ(q, r, t) = χ(q, t)ψ(r, t; q), (1)

where q are the nuclear coordinates, r the electronic coor-
dinates, and ψ(r, t; q) reminds us that there is an electronic
wavefunction for each nuclear configuration q. As shown by
Gross and co-workers,11 this ansatz is completely general. To
make a practical propagation method, we now follow the DD-
vMCG approach and expand the nuclear wavefunction, χ, in
a set of time-dependent gwp {gi},

χ(q, t) =
∑

i

Ai(t)gi(q, t) (2)

which results in the following ansatz for the full wave-
function:

Ψ(q, r, t) =
∑

i

Ai(t)gi(q, t)ψ(r, t; q). (3)

The Dirac-Frenkel Variational Principle

〈δΨ|H − i
∂

∂t
|Ψ〉 = 0 (4)

is then used to solve the TDSE using the ansatz (3). (Note that
we use atomic units throughout.)

First, one of the expansion coefficients is varied,
δΨ = gkψδAk which leads to

i
∑

j

〈ψgi |gjψ〉Ȧj =
∑

j

(
〈ψgi |H |gjψ〉 − i〈ψgi |ġjψ〉

− i〈ψgi |gjψ̇〉
)
Aj. (5)

In this equation, and the following, the 〈· · · | · · · 〉 notation is
used to indicate that the scalar product represents the integra-
tion over all the variables inside the brackets. In the exact
factorization ansatz, a key property is that the electronic
wavefunction is, and remains, normalised at every nuclear
configuration, i.e.,

〈ψ |ψ〉 = 1 (6)

and

i〈ψ |ψ̇〉 = Θ(q), (7)

where Θ is an arbitrary q-dependent real function. The equa-
tion of motion for the expansion coefficients can now be written
as

iȦk =
∑

ij

S−1
ki

(
Hij − iτij − Tij

)
Aj, (8)

where
Hij = 〈giψ |H |gjψ〉, Sij = 〈gi |gj〉,

τij = 〈gi |ġj〉, Tij = 〈gi |Θ|gj〉,
(9)

i.e., S is the gwp overlap matrix, τ the time-derivative overlap
matrix, and T the matrix of Θ in the gwp basis.

The gwp gi is described by a set of time-dependent param-
eters λi. The αth parameter of the ith gwp is then varied as
δΨ = δλαi

∂gi
∂λαi

ψAi to give

i
∑
jβ

A∗i 〈ψ
∂gi

∂λαi
|
∂gj

∂λβj
ψ〉Aj λ̇βj =

∑
j

A∗i 〈ψ
∂gi

∂λαi
|H |gjψ〉Aj

− iA∗i 〈ψ
∂gi

∂λαi
|gjψ〉Ȧj

− iA∗i 〈ψ
∂gi

∂λαi
|gjψ̇〉Aj. (10)

Substituting for Ȧj with Eq. (8) and again applying the nor-
malisation condition of the electronic wavefunction results
in equations of motion for the Gaussian parameters that look
like the DD-vMCG equations, except for the additional factors
dependent on the function Θ,

iλ̇βk =
∑
αij

C−1
βkαi ρij

*
,
H (α0)

ij − T (α0)
ij −

∑
lm

S(α0)
il S−1

lm

(
Hmj − Tmj

)+
-
.

(11)
Here we have the usual DD-vMCG C-matrix

Cαiβj = ρij
*
,
S(αβ)

ij −
∑
lm

S(α0)
kl S−1

lm S(0β)
mj

+
-
, (12)

the Hamiltonian matrices

H (α0)
ij = 〈

∂gi

∂λαi
ψ |H |gjψ〉, (13)
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the density matrix

ρij = A∗i Aj, (14)

and the derivative overlap matrices and the derivative elec-
tronic wavefunction matrix

S(α0)
ij = 〈

∂gi

∂λαi
|gj〉, S(αβ)

ij = 〈
∂gi

∂λαi
|
∂gj

∂λβj
〉,

T (α0)
ij = 〈

∂gi

∂λαi
|Θ|gj〉.

(15)

Finally, the electronic wavefunction at a particular nu-
clear configuration, q, is varied as δΨ =

∑
i

Aigi(q)δψ(q)

giving

i
∑

ij

A∗i 〈gi |gj〉qAj |ψ̇ 〉q =
*.
,

∑
ij

A∗i 〈gi |H |gj〉qAj − iA∗i 〈gi |ġj〉qAj

− iA∗i 〈gi |gj〉qȦj
+/
-
|ψ〉q, (16)

where 〈· · · | · · · 〉q indicates that this scalar product is evaluated
at the nuclear configuration q rather than integrating over the
nuclear coordinates. For example,

Sij(q) = 〈gi |gj〉q = g∗i (q)gj(q) (17)

is the product of the gwp values at q. From the nuclear
wavefunction ansatz, (2), the nuclear density at q is given
by

ρ(q) = 〈χ | χ〉q =
∑

ij

A∗i 〈gi |gj〉qAj =
∑

ij

A∗i Sij(q)Aj, (18)

and as, from Eq. (8),

i
∑

ij

A∗i SijȦj + iA∗i τijAj =
∑

ij

A∗i HijAj − A∗i TijAj, (19)

it can be taken that at each nuclear configuration

〈χ | χ̇〉q =
∑

ij

A∗i 〈gi |gj〉qȦj + A∗i 〈gi |ġj〉qAj

=
∑

ij

A∗i Hij(q)Aj − A∗i Tij(q)Aj, (20)

where H ij(q) and Sij(q) are the Hamiltonian matrix elements
and gwp overlap matrix evaluated at the nuclear configuration
q. Note that the matrix H ij(q) is not Hermitian. Substituting
Eqs. (18) and (20) into Eq. (16) gives

i��ψ̇
〉

q =
[
ρ(q)

]−1*.
,

∑
ij

A∗i Hg
ij(q)Aj − A∗i Hij(q)Aj

+ A∗i Tij(q)Aj
+/
-

��ψ
〉

q, (21)

where

Hg
ij(q) = 〈gi |H |gj〉q (22)

defines the Hamiltonian matrix in the Gaussian basis set evalu-
ated at the configuration q. This is an operator on the electronic
function at this point.

To summarize, the equations of motion Eqs. (8), (11),
and (21) form a coupled set of equations of motion for the
expansion coefficients, gwp nuclear basis functions, and time-
dependent electronic function. Collecting these equations
together,

iȦk =
∑

ij

S−1
ki

(
Hij − iτij − Tij

)
Aj, (23)

iλ̇βk =
∑
αij

C−1
βkαi ρij

*
,
H (α0)

ij −T (α0)
ij −

∑
lm

S(α0)
il S−1

lm

(
Hmj − Tmj

)+
-
,

(24)

i��ψ̇
〉

q =
[
ρ(q)

]−1*.
,

∑
ij

A∗i Hg
ij(q)Aj − A∗i Hij(q)Aj

+ A∗i Tij(q)Aj
+/
-

��ψ
〉

q. (25)

The function Θ controls the relative phases of the parts of the
evolving equations and is still undefined. Consequently, the
final step is to explicitly expand the Hamiltonian matrices to
show the nature of the coupling and to choose the function
Θ to simplify the equations. Writing the Hamiltonian in the
usual way as a sum of nuclear kinetic energy operator, TN , and
electronic Hamiltonian that depends on the nuclear configura-
tion, Hel(q), the Hamiltonian matrix elements at a particular
configuration are

Hij(q) = 〈giψ |TN + Hel |gjψ〉q (26)

= g∗i (q)〈ψ |TN |ψ〉qgj(q) + Sij(q)V (q), (27)

where we introduce the time-dependent Ehrenfest potential

V (q) = 〈ψ |Hel |ψ〉q (28)

which is a global surface defined by the motion of the nuclei via
the evolution of the electronic function Eq. (25). If the system is
described with mass-scaled coordinates so that TN = −

1
2
~∇ · ~∇,

then

〈ψ |TN |ψ〉q = −
1
2
~∇2 − 〈ψ |~∇ψ〉q · ~∇ −

1
2
〈ψ |~∇2ψ〉q (29)

= TN + 2~F(q) · ~∇ + G(q), (30)

where the second line defines the vector derivative term, ~F(q),
and the scalar derivative term, G(q). Thus the Hamiltonian
matrix elements can be written as

Hij(q) = 〈gi |TN gj〉q + 2~F(q) · 〈gi |~∇gj〉q

+ Sij(q)G(q) + Sij(q)V (q) (31)

with the second term coupling the electronic motion to the
nuclear momentum via an Ehrenfest derivative coupling, and
the third term is an Ehrenfest non-adiabatic correction to the
Ehrenfest potential. In a similar way, the Hamiltonian matrix
operator in terms of just the gwp basis is

Hg
ij(q) = 〈gi |TN + Hel(q)|gj〉q (32)

= 〈gi |TN gj〉q − 〈gi |~∇gj〉q.~∇ −
1
2

Sij(q)∇2+ Sij(q)Hel(q).

(33)
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Various choices for Θ can be made. It can be set to zero or, in
line with the usual Ehrenfest approach, set to be the electronic
energy. Here, we shall set it equal to the real number

Θ(q) = 2
∑

ij

A∗i

~F(q) · 〈gi |~∇gj〉q

ρ(q)
Aj + G(q)

= 2F(q) + G(q), (34)

where the second equation on the RHS defines the function F.
This choice leads to DD-vMCG-like equations of motion for
the expansion coefficients and gwp parameters,

iȦk =
∑

ij

S−1
ki

(
HN

ij − iτij

)
Aj, (35)

iλ̇βk =
∑
αij

C−1
βkαi ρij

*
,
HN(α0)

ij −
∑
lm

S(α0)
il S−1

lm HN
mj

+
-
. (36)

Here we have defined a nuclear Hamiltonian, HN , which has
matrix elements

HN
ij = 〈gi |TN gj〉 + 〈gi |V |gj〉 + 2~F(q) · 〈gi |~∇gj〉 − 2F(q). (37)

For the electronic functions, this results in

i��ψ̇
〉

q =
[
ρ(q)

]−1*.
,

∑
ij

−A∗i 〈gi |~∇gj〉qAj · ~∇ −
1
2

A∗i SijAj(q)∇2

+ A∗i Sij(q)Hel(q)Aj − A∗i 〈gi |V |gj〉qAj
+/
-

��ψ
〉

q (38)

=

(
Hel(q) − V (q) −

1
2
∇2 +

[
ρ(q)

]−1i~p(q) · ~∇

)
��ψ

〉
q,

(39)

where the nuclear momentum at q is

~p(q) = −i
∑

ij

A∗i 〈gi |~∇gj〉qAj = −i〈χ |~∇χ〉q. (40)

Equations (35), (36), and (38) are still an exact reformulation
of the TDSE. These equations are, however, difficult to solve
due to the appearance of the Ehrenfest derivative coupling in
the equations of motion for the expansion coefficients, along
with the nuclear coordinate derivative operator in the evolu-
tion of the electronic functions. It is informative to expand
the electronic wavefunction in a basis set of orthonormal
time-independent electronic functions, {ψs}, at a fixed nuclear
geometry,

��ψ
〉
=

∑
s

cs(t)��ψs
〉
. (41)

Using this expansion, Eq. (38) can be written as

i〈ψs |ψ̇〉q =
∑

t

(
〈ψs |Hel(q)|ψt〉 − δstV (q) −

1
2
〈ψs |∇

2ψt〉q

+
[
ρ(q)

]−1i~p(q) · 〈ψs |~∇ψt〉q

)
ct (42)

and using the orthonormality of the basis,

iċs =
∑

t

(
Hel,st(q) − δstV (q) −

1
2

Gst(q)

+
[
ρ(q)

]−1i~p(q) · ~Dst(q)

)
ct , (43)

with the derivative coupling matrices

~Dst(q) = 〈ψs |~∇ψt〉q, Gst(q) = 〈ψs |∇
2ψt〉q. (44)

The matrix ~D is a form of non-adiabatic coupling that couples
states s and t via the nuclear momentum, p. A similar term
arises in the equations for exact factorization.10–12 It can be
neglected in our computations because our Ehrenfest wave-
function is constructed in a full CI complete active space
self-consistent field (CASSCF) (with diabatic basis) space.
Thus we take the approximation

~Dst(q) = 0. (45)

This means, furthermore, that the matrix G is also zero, as is
the Ehrenfest derivative coupling

~F(q) =
∑

st

c∗s ~Dst(q)ct = 0. (46)

Thus by using a diabatic electronic basis, the equations of
motion can be written as

iȦk =
∑

ij

S−1
ki

(
HN

ij − iτij

)
Aj, (47)

iλ̇βk =
∑
αij

C−1
βkαi ρij

*
,
HN(α0)

ij −
∑
lm

S(α0)
il S−1

lm HN
mj

+
-
, (48)

iċs =
∑

t

(
Hel,st(q) − δstV (q)

)
ct , (49)

with nuclear Hamiltonian

HN
ij = 〈gi |TN gj〉 + 〈gi |V |gj〉 (50)

and Ehrenfest potential

V =
∑

st

c∗s Hel,stct . (51)

In Sec. III, we discuss how the Qu-Eh equations of motion can
be implemented in a practical direct dynamics scheme.

III. IMPLEMENTATION: EHRENFEST
INTERFACE TO A DD-vMCG CODE

Equations (47)–(49) describe the Qu-Eh method used in
this work. We now discuss some of the practical aspects of the
implementation, in particular, regarding the Ehrenfest wave-
function propagation, the need for a diabatic basis, the com-
putation of Ehrenfest potential energy derivatives, and their
use in the equation of motion for the Gaussians (details in the
supplementary material).

A. CAS-CI wavefunction propagation

In this sub-section, we discuss the practical solution of
equation (49). By integrating the time-dependent Schrödinger
equation and discretizing time, assuming a constant electronic
Hamiltonian over a time step, one obtains

ψ(r, tn; q(tn)) = exp

(
−

i
~

Hel(r; q(tn)) · (tn − tn−1)

)
×ψ(r, tn−1; q(tn−1)). (52)

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-011834
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In our current implementation, the time-dependent electronic
wavefunction ψ is expanded in the basis of CSFs. By gath-
ering the expansion coefficients cs(tn) at time tn in the vector
C(tn),

C(tn) =

*................
,

c1(tn)

...

cs(tn)

ct(tn)

...

+////////////////
-

. (53)

Equation (52) using the matrix notation reads as

C(tn) = exp

(
−

i
~

He(tn) · (tn − tn−1)

)
C(tn−1). (54)

Thus, the CI vector is being propagated in discretized steps,
with the orbital coefficients remaining constant.

The initial Ehrenfest wavefunction is formed from
approximate diabatic states (discussed in Subsection III B)
within the electronic structure code via use of localized
orbitals23 (discussed below). After nuclear propagation in the
DD-vMCG code, upon returning to the electronic structure
code, the overall electronic wavefunction at the new geom-
etry is determined by propagation from the previous geom-
etry at the previous time step [Eq. (49)]. This is in contrast
to a conventional DD-vMCG computation where the elec-
tronic wavefunctions of each electronic state is determined
by the geometry alone (i.e., the result of “single point” cal-
culations at that geometry and not a result of propagation
from the previous geometry). As a consequence, in Qu-Eh
the potential energy surface is time-dependent—one can pass
through the same geometry and have a different electronic
wavefunction. This again is in contrast to DD-vMCG where
the adiabatic potentials at a given geometry are always the
same.

B. Diabatic states approximation

As discussed in Sec. II, there is a non-adiabatic cou-
pling term in the Ehrenfest equations that couples states s
and t, via different gwp gi. If one uses a full CI basis,
then one has the freedom to localize the orbitals since the
full CI energy is invariant to transformations of the active
orbitals amongst themselves. These localized orbitals do not
change (approximately) with geometry, hence configuration
state functions constructed from localised orbitals constitute a
(quasi-)diabatic basis, and this coupling term can be neglected.
We have recently demonstrated23 this in the ionization of the
σ bonding orbitals in glycine, where we were able to main-
tain the diabatic states over an initial sample of geometries.
This method has been used in our applications to be discussed
subsequently.

C. Hamiltonian matrix elements and energy derivatives

To solve the equations of motion, one needs the nuclear
Hamiltonian matrix [Eq. (50)] and its derivatives. While the
nuclear kinetic energy operator matrix elements have simple

analytical expressions in rectilinear normal mode coordinates,
the electronic Hamiltonian operator matrix elements cannot
a priori be written as a finite expansion unless some further
assumptions are used. In practice, a local harmonic approxi-
mation (LHA) of the coupled potential energy surfaces is used.
In the traditional DD-vMCG method, electronic structure cal-
culations are performed using a quantum chemistry package to
compute the adiabatic energies, gradients, and Hessians for all
electronic states considered at the center of each gwp. After
a diabatisation procedure,22 second-order expansions of the
diagonal and off-diagonal elements of the electronic Hamilto-
nian matrix are obtained in the diabatic basis, around the center
of each gwp. Here, the implementation of Qu-Eh follows a
similar general structure but with key differences. The energy
and first and second derivatives are computed for the super-
position state rather than computing derivatives separately for
each of the individual states of the superposition. These deriva-
tives are then used in the DD-vMCG-like equations of motion
for nuclear propagation [Eqs. (47) and (48)]. The usual trans-
formation in DD-vMCG of two or more adiabatic states to
diabatic states (diabatization) is avoided in Qu-Eh as we only
have a single time-dependent electronic state, the Ehrenfest
state.

The LHA to the Ehrenfest potential [Eq. (51)] reads

V (q) = V l + Gl · (q − ql) +
1
2

(q − ql)† ·Hl · (q − ql), (55)

where V l, Gl, and Hl are the zeroth, first, and second deriva-
tives evaluated at ql,

V l = V (ql), Gl =
dV(q)

dq
|ql , Hl =

d2V (q)

dq2
|ql . (56)

Making use of the LHA, the expressions of the nuclear Hamil-
tonian matrix elements and its derivatives in the basis of gwp
are given in the supplementary material. Giving the full form
of the LHA to the Hamiltonian here would be a distraction.
The most important point is that the (Hamiltonian) elements
contain the first and second energy derivatives of the Ehrenfest
potential,6,7

Gl
α =

dV(q)
dqα

|ql Hl
αβ =

d2V (q)
dqαdqβ

|ql . (57)

The only feasible method for computing these quantities is
the so-called analytical derivative method, where one writes
down the energy expression and differentiates it term by term.
We give a brief summary here and a full development in the
supplementary material.

The present work makes use of a Complete Active Space
Configuration Interaction (CASCI) wavefunction (similar to
CASSCF except that neither the orbitals nor CI coefficients
are optimized). Since neither the orbitals nor CI coefficients
are optimized, we need the complete development as given
in the work of Almlöf and Taylor.20 In these equations, one
needs first and second derivatives with 3 types of variables
(see the supplementary material) in addition to the gradient of
the energy due to the change in the molecular Hamiltonian with
nuclear geometry (the Hellmann-Feynman term): the orthogo-
nal rotation of the orbitals among themselves as one displaces

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-011834
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-011834
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-011834
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the geometry,C, the orthogonal rotation of the CI eigenvec-
tors among themselves as one displaces the geometry, and Y,
the re-orthogonalization of the orbitals as one displaces the
geometry. In CASSCF, only the latter is required.

For both gradients and second derivatives, the coupled
perturbed equations have to be solved for each nuclear dis-
placement (as discussed in the supplementary material). These
equations are similar to the CASSCF coupled perturbed equa-
tions24 except that the CI vector rotation coefficients cor-
respond to rotations between the Ehrenfest vector and its
orthogonal complement.

To summarize, in Qu-Eh dynamics, a LHA of the poten-
tial energy surface is used. Therefore, the computation of the
Hamiltonian matrix elements requires the energy derivatives
of the electronic wavefunction, the gradient, and the Hessian.
In our current implementation, the CASCI energy derivatives
are computed using the methods of Almlöf and Taylor.20

Our practical implementation of Qu-Eh has been made in
a development version of Gaussian,25 and uses the CASSCF
formulation of the Ehrenfest method described by Vacher et
al.18,19 The gradients and Hessian are then passed to the Quan-
tics quantum dynamics code26 for a single state DD-vMCG
propagation. In Qu-Eh, one requires a full computation of the
gradient and Hessian for the general case where the wavefunc-
tion is not optimized.19 At each step of the Ehrenfest algorithm
for electronic motion, one solves the TDSE for nuclear motion
using moving Gaussians, rather than using classical trajec-
tories. Conceptually, this is simply Ehrenfest with quantum
nuclear motion. The main approximations lie in the LHA used
in DD-vMCG itself and the approximations of the Ehrenfest
method.19

D. Summary of approximations in Qu-Eh

The Qu-Eh method allows one to carry out approximate
quantum dynamics calculations with a method where the elec-
tronic wavefunction propagation and the nuclear propagation
problems are treated separately. In Qu-Eh, an electronic Ehren-
fest wavefunction is formed and propagated in time. The
derivatives of this wavefunction are used in the DD-vMCG
equations of motion for a single state (time dependent poten-
tial energy surface). The only additional approximation in the
Qu-Eh method is the neglect of a non-adiabatic coupling term,
as described above. This approximation can be justified by the
use of (quasi-)diabatic states such that the coupling is approx-
imately zero. Here, we use localised orbitals to construct our
CSFs, therefore forming these states and allowing us to neglect
the coupling.

The use of an Ehrenfest superposition state means that
the DD-vMCG equations “see” only 1 state. The diabatization
problem in DD-vMCG is thus moved to the electronic struc-
ture computation in Qu-Eh as discussed above. In Qu-Eh, only
one electronic structure computation is required in contrast to
DD-vMCG where one needs a full electronic structure com-
putation for each adiabatic state. Of course the price to pay is
that in Qu-Eh, the gradients and Hessian are more difficult to
compute.

There is an additional issue in Qu-Eh: the integration
required in the quantum dynamics is more difficult than in
DD-vMCG, as we discuss in Sec. IV.

IV. RESULTS AND DISCUSSION

In this section, we will give three demonstrations of the
application of the Qu-Eh method to the problem of charge
migration.27–34 Direct quantum dynamics methods are of par-
ticular interest in such problems because electronic and nuclear
motion may not be synchronous, (e.g., charge migration in
cations35). Charge transfer corresponds to a chemical reac-
tion path (i.e., moving nuclei), in which a localized charge
moves from one location to another as a consequence of
nuclear motion: The nuclear and electronic motion are syn-
chronized in the usual Born-Oppenheimer picture. This is
to be contrasted with charge migration where one has a
non-stationary electronic wave function (coherent superpo-
sition of electronic states resulting in electron dynamics) in
which one has oscillatory charge migration between two local-
ized sites. The electron and nuclear motion can be asyn-
chronous. We have studied several examples. These include
allene,21 paraxylene, modified bismethylene-adamantane36,37

norbornadiene cations,38 and 2-phenyl-ethyl-amine (PEA)
and 2-phenylethyl-N,N-dimethylamine (PENNA) cations.39

The central theoretical question is whether or not charge
migration persists long enough to be observed in attosecond
spectroscopy.40–43

In the computations reported in this section, a CASSCF
(N-1,N/2)/6-31g∗ active space was used, where N is the num-
ber of active electrons in the neutral species. The initial condi-
tions corresponded to the creation of a localized hole at the
equilibrium geometry except for allene where the terminal
methylenes were rotated 45◦.

There are two aspects of the initial conditions for nuclear
dynamics: (1) the sampling method (momentum or position)
and (2) widths of the Gaussian basis functions. The DD-vMCG
method gives identical results whether one uses momentum
or position sampling. However, especially for Qu-Eh, the
momentum sampling method is preferred because all the gwp
start at exactly the same nuclear geometry, which reduces
numerical errors in the integration at the beginning of a simula-
tion. However, because of the delicate nature of the integration
in the region of turning points in electron dynamics, we were
forced to use narrower Gaussian basis functions in Qu-Eh. This
means that the initial wavepacket is narrower than it would
otherwise be.

FIG. 1. Modified bismethylene-adamantane BMA.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-011834
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FIG. 2. Electronic coherence in BMA
using DD-vMCG (red line) and Qu-Eh
(blue). Both simulations used 36 gwp
with initial momentum distribution. The
Gaussian widths were set to 0.25 rather
than 0.707, which would correspond to
the width of the neutral ground-state
vibrational wavefunction.

The requirement for narrower widths to allow the inte-
gration is an empirical observation and is not a fundamen-
tal requirement of the method. The problem is due to the
wavepacket contracting at the turning points. The basis func-
tions thus move into a dense formation in phase space, leading
to large overlaps with resulting singularities in the inverted
overlap matrix required in the basis function propagation. Such
problems are common to Gaussian wavepacket based methods
and improved numerical techniques will be required to deal
with them.

It should be noted that the coordinates used for the dynam-
ics are dimensionless mass-frequency scaled normal modes.
Thus the widths do not have units.

A. Comparison of charge migration in BMA
using DD-vMCG and Qu-Eh

We begin with a comparison of DD-vMCG vs Qu-Eh for
BMA36,37 (modified bismethylene-adamantane; see Fig. 1).

In Fig. 2, we show the electronic coherence as a function of
time for BMA where the hole is created in the C==CH2 moi-
ety. The starting conditions for DD-vMCG and Qu-Eh were
identical; however, the initial nuclear wave packets (for both
DD-vMCG and Qu-Eh) had narrower widths, 0.25 rather the
usual 0.707, which represents a vibrational ground state in
the harmonic approximation. This was necessary to maintain
energy conservation at turning points in the electron dynam-
ics. It can be seen that for short times, the agreement between
DD-vMCG and Qu-Eh is acceptable. At longer times, the
two approaches will differ because of different approxima-
tions in each method (e.g., the diabatization algorithm in
DD-vMCG).

The convergence of the Qu-Eh itself is illustrated in Fig. 3.
Here we show 36 gwp and 48 gwp Qu-Eh simulations. As
noted above, in the Qu-Eh computations, the initial nuclear
wave packets had narrower widths than usual. We also show
our 17 gwp DD-vMCG (labeled vMCG), with the width set to

FIG. 3. Electronic coherence in BMA
using DD-vMCG (black line) and Qu-
Eh (blue 36 gwp and red 48 gwp).
For the Qu-Eh simulations, the Gaus-
sian widths were set to 0.25 rather
than 0.707. The DD-vMCG (black line)
corresponds to the DD-vMCG data
published previously36 which had the
Gaussian widths set to 0.707 and used
position sampling. As stated in the text,
position or momentum sampling leads
to identical results for vMCG.
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0.707, which were originally published elsewhere.36 (Note that
position sampling was used for those simulations, although for
DD-vMCG, position and momentum sampling yields identical
results.) Because the initial nuclear wavepacket width is about
2.8 times narrower in the Qu-Eh simulations than in the DD-
vMCG simulation, one can see that while the two simulations
are in qualitative agreement, however, the decoherence in Qu-
Eh is slower (t1/2 = 18 fs) than DD-vMCG (t1/2 = 6 fs), as
could be expected from the decreased width of the nuclear
wavepacket.

The computation time for Qu-Eh and DD-vMCG is dom-
inated by the cost of the electronic structure computation at
each time step. For Qu-Eh, there is only ever one electronic
structure computation per time step irrespective of the number
of adiabatic states involved.

B. Applications to allene and HCCI+

We now illustrate the application of Qu-Eh for two exam-
ples of charge migration. For allene, we wish to illustrate
the situation for very large amplitude nuclear motion (con-
formation change) passing near a conical intersection. By
contrast, the HCCI+ system involves a Renner-Teller degener-
ate 2Π state (theory and experiment for this species have been
discussed by Wörner et al.35).

We consider allene first. In Fig. 4, we show the spin
density as a function of time on a terminal methylene for
allene. Allene is a two-level problem which we have studied
previously.21 When we create a hole at a terminal methy-
lene in allene at a 45◦ twisted geometry, we see that (inset
Fig. 4) oscillatory charge migration is accompanied by a rota-
tion toward 90◦, where we pass close to a conical intersection
and the charge migration collapses because of a zero energy
gap at 10 fs and then resumes. This feature is also illustrated in
Fig. 5 where we show the results for a single gwp. In Fig. 5(a),

FIG. 4. Terminal Methylene Spin Density in Allene with an initial geometry
with a 45◦ twist. Computation using 12 gwp and run for 20 fs. Dotted white
line is average spin density. Colour bands show population spread across
trajectories—legend on rhs. of figure showing purple is large spread in data,
while yellow shows all trajectories are co-incident, i.e., all have same spin
density. (See Fig. 5 for the energy gap versus time for the 1 gwp results.)

FIG. 5. Allene spin density (a) and energy gap (b) for 1 gwp.

we have plotted the spin densities on all 3 atoms. Atoms 2
and 3 are the terminal methylenes, while atom 1 is the central
carbon. One can see that the spin densities become equal at
approximately 10 fs. In Fig. 5(b), we show the energy gap of
the adiabatic states which comes close to zero at 10 fs. The
main conclusion is that the Qu-Eh method seems to be able
to describe charge migration including passage near a conical
intersection.

We should mention here that the details of the charge
oscillation are only qualitatively similar to the previous DD-
vMCG calculations of Spinlove et al.21 In the earlier compu-
tations, the surfaces were for the higher lying doubly degen-
erate cation state and the computational method was different
[Outer Valence Greens Function (OVGF) instead of CAS]. The
charge oscillations had a different period and fast damping was
observed. In Fig. 4, we can see that the electronic coherence
recovers even after the passage near a conical intersection and
the oscillations seem to increase their amplitude after that.

We turn now to the electron dynamics on the iodine atom
in HCCI+. In this system, we have a Renner-Teller degeneracy.
In Fig. 6, we show the data for the 4-state Qu-Eh computation
on HCCI+ for comparison with the theoretical and experimen-
tal results of Wörner et al.35 Our initial conditions correspond
to the creation of a hole in one of the 2 pπ orbitals on the I atom.
We use a CAS space spanning 7 electrons and 4 orbitals. This
problem involves 2 pairs of degenerate 2Π states which would
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FIG. 6. Iodine spin density HCCI+. Legend is the same as for Fig. 4.

require 4 electronic structure computations in DD-vMCG.
In Fig. 6, we again see oscillatory charge migration to the
C atoms with a frequency of 1.3 fs. In the experiments of
Wörner et al.,35 they observed an oscillation frequency of
1.85 fs. The coupled nuclear motion is mainly bending, which
manifests itself in the change in amplitude and frequency seen
in Fig. 6.

V. CONCLUSIONS

We have shown that a method (Qu-Eh), which corresponds
to the Ehrenfest approach coupled to a full quantum nuclear
dynamics approach (single state DD-vMCG as implemented
in the Quantics code), is a useful practical approach for multi-
state quantum dynamics. We have tested the method in the
case where electronic and nuclear motion is asynchronous.
DD-vMCG uses a local harmonic representation, so the first
and second derivatives of the time-dependent potential must
be computed. The method appears to be stable even in difficult
cases where one passes close to a degeneracy and in a Renner-
Teller linear molecule.

Our purpose in this paper was to demonstrate the appli-
cability of Qu-Eh to charge migration problems. The Qu-Eh
method is stable enough to study coherent electron dynamics
on a sub-10 fs time scale and thus can be used for problems
relevant to the expanding field of attosecond science.

SUPPLEMENTARY MATERIAL

See supplementary material for Energy Derivatives and
the Hamiltonian in the LHA approximation.
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