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Repulsive and/or attractive interactions between surface adsorbates have an important effect on the
structure of the adsorbate layer and consequently on the rate of heterogeneous catalytic reactions.
Thus, developing reaction models that take into account adsorbate-adsorbate interactions is crucial
for making accurate predictions of the catalytic rate and surface coverage during reaction. In the
present work, we employ kinetic Monte Carlo simulation to model the catalytic NO oxidation on
Pt (111), adopting a cluster expansion (CE) Hamiltonian approach for treating the aforementioned
interactions. We investigate CEs of increasing complexity, ranging from pairwise 1st nearest neighbor
to long-range and many-body terms. We show that energetic models incorporating solely short-range
interactions result in ordered adlayer structures, which are disrupted by anti-phase boundaries and
defective regions when the size of the periodic lattice is non-commensurate to the structure of the stable
adlayer. We find that O2 dissociates on sites located in these defective regions, which are predominantly
responsible for the activity, and the predicted catalytic rate is strongly depended on the lattice size. Such
effects are absent when employing non-periodic lattices, whereon the catalytic activity appears more
intense on edges/corner sites. Finally, inclusion of long-range interactions in the model Hamiltonian
induces relative disorder in the adsorbate layer, which is ascribed to the “softening” of the repulsive
interactions between adspecies. Under these circumstances, the distribution of activation energies
for O2 dissociation is broader as compared to short-range interaction models and on this basis we
explain the disparate catalytic rate predictions when using different CEs. Published by AIP Publishing.
https://doi.org/10.1063/1.5048787

I. INTRODUCTION

Catalytic processes are at the heart of the manufacturing
of over 85% of everyday products currently on the market.1

The vast majority of these processes are heterogeneous, with a
solid catalyst employed to catalyze the conversion of gaseous
(or liquid) media, making these materials an indispensable
part of the chemical industry. Indeed, the applications of solid
heterogeneous catalysts are widespread, ranging from the pro-
duction of fine and bulk chemicals to common plastics and
hydrogen gas.2–4 Catalytic performance metrics, such as activ-
ity, selectivity, and yield, are related to the material chosen as
the catalyst, thereby making the environmental and economic
viability of the process dependent thereon.

Sophisticated statistical mechanics techniques, like
kinetic Monte Carlo (KMC),5 aid our understanding with
regard to important physico-chemical phenomena occurring
during catalysis. Factors such as the structural intricacy of cat-
alytic surfaces, the numerous elementary steps involved in the
vast majority of chemical reactions, and lateral interactions
between adsorbates raise the complexity of heterogeneous
processes and affect the reaction kinetics.6,7 These crucial
factors need to be taken into account to enable the accurate

a)Author to whom correspondence should be addressed: m.stamatakis@
ucl.ac.uk

prediction of catalytic performance metrics,8 and this may be
accomplished by employing on-lattice KMC models.

A complete kinetic theory should be able to predict the
structure of the adsorbate layer over the catalytic surface
and, according to that, accurately estimate the catalytic rate.9

Consequently, a large amount of effort has been dedicated
toward gaining a fundamental understanding of thermody-
namic and kinetic aspects in relation to adsorbate layers,
including studies on phase transitions of single- and multi-
species adlayers.10–13 Such studies often discuss the effect of
adsorbate-adsorbate interactions on the adlayer structure,14–16

highlighting that these microscopic interactions affect the
macroscopic catalytic properties of the system9 and are there-
fore of crucial importance in kinetic modeling. For example,
adsorbate surface phenomena such as island formation in addi-
tion to well-defined, ordered overlayer structures have been
verified through experimental and computational studies and
are attributed to lateral interactions.14,17–20 By overlooking
such interactions, it is often not possible to accurately repro-
duce the adsorbate layer structure, and their incorporation
to kinetic models is often imperative to rationalize experi-
mental observations and to accurately predict macroscopic
observables.21,22

Macroscopic catalytic performance can be understood
by considering the influence of lateral interactions on the
microscale, especially, the resulting spatial correlations and
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the impact of lateral interactions on the activation energies
of surface processes (adsorption, desorption, diffusion, and
reaction). By the Brønsted-Evans-Polanyi (BEP) relation,23

a repulsive interaction between the initial state of a reaction
and a spectator species will destabilize the initial state and
thus reduce the activation barrier for the conversion to the
final state species (we assume negligible interactions between
the spectator and this final species, as would be the case
for a gas product). In turn, such an interaction will raise
the barrier for the reverse process (the opposite argument
can be formed for an attractive lateral interaction). Since
these effects depend on the nature and location of spectators
around the reactants, an accurate model for the adsorbate over-
layer energetics must be employed to reliably reproduce its
structure.24–29

A versatile way to treat such interactions is through the
use of the cluster expansion (CE) Hamiltonian method,30–32

as recently applied for catalytic rate predictions by Wu et al.22

Depending on the application, terms representing different
adsorbate interactions can be included in the Hamiltonian,
providing the opportunity to take into account interactions
beyond the 1st nearest neighbor (1NN). This approach has
been successfully used in numerous studies,21,33–35 having
recently been incorporated in the graph theoretical KMC (GT-
KMC) framework of Stamatakis and Vlachos.36 Within this
formalism, the total energy of the lattice is calculated from
CE Hamiltonians by summing the energetic contributions of
clusters that represent single-body to many-body adsorption
configurations. The rates of elementary events are calculated
with the aid of the aforementioned BEP relations, which relate
the reaction energy (obtained from the cluster expansion) to
the activation barrier of an event.37

In this work, we employ KMC simulation with CE ener-
getics to investigate the effect of the oxygen adlayer structure
on the estimated catalytic rate of a model reaction, namely, the
catalytic oxidation of NO over Pt(111). The energetic contri-
bution parameters of the various adsorbate clusters have been
taken from the work of Schmidt et al.30 and are used in lattice-
gas form.37 We study CEs of increasing complexity, ranging
from 1NN to long range interactions, and we show that in the
former case, the adlayer adopts an ordered

(√
3 ×
√

3
)
R30◦

structure at 1/3 monolayer (ML) surface coverage for lattice
sizes commensurate with this structure, thereby minimizing
the repulsive oxygen-oxygen lateral interactions. Remarkably,
for other lattice sizes, we observe the appearance of defec-
tive regions consisting of anti-phase boundaries and point
defects, which form as a result of strong adatom-adatom inter-
actions as well as the lattice periodicity, and considerably
affect the predicted catalytic rate. Conversely, we find that
the catalytic rate predictions become less dependent upon the
lattice size when the catalytic oxidation is modeled on non-
periodic lattices (that are a better representation of individual
nanoparticle facets) but also when the adsorbate layer becomes
relatively disordered owing to the incorporation of long-range
interactions.

The rest of the paper is organized as follows: in Sec. II,
we present the background and the setup of the KMC calcu-
lations, providing details on the lateral interaction models and
the reaction mechanism. We proceed by discussing the results

obtained using different CE models on several lattices (peri-
odic and non-periodic) in Sec. III. Finally, we summarize our
findings and underline the significance of our work in Sec. IV.

II. COMPUTATIONAL METHODS
A. Kinetic Monte Carlo background

We have performed KMC simulations of NO oxidation
on Pt(111) within the GT-KMC framework of Stamatakis
and Vlachos,36 as implemented in Zacros (version 2.0).38

Adsorbate-adsorbate interactions are of high importance to
our work and can be accurately captured by a general CE
approach incorporated in this framework. The simulation input
is composed of the reaction conditions (temperature, pres-
sure, gas phase composition, etc.), the lattice structure that
represents the catalytic surface, an energetic model where we
specify the CE capturing the lateral interactions, and the reac-
tion mechanism which defines all possible elementary events
that can happen on the lattice. Optionally, one may also pro-
vide an initial adsorbate configuration on the lattice; other-
wise, the simulation is by default initialized with an empty
lattice.

The KMC algorithm starts by scanning the lattice and
detecting all elementary processes that are possible given the
current configuration. A lattice process queue is subsequently
constructed, containing all the detected elementary processes
along with their corresponding waiting times. The latter quan-
tity is linked to the transition rate constant, which represents
the average escape rate from system state σ to another state
σ′, as expressed in the following equation:9,39

τ
σ→σ′

trans = −
ln(χ)
kσ→σ′

, (1)

where kσ→σ′ is the rate constant for transition from state
σ to state σ′ and χ ∈ [0, 1] is a uniformly distributed
random number. After calculating the waiting times of the
listed events, the one with the smallest value (i.e., the
most imminent event) is identified. Subsequently, the sys-
tem clock advances by min

(
τσ→σ

′

trans

)
and the most imminent

event is executed, by modifying the adlayer structure and
updating the lattice state and energetics accordingly. Ele-
mentary events that can no longer happen (as a result of
the event just executed) are removed from the lattice pro-
cess queue, and newly enabled processes are added to the
list. The whole procedure of event selection, execution, and
update is repeated, thereby generating a stochastic trajectory,
which one can post-process to calculate quantities that can be
experimentally evaluated (e.g., surface coverage and catalytic
rates).

The frequency by which a particular event is executed
during the simulation is proportional to its rate constant. The
forward and reverse rate constants of each elementary event
can be computed from the following equations, respectively:

kfwd =
kBT

h
Q†

QR
exp*

,
−

E†fwd(σ)

kbT
+
-
, (2)

krev =
kBT

h
Q†

QP
exp*

,
−

E†rev(σ)
kbT

+
-
, (3)
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where kB and h are Boltzmann’s and Planck’s constants,
respectively; kfwd and krev are the rate constants of the for-
ward and reverse reactions, respectively; Q†, QP, and QR are
the molecular partition functions of the transition state, prod-
ucts, and reactants, respectively; and E†fwd(σ) and E†rev(σ) are
the activation energies of the forward and reverse reactions,
respectively, which are affected by lateral interactions.

To account for the effect of lateral interactions on the reac-
tion kinetics, the forward and reverse activation energies of
each elementary reaction step are parameterized with respect
to the reaction energy (∆Erxn) using a BEP relation.22,23 The
latter quantity is estimated for each lattice state, σ, detected
during the simulation and requires the calculation of the energy
of configuration σ and of the succeeding state σ′ (for more
information, see Sec. IV in the supplementary material of this
work and Ref. 37). These configuration energies are in turn cal-
culated using the CE Hamiltonian approach,31 as previously
incorporated in the GT-KMC by Nielsen et al.37 Within this
formalism, graph patterns representing single- to multi-body
adsorbate configurations are treated as clusters, which con-
tribute to the total energy of the lattice. To determine the total
energy, the lattice is scanned by Zacros and clusters defined
in the energetic model are detected and enumerated.37 The
energy contribution of each cluster to a given lattice configu-
ration is provided by a parameter known as the effective cluster
interaction (ECI), and we compute the total energy of a lattice
state σ as

H(σ) =
Nc∑

k=1

ECIk

GMk
NOCk, (4)

where ECIk is the effective cluster interaction of cluster k,
GMk is a graph multiplicity factor defined for k (included to
prevent over-counting), and NOCk is the number of occur-
rences/instances of cluster k at state σ.

Finally, the catalytic rate is given by the turnover fre-
quency (TOF) which is defined as the number of molecules
of gas A produced per active site, per unit time. “A” is a rep-
resentative gas species, which will be NO2 in our case (see
Sec. II B). To determine the TOF, we plot the number of
molecules of gas A produced during the simulation versus
time and filter out any initial transients (whilst the system
reaches steady state) before fitting using linear regression.
Subsequently, we divide the slope by the total number of lat-
tice sites (for further details and representative plots, see the
supplementary material of this work) as shown in the following
equation:

TOF =
nA∑
τ × Nsites

, (5)

where nA is the number of A molecules produced,
∑
τ the

simulation time, and Nsites the number of lattice sites.

B. Reaction mechanism and simulation details

Our work is based on an original reaction model devel-
oped by Wu et al.22 and adapted for KMC by Nielsen et al.37

We explicitly consider three reversible elementary events [see
Eqs. (6)–(8)], from which the O2 dissociation on Pt(111),
Eq. (7), is the rate determining step (RDS). Furthermore, it
is assumed that the catalytic oxidation of NO proceeds via an

Eley-Rideal mechanism and that oxygen adatoms (O∗) dom-
inate the catalytic surface, in accord with the high efficiency
of NO2 in supplying the catalyst surface with O atoms.40,41

Moreover, our analysis is restricted to surface coverage below
1/2 ML, where the Pt surface is not reconstructed,42 and O∗

populate three-fold fcc hollow sites only22,30,43

(6)

(7)

(8)

where ∗ depicts a vacant fcc site. Equation (6) represents the
reversible Eley-Rideal NO oxidation, Eq. (7) is the O2 disso-
ciation on Pt(111), and Eq. (8) is the surface diffusion of O∗

between neighboring fcc lattice sites.
As noted earlier, the forward and reversible rate constants

of each elementary event are computed based on Eqs. (2) and
(3), respectively, while the corresponding activation energies
are found using a BEP relation (see the supplementary mate-
rial). The proximity factor (defining the relative position of the
transition state along the reaction coordinate) is set to unity
for the dissociation of O2 [Eq. (7)] as the transition state is
molecular O2 with an elongated O–O bond,22 zero for the
NO oxidation/reduction [Eq. (6)], and 0.5 for O∗ diffusion
[Eq. (8)]. Furthermore, the activation energies at the zero cov-
erage limit for the different CEs are found in Sec. III of the
supplementary material.

In relation to the rate constants, there is a quasi-
equilibrium where the dynamics of NO oxidation/reduction
and O∗ diffusion are fast compared to O2 dissociation, such
that the latter is the RDS (based on the previous work by
Schneider and co-workers).22 We therefore provide values of
the pre-exponential terms for the NO oxidation/reduction and
O∗ diffusion such that the rates of these elementary events are
at least 50 times larger than the rate of the RDS, assuring the
fast equilibration of the adlayer.37,44 This method has been
implemented in our previous work, and for further details on
the derivation and calculation of the rate constants, the reader
may consult Ref. 37.

Within GT-KMC, the catalytic surface is represented as
a two-dimensional lattice graph where vertices denote surface
sites, and edges define the connectivity (neighboring relations)
between those sites. We perform simulations using two types
of lattices: with and without periodic boundary conditions. The
shapes of the periodic lattices are equilateral parallelograms
of dimensions m × m (containing a total of m2 sites), and for
the non-periodic ones, we use equilateral parallelograms in
addition to equilateral triangles of side length n (containing a
total of

∑n
i=1 i sites).

The reaction is modeled at a total pressure of 1 bar and
fixed partial pressures of NO, O2, and NO2. The NO2 to NO
pressure ratio is set to 0.37 in all simulations, thereby fixing the
chemical potential of surface oxygen µO∗ [since reaction (6)
is fast], and the partial pressure of O2 is set to 0.1. We run two
sets of simulations for low (480 K) and high (680 K) tempera-
tures, and the lattice is always initialized with an O∗ adsorbate

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-050841
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-050841
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-050841
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-050841
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-050841
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FIG. 1. Graph patterns (or clusters) that
are taken into account in 3-Fig., 5-Fig.,
and 8-Fig. CE Hamiltonian models. The
blue circles indicate sites occupied by
oxygen atoms. The white circles with
black edges are vacant sites, and white
circles with blue edges indicate sites that
may or may not be vacant.

overlayer with the
(√

3 ×
√

3
)
R30◦ structure, which is a sta-

ble adlayer configuration when using short-range, 1NN lateral
energetics at 1/3 ML coverage. Thus, the system is initially in
a low energy state, although it is allowed to reaching station-
ary conditions before any analysis of the kinetics is carried
out.

C. Lateral interaction models

We study different CE models of varying complexity.
In particular, we examine cases where the CE Hamiltonian
contains 3, 5, and 8 figures (clusters) and the correspond-
ing graph patterns are presented in Fig. 1. Each Hamiltonian
contains a constant term (which does not affect any of the
results but is included for compatibility with other Hamil-
tonian descriptions) and a single-body term that models the
adsorption energy of one O∗ adsorbate. In the 3-Fig. CE model,
two-body interactions with adsorbate separation of up to 1NN
are considered; these short range interactions are often referred
to as hard interactions herein, as they lead to highly ordered
adlayer structures (see Sec. III). In addition to 1NN interac-
tions, 2NN and 3NN two-body interactions are included in
the 5-Fig. CE model (Fig. 1). Finally, the 8-Fig. CE model
incorporates the clusters found in the 3-Fig. and 5-Fig. clus-
ter expansions, as well as two-body terms at 4NN and 5NN
separation in addition to a 3-body NN cluster (1-1-3 cluster
in Fig. 1). The terms included in each CE model along with
their ECIs can be found in Table S1 in the supplementary
material.

III. RESULTS AND DISCUSSION
A. 3-Figure CE energetics

We first examine a 3-Fig. CE model where only 1NN
interactions contribute to the energetics. To exclude lattice-
boundary effects on the predicted catalytic rate, we have
performed simulations on periodic equilateral lattices of vari-
ous sizes at the two aforementioned temperatures (480 K and
680 K). The calculated TOFs on parallelogram lattices with
the number of sites ranging between 36 and 2500 (6 × 6 to
50 × 50) are plotted in Fig. 2. For both temperatures, there
is an oscillatory behavior in the catalytic rate as the lattice

size is increased. We observe a regular pattern by which cer-
tain lattice sizes exhibit much higher activities than others, a
difference which does not diminish even for relatively large
lattices of more than 2000 sites. Upon further inspection, we
note that lattices with a number of sites per side that is divis-
ible by 3 exhibit a significantly lower TOF (ca. one order of
magnitude lower) than those with sites non-divisible by this
number.

As highlighted earlier in our discussion on the BEP rela-
tionship, the activation energy for a surface reaction is depen-
dent on the configuration of neighboring spectators in the
adsorbate overlayer. Consequently, both the kinetic constant
and the catalytic rate also depend on the configuration of spec-
tators. Thus, we can elucidate the variability in the values of
TOF by studying the adlayer structures of different lattices
giving high and low TOF. To this end, we use two representa-
tive lattice sizes, a 42 × 42 lattice (1764 sites), whose number
of sites per side is divisible by 3, and a 44 × 44 lattice (1936
sites), for which this is not true. The snapshots of these lat-
tices for simulations at 480 K are shown in Figs. 3(a) and 3(b),
respectively.

In a representative configuration at stationary conditions
on the 42 × 42 lattice, the O∗ adspecies are perfectly ordered
in the

(√
3 ×
√

3
)
R30◦ structure, which minimizes the 1NN

FIG. 2. Computed TOFs of the 3-Fig. CE model for a range of lattice sizes
at 480 K (red) and 680 K (black). Ptot = 1 bar, PNO2/PNO = 0.37, and
yO2

= 0.1 for all simulations.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-050841
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-050841
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FIG. 3. Representative lattice snapshots from KMC simulation at 480 K of a 3-Fig. CE energetic model. Panels (a) and (b) show the adlayer structure of a 42
× 42 and a 44 × 44 lattice, respectively; O∗ adatoms are represented by black circles and empty sites are represented by gray circles. The close-up on the left
of panel (a) shows a phase domain local configuration, while close-ups on the left and right of panel (b) indicate the local anti-phase boundary and point defect
configurations, respectively. Panels (c) and (d) show the same snapshots but colored according to the local O2 dissociation activation energy where low values
and high values are shown in blue and red, respectively. In panel (e), the green histogram shows the distribution of activation energies of O2 dissociation for all
events listed by the KMC algorithm in the configuration (KMC snapshot) of panel (a) (42 × 42 lattice). On the other hand, the blue histogram of panel (e) shows
the distribution of activation energies of the actually executed adsorptions throughout the simulation. Panel (f): as panel (e) but for the KMC snapshots of panel
(b) for the 44 × 44 lattice. The former are normalized to the total number of listed O2 dissociations for the particular KMC snapshot, and the latter to the total
number of executed O2 dissociations throughout the KMC simulation. Ptot = 1 bar, PNO2/PNO = 0.37, and yO2

= 0.1 bar.

repulsions exerted upon them [Fig. 3(a)]. The ordered struc-
ture is, however, disrupted on the 44 × 44 lattice by the
formation of anti-phase boundaries that appear to divide the
adlayer into a number of perfect

(√
3 ×
√

3
)
R30◦ domains

[Fig. 3(b)]. As the 44 × 44 lattice has a number of sites
per side that is not divisible by 3, it is impossible for the
adlayer to organize into a perfect

(√
3 ×
√

3
)
R30◦ struc-

ture and instead forms line-defects: the observed anti-phase
boundaries. In other words, the size of the lattice is not
commensurate to the stable

(√
3 ×
√

3
)
R30◦ adlayer struc-

ture. Closer examination of these defects reveals lower local
coverage in the anti-phase boundary [Fig. 3(b), inset left]

compared to the ordered
(√

3 ×
√

3
)
R30◦ domain [Fig. 3(a),

inset]. Even lower local O∗ coverages are detected on point-
defect regions that are adjacent to anti-phase boundaries
[Fig. 3(b), inset right], where remarkably, the pair of fcc sites
covered by the cyan line is surrounded by just one neighboring
O∗ adatom.

The local coverage affects the activation barrier of the
RDS (i.e., O2 dissociation) as a result of the repulsion between
O∗ adatoms. By the BEP relationship, the lower coverage of
O∗ in the anti-phase boundary is expected to result in lower
activation barriers on fcc site pairs thereon. The effect of the
local coverage on the O2 dissociation activation is shown in
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Figs. 3(c) and 3(d), where the snapshots found in Figs. 3(a)
and 3(b) are color-coded, respectively, according to the acti-
vation energy values of the dissociation of O2. The pres-
ence of four 1NN O∗ adatoms around empty fcc site pairs
in the

(√
3 ×
√

3
)
R30◦ phase domain considerably hampers

the dissociation of O2, by significantly elevating the activa-
tion barriers from 0.02 eV at the zero coverage limit (see
the supplementary material)37 to approximately 1.9 eV in
this region. On the other hand, the lower local coverage in
anti-phase boundary and point defect configurations results
in lower values for the activation energy, between 1.2 and
1.6 eV at the former and less than 1 eV at the latter. Con-
sequently, in these regions, high values of the O2 dissociation
rate constant are computed, making the RDS more probable to
occur.

However, the different adlayer regions seen in Fig. 3(d)
do not equally contribute to the catalytic rate. To identify
the local configurations whereby oxygen adsorptions occur
on each lattice, we plot a histogram of the distribution of O2

dissociation activation energies on the 42 × 42 and 44 × 44
lattices in Figs. 3(e) and 3(f), respectively. The green bars in
these histograms show the activation energy distribution of O2

dissociation events that may occur on each lattice [Figs. 3(a)
and 3(b)]. These are possible events that may happen on vacant
fcc site pairs and are listed in the event-queue of the KMC algo-
rithm. As expected, in the 42 × 42 system, all of these listed
events have the same activation energy (∼1.9 eV) because of
the ordered

(√
3 ×
√

3
)
R30◦ structure seen in Fig. 3(a). This is

not true for the 42 × 42 lattice as a result of the observed anti-
phase boundaries. In this case, the majority of O2 dissociations
belong to the ordered

(√
3 ×
√

3
)
R30◦ phase simply because

this phase covers most of the lattice area and has activation
energies of 1.8-1.9 eV [the tallest bar on the right of Fig. 3(f)].
Events with activation energies between 1.2 and 1.6 eV cor-
respond to adsorption processes on anti-phase boundary sites,
while those below 1.0 eV correspond to O2 dissociations on
sites located in point defect regions. The normalized frequen-
cies of possible dissociation events on anti-phase boundary
and point defects are less than 19% and 4%, respectively, of
that over the ordered domain.

On the other hand, the blue histograms shown in Figs. 3(e)
and 3(f) correspond to O2 dissociation events that actually
occur (i.e., they are executed by the KMC algorithm dur-
ing the simulation) on the 42 × 42 and 44 × 44 lattices,
respectively. To generate these histograms, we record the acti-
vation energies of all occurring O2 dissociations throughout the
simulation. Interestingly, on the 44 × 44 lattice, no O2 disso-
ciation happens on

(√
3 ×
√

3
)
R30◦ and anti-phase boundary

domains [Fig. 3(f)]; instead, these events happen primarily
at point defects adjacent to the anti-phase boundaries, with
the largest portion of the lattice remaining inactive. The cat-
alytic activity is dominated by defect-regions that contain fcc
site pairs with two 1NNs or less, and the overall reaction
appears to proceed in short “bursts” in these highly active
but also highly ephemeral point defects. Thus, the absence
of anti-phase boundaries in the 42 × 42 lattice, where all O2

dissociations happen on rarely formed point defects with an
activation barrier of 0.62 eV [Fig. 3(e)], explains the one order
of magnitude lower TOF compared to that on the 44 × 44 lat-
tice, as well as the fluctuations in the catalytic rate as shown
in Fig. 2.

B. NO oxidation on non-periodic lattices

To verify whether the discussed effects in Sec. III A are
associated with the lattice periodicity, we have performed
additional simulations using non-periodic equilateral parallel-
ogram lattices. The latter provide a better description of com-
plete nanoparticle facets. By eliminating the periodic boundary
condition, we break the connectivity between sites that belong
to the opposite sides of the lattice. Consequently, potential
reaction patterns that involve O∗ (or vacant sites) located on
two opposite sides cannot be detected by the algorithm in
this case. We observe that under these circumstances, there
is no generation of anti-phase boundaries that disrupt the(√

3 ×
√

3
)
R30◦ structure, and therefore, the catalytic rate is

not subject to systematic changes at increasing lattice size as
in Fig. 2 [Fig. 4(a)].

On the contrary, we find that the computed TOF decreases
with increasing number of lattice sites for lattices smaller than
46× 46 [Fig. 4(a)]. Beyond that point, the catalytic rate is prac-

FIG. 4. (a) TOF of various non-periodic parallelogram lattices at 480 K, yO2
= 0.1 bar, and PNO2/PNO = 0.37 for 3-Fig. CE energetics. (b) O2 dissociation

color-coded KMC snapshot of a 42 × 42 lattice, where low values and high values are shown in blue and red, respectively. Conditions are as in panel (a).
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tically constant and independent of the lattice size [Fig. 4(a)].
Notwithstanding, highly active point defects are now present
on the lattice edges/corners throughout the KMC simulation
[Fig. 4(b)]. As a result of the non-periodicity, adspecies on
edges/corners experience less repulsion compared to the inner
phase adsorbates, as it may be true in a real nanoparticle facet.
More specifically, the “curvature” at nanoparticle edges results
in larger distances between adsorbates in neighboring facets
as compared to cases where these adsorbates are on a pla-
nar surface. In addition, edge adsorbates might be differently
oriented from the adsorbates on conterminous facets,45 and
therefore, the dynamics of non-periodic lattices may better
represent those on the facets of a nanoparticle.

In line with the latter consideration, we model the catalytic
oxidation on equilateral triangular (111) lattices that have the
same shapes as facets encountered in common nanoparticle
structures such as cube-octahedral and octahedral. Figure 5
shows the results of such KMC simulations, revealing that O2

dissociation is indeed more facile on edges/corners as com-
pared to the inner parts of the lattice, and therefore, the catalytic
activity emerges predominantly from such locations in our
non-periodic 3-Fig. CE calculations.

The edge/corner sites are also characterized by a dis-
tinct electronic environment as a result of their low coordi-
nation number (see, e.g., Ref. 46), which is not taken into
account in our simulations. What the latter show is that, even
in the absence of such electronic effects, there is a remark-
ably different physicochemical environment on edges/corners
that is governed by geometry and lateral interaction strength,
which results in the distinct behavior of these sites compared
to those in the inner part of the facet. It should, however,
be noted that for a complete description of the chemistry
toward highly accurate catalytic rate predictions on edge and
corner sites, electronic effects have to be accounted for, in
addition to the geometric effects shown here. The adsorp-
tion energy of O∗ at edges and terraces is often not the
same.46 This is verified by the higher TOF measured at
larger Pt particle size, which implies that edge/corner sites
might be poisoned in practice as a result of strong adsorbate
binding.47

C. Beyond 1NN interactions

We proceed by investigating the effect of long-range inter-
actions on the adlayer structure. We will first present the results
for a 5-Fig. CE Hamiltonian model that includes long range

adsorbate-adsorbate interactions (2NN and 3NN) and leads to
more accurate predictions than the 3-Fig. CE.37 We instantly
note significant differences between the results of these sim-
ulations (Fig. 6) compared to those previously obtained
with the 3-Fig. CE (Fig. 3). We show simulation snapshots
with color-coded maps of the O2 dissociation barriers, on a
44× 44 non-commensurate periodic lattice at 480 K and 680 K
[Figs. 6(a) and 6(b), respectively]. There is a notable absence
of well-defined anti-phase boundary regions in these cases,
as a result of incorporating 2NN and 3NN lateral interactions
(Fig. 6), and the adlayer distribution appears more random
compared to that obtained by the 3-Fig. CE at 480 K [Fig. 6(a)].
In turn, the calculated TOF is significantly higher due to the
presence of several highly active configurations characterized
by low local coverage, with O2 dissociation activation barriers
less than 1.0 eV [Fig. 6(c)].

At 480 K, we observe some
(√

3 ×
√

3
)
R30◦ islands in

the O∗ adlayer, and the total O∗ surface coverage is around
0.34 ML. As seen from the color-coded KMC snapshot in
Fig. 6(a), the O2 dissociation activation barrier on fcc pairs
belonging to these ordered islands is approximately 1.4 eV.
This lower activation energy compared to that of the 3-Fig.
CE on identical adsorbate configurations (i.e., 1.9 eV; see
Fig. 3) reflects the “softening” of adsorbate-adsorbate inter-
actions at higher order CEs. The distribution of activation
energies for the executed O2 dissociations at 480 K [Fig. 6(c)—
blue bins] reveals that no oxygen adsorption occurs on(√

3 ×
√

3
)
R30◦ islands. On the contrary, around 40% of O2

dissociation events happen with activation energies between
0.4 and 0.5 eV, in configurations with no more than two 1NN
O∗ adatoms [for example, the configuration highlighted by
the cyan line in the inset above the blue bin at 0.4-0.42 eV
in Fig. 6(c)].

Furthermore, at 680 K, the O∗ adlayer appears mostly
random, as it lacks any appreciably large ordered island
[Fig. 6(b)]. A lower average O∗ coverage (∼0.27 ML) and
a greater degree of adlayer disorder compared to the previous
case at T = 480 K give rise to numerous local adlayer con-
figurations of very low coverage, which encompass pairs of
fcc sites without any 1NN O∗ adatoms. Unsurprisingly, the
majority of O2 dissociations happen therein and are executed
with activation energies below 0.1 eV [Fig. 6(c)—green bins].
The occurrence of these low local coverage configurations in
conjunction with the relatively high temperature results in
higher TOF by two orders of magnitude as compared to 480 K.

FIG. 5. Typical snapshot of a KMC
simulation using a triangular non-
periodic lattice with 780 sites of a 3-Fig.
CE energetic model at 480 K and color-
coded according to O2 dissociation acti-
vation energy (low and high values are
shown in blue and red, respectively).
Nanoparticle facets of similar geome-
try are found in octahedral and cube-
octahedral particles shown on the left
of the figure. Ptot = 1 bar, PNO2/PNO
= 0.37, and yO2

= 0.1 bar.
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FIG. 6. (a) and (b) show the KMC snap-
shots of a 44 × 44 periodic lattice for
5-Fig. CE energetics at 480 K and 680 K,
respectively. The snapshots are color-
coded according to the O2 dissocia-
tion activation energy where blue and
red correspond to low and high val-
ues, respectively. Panel (c) shows a his-
togram of the distribution of O2 dis-
sociation activation energies at 480 K
(blue) and 680 K (green). Ptot = 1 bar,
PNO2/PNO = 0.37, and yO2

= 0.1 bar.

Instead of a “short burst” behavior, as for the 3-Fig. CE (Fig. 3),
events are executed with a broader range of activation energies
at both temperatures with a “widespread participation” of fcc
site pairs in the catalytic rate [Fig. 6(c)].

Plots of the computed TOFs at 480 K and 680 K for
lattice sizes up to 2500 sites are given in Fig. 7. We note a
key difference between the simulations at 680 K and 480 K;
at 680 K, there is near-constant TOF with increasing lattice
size, whereas at 480 K there are systematic variations of the
catalytic rate. These fluctuations at 480 K span a narrower
range as compared to those of 3-Fig. CE (see Fig. 2) and are
associated with the retained spatial correlation at this temper-
ature. Upon closer inspection, we also note that the predicted
TOF on commensurate lattices at 480 K exhibits an increasing
trend with increasing lattice size (Fig. 7), although this trend
fades for larger lattices, beyond 45 × 45 (Fig. 7). This trend

FIG. 7. Calculated TOFs of the 5-Fig. CE model for a range of equilateral
parallelogram periodic lattices at 480 K (red) and 680 K (black). Ptot = 1 bar,
PNO2/PNO = 0.37, and yO2

= 0.1 for all simulations.

is not observed on non-periodic lattices, whereon we compute
a virtually constant TOF on larger lattices than 18 × 18 (see
Fig. S4 of the supplementary material).

To clarify the causes of the lower TOF on smaller com-
mensurate lattices, within the size range of 6 × 6 to 45 × 45,
we investigate the local adlayer configurations for O2 disso-
ciation events. Figures 8(a)–8(d) show the activation energy
distributions of the executed O2 dissociations on a 9 × 9, 12
× 12, 45 × 45, and 48 × 48 lattice, respectively. It is important
to point out that in this case, the histograms were constructed
after processing the statistics of the activation barriers of all
occurring O2 dissociations. The main observation is that in all
lattices, this elementary event is executed at roughly the same
activation energies (i.e., on the same local adlayer configu-
rations). The activation barrier distributions of the two large
commensurate lattices [45 × 45 and 48 × 48—Figs. 8(c) and
8(d)] are identical, and consequently, the two calculated TOFs
are in excellent agreement.

Conversely, remarkable differences are noticed in the dis-
tributions of the two small lattices (i.e., 9 × 9, 12 × 12). As
seen, on the 9 × 9 lattice, around 53% of O2 adsorptions hap-
pen with an activation barrier less than 0.48 eV, whilst the
corresponding normalized frequency of the next largest com-
mensurate lattice (12 × 12) is higher by approximately 7%.
This difference suggests that local low O∗ coverage configu-
rations (i.e., configurations where O2 dissociation can occur
with an activation energy of 0.48 eV or less) may be more
frequently formed during the KMC simulation as compared to
the 9 × 9 lattice, thereby explaining the discrepancy between
the predicted catalytic rates on the two lattices (Fig. 7).

To verify this speculation, we examine how the catalytic
rate is affected by the frequency of configurations where O2 can
dissociate with barrier less than 0.48 eV (we refer to these as
the “low-barrier” events). This normalized frequency is calcu-
lated as follows: we collect KMC lattice snapshots just before

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-050841
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FIG. 8. Panels (a) and (b) show the acti-
vation energy distributions of occurring
O2 dissociations for 5-Fig. CE on a
9 × 9 and a 12 × 12 periodic lattice,
respectively. (c) and (d) show the same
distribution for a 45 × 45 and a 48 × 48
periodic lattice, respectively. Panel (e)
shows the frequency of appearance of
highly active adlayer configurations for
nine commensurate lattices. T = 480 K,
Ptot = 1 bar, PNO2/PNO = 0.37, and
yO2

= 0.1.

O2 dissociation events. We then count the snapshots that have
at least one “low-barrier” O2 dissociation event and divide by
the total number of KMC snapshots (i.e., the total number of
O2 dissociations). The results for nine commensurate periodic
lattices with up to 2916 sites are shown in Fig. 8(e). On lattices
smaller than 45× 45, the frequency of highly active configura-
tions increases with the lattice size, whereas for larger lattices
there is a convergence of this frequency value to ∼0.85. Inter-
estingly, the observed trend is in excellent agreement with
the TOF trend in Fig. 7, where constant catalytic rate values
(TOF ≈ 0.042 s−1) are reached on lattices larger than 42 × 42.

We finally present the results of an 8-Fig. CE model where
4NN and 5NN pairwise interactions as well as a 3-body inter-
action are taken into account (graph patterns in Fig. 1). At
480 K and under stationary conditions, a substantial part of
the O∗ adsorbate layer adopts a 2 × 2 structure at surface cov-
erage approximately equal to 0.28 ML [see the O2 dissociation
color-coded KMC snapshot in Fig. 9(b)]. Adsorbate-adsorbate
interactions become “softer” as compared to 3- and 5-Fig.
CE models. This is reflected in the fact that O2 dissociations

can happen on pairs of fcc sites encompassed by the ordered
2 × 2 phase with low activation energy being in the range
0.55–1 eV [Fig. 9(b)]. Besides, we observe the formation of
several 1-1-3 triplets in the adlayer that, to a limited extent,
cause the development of a meandering phase with 2 × 1 O∗

domains [Fig. 9(b)]. We find, however, that this structure
becomes dominant at higher surface coverage (Fig. S5 in the
supplementary material) and therefore these triplets can be
considered the precursor of the 2 × 1 O∗ phase.

Importantly, because of the largely ordered adlayer at
480 K, the computed TOFs on periodic lattices with size in
the range of 10 × 10 to 50 × 50 [Fig. 9(c)] show again an
oscillatory behavior similar to that observed in Fig. 2. Com-
mensurate to the 2 × 2 O∗ phase are now lattices with the
number of sites (per side) divisible by 2, and after thorough
inspection of event-wise KMC snapshots of commensurate
and non-commensurate lattices, we find that there is no for-
mation of well-defined anti-phase boundaries. To this end, the
calculated TOFs on different lattices are on the same order
of magnitude [Fig. 9(c)], which was not true for the 3-Fig.
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FIG. 9. Panel (a) shows the O2 disso-
ciation activation energy distribution on
a 42 × 42 commensurate periodic lat-
tice. Panel (b) shows an O2 dissocia-
tion KMC color-coded snapshot of the
42 × 42 lattice for the 8-Fig. CE ener-
getic model. Panel (c) plots the com-
puted TOF of the 8-Fig. CE model for a
range of equilateral parallelogram peri-
odic lattices. T = 480 K, yO2

= 0.1 bar,
Ptot = 1 bar, and PNO2/PNO = 0.37.

CE model because of the existence of “hard” short range
interactions and therefore anti-phase boundaries.

The two aforementioned adlayer patterns have been
detected using scanning tunneling electron microscopy
(STEM) and low-energy electron diffraction (LEED) at sim-
ilar coverages to those reported here40,42 and have also been
reproduced in computational studies that employ equilibrium
models.30,48,49 This furnishes evidence that the O∗–Pt(111)
system, at least with regard to the adlayer structure, is more
accurately described by an 8-Fig. CE energetic model than by
the 3-Fig. CE and 5-Fig. CE models. We thus continue our
analysis with a comparison between the apparent activation
energy, E‡app, found by the 8-Fig. CE model and experimentally
obtained values.50

To determine E‡app, we calculate seven TOFs at different
temperatures in the temperature range of 480–493 K where
the differences in surface coverage are known to be small.22

From the Arrhenius plot in Fig. 10, we find E‡app = 52.6
± 4.0 kJ mol−1, which is slightly greater than the reported
value by Smeltz et al.50 over Pt(111) single crystals under
similar conditions (∼41 kJ mol−1). Furthermore, we com-
pute TOF = 0.013 s−1 at PNO2/PNO = 0.56, yO2

= 0.1 and
480 K. At these conditions, the experimentally reported TOF
(∼0.15 s−1) is found one order of magnitude larger.50 This
discrepancy is in accord with the larger computed E‡app, by
11 kJ/mol (0.1 eV), as compared to the experiment.50 More
specifically, a larger activation barrier by 0.1 eV results in a
smaller rate constant by a factor of approximately 11 at 480 K.
Errors of around 0.1 to 0.2 eV are indeed expected for
commonly used density functional theory (DFT) functionals.51

The formation of the 2 × 2 phase is explained by the
very small energetic contribution parameter of 3NN clusters
(0.012 eV) compared to other clusters in 8-Fig. CE models
(see Table S1 in the supplementary material), leading to the
formation of numerous such patterns in the adsorbate layer
[Fig. 9(b)]. According to experimental studies, the 2 × 2 O∗

phase remains inactive to the catalytic NO oxidation within the
temperature range of 350–500 K at 1/4 ML surface coverage,40

and this is further corroborated by our 8-Fig. CE simulations.
In more precise terms, the activation barrier distribution of
the executed O2 dissociations on a 42 × 42 periodic lattice

FIG. 10. Arrhenius plot of the temperature dependence of the rate of NO
oxidation on a 42 × 42 commensurate periodic lattice for 8-Fig. CE,
yO2

= 0.1 bar, PNO2/PNO = 0.37, and Ptot = 1 bar. Slope in K, kB in eV/K,

and E‡app in eV.
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[Fig. 9(a)] reveals that less than 5% of such events take place
with an activation barrier of 0.55–1 eV. By contrast, we see
that the vast majority of O2 dissociation events happen with
barriers below 0.5 eV [Fig. 9(a)]. The contribution of fcc site
pairs to the catalytic rate is even more widespread than in the
simulations with the 5-Fig. CE. Yet, the overall reaction pro-
gresses in a similar manner in both cases with O2 dissociations
occurring for various adlayer configurations and not only on
highly active point defects as for the 3-Fig. CE simulations.
The calculated TOFs are in turn of the same order of mag-
nitude, but not identical, owing to the fact that the adsorbate
layer exhibits different structures in the two cases.

IV. CONCLUSIONS

KMC simulation incorporating BEP relations and CE
Hamiltonians for capturing coverage effects is a powerful tool
for modeling reactions on solid surfaces, enabling detailed rep-
resentations of the highly complex adlayer behavior encoun-
tered in these systems. In this work, such an approach has been
adopted to model the catalytic oxidation of NO on the Pt(111)
facet, investigating CEs of increasing complexity.

We have demonstrated that energetic models including
only short-range “hard” interactions result in highly ordered
adsorbate overlayer structures. This can also be true for long-
range interaction models (e.g., 8-Fig. CE). Under these cir-
cumstances, the lattice size is of crucial importance; if the
lattice is non-commensurate to the lowest energy adlayer
structure, the system will form defective regions and per-
haps anti-phase boundaries, which have a significant impact
on the reaction kinetics by giving rise to short-lived highly
reactive configurations. The latter result in markedly higher
TOF values than those of commensurate lattices, giving
rise to lattice size dependent catalytic rates. Such effects
are related to the lattice periodicity and are not present
when using non-periodic lattices, which capture nanoparticle
facets.

Moreover, accounting for lateral interaction terms beyond
1NN can result in higher disorder in the spatial distribution of
adsorbates in the adlayer, and generally weaker spatial corre-
lations, although ordered domains are still observed to some
extent for 5-Fig. CE and to a large extent for 8-Fig. CE ener-
getics at 480 K. Interestingly, in the latter case, a significant
portion of the O∗ adlayer adopts a 2 × 2 structure, and we
again simulate a size dependent catalytic rate for lattices up to
50 × 50. Still though, we highlight that in both cases the
“soft” interactions lead to an “evenly distributed” occurrence
of reaction events in both space and time.

These observations have important implications on two
aspects: first, they demonstrate that in systems with an ordered
adsorbate overlayer, the strong correlation in the adlayer can
lead to interesting effects, whereby the geometry of the domain
alone can strongly influence the kinetics. This was clearly
demonstrated by the 3-Fig. CE and 8-Fig. CE simulations on
periodic lattices, which yield significant differences in TOF
between commensurate and non-commensurate lattices. On
non-periodic lattices, such a geometric effect was shown to
lead to spatial variability in the TOF, even if all sites are chem-
ically equivalent (i.e., adsorbates exhibit the same adsorption

energies on all these sites). Second, the accuracy with which
the CE is fitted to density functional theory data32 can have
a decisive effect on the physics reproduced by KMC simula-
tions, even at the qualitative level. Note that all CEs used in
this work had been fitted to the same DFT data;30 the only
difference was the truncation level, including up to 1NN inter-
actions in the 3-Fig. CE and up to 3NN interactions in the
5-Fig. CE. For this system, a CE with only 1NN interactions
leads to TOF values that are very different from those of more
accurate CEs, and our detailed analysis explains the origin of
such deviations.

Finally, our study elucidates that, independent of the
lattice type used in KMC simulations (i.e., periodic or non-
periodic), for relatively small lattices, the calculated TOF
value will be strongly influenced by the lattice size. More
importantly, as periodic lattices are commonly used in such
simulations,9,22,29,52 one has to be aware of relevant effects
that can influence computed catalytic rates, as those discussed
herein. We have shown that this can be accomplished through
preliminary lattice size testing, as well as careful monitoring of
the lattice state and the activation energy distributions during
the KMC simulation. As KMC simulations become increas-
ingly popular in the computational catalysis community, these
are significant factors that must be taken into consideration for
accurate kinetic modeling.

SUPPLEMENTARY MATERIAL

See supplementary material for details on how the TOF is
calculated, how anti-phase boundaries are formed, additional
calculations of 5-Fig. CE and 8-Fig. CE models, and a dis-
cussion on the commensurability of lattice structures. The
Brønsted-Evans-Polanyi and energetic contribution parame-
ters can also be found therein, along with a short discussion
on the implementation of BEP relations.
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