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Abstract 

Purpose: In all recent protocols for the reference dosimetry of clinical proton beams 

ionization chamber perturbation factors are assumed to be unity. In this work, such 

factors were computed using the FLUKA Monte Carlo code for three ionization 

chamber types, with particular attention to the influence of nuclear interactions. 

 

Methods: The accuracy of the transport algorithms implemented in FLUKA was first 

evaluated by performing a Fano cavity test. Ionization chamber perturbation factors 

were computed for the PTW-34001 Roos® and the PTW-34070 and PTW-34073 Bragg 

peak® chambers for proton beams of 60 to 250 MeV using the same transport 

parameters that were needed to pass the Fano test.  

 

Results: FLUKA was found to pass the Fano test within 0.15%. Ionization chamber 

simulation results show that the presence of the air cavity and the wall results in 

dose perturbations of the order of 0.6% and 0.8%, respectively. The perturbation 

factors are shown to be energy dependent and nuclear interactions must be taken 

into account for accurate calculation of the ionization chamber’s response. 
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Conclusion: Ionization chamber perturbations can amount to 1% in high-energy 

proton beams and therefore need to be considered in dosimetry procedures.  

 

Keywords: proton therapy; proton dosimetry; Monte Carlo simulations; Fano cavity 

test; ion-chamber perturbation factors 

 

I. INTRODUCTION 

The increased usage of proton beams for radiotherapy has created a demand for 

improved consistency in reference dosimetry. In older reference dosimetry protocols 

for clinical proton beams [1, 2, 3, 4] ionization chamber perturbation factors were 

ignored. In more recent protocols [5, 6], while they are explicitly accounted for in the 

dosimetry formalism, they are assumed to be unity due to the lack of better 

information at the time of their publication. Nevertheless, numerous experimental 

studies have shown that there are differences in response between different types of 

ionization chambers [7-10] and between ionization chambers and other detectors [11] 

that are likely due to fluence perturbations in proton beams. Well-designed Monte 

Carlo (MC) codes can calculate the response of ionization chambers accurately 

provided correct data on the detector construction materials and dimensions and on 

the radiological properties of the constituting materials are available. Gomà et al. [12] 

and Sorriaux et al. [13] have performed simulations of ionization chambers using 

PENH and Geant4, respectively. These calculations are very sensitive to transport 

algorithm parameters, such as step size, and boundary crossing artefacts [14]. The 

accuracy of the transport algorithms implemented in a specific Monte Carlo code for 
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detector response calculations can be evaluated by performing a self-consistency test 

called the Fano cavity test [15]. This test is based on Fano’s theorem, which states 

that under the condition of a spatially uniform source of ionising particles, the 

charged particle fluence is uniform and independent of mass density provided the 

interaction properties are also uniform [16]. The Fano condition is the only non-

trivial case for which the transport equation for charged particles traversing a cavity 

can be solved analytically and it is an important test to determine if particle step and 

boundary-crossing algorithms in Monte Carlo codes do not cause artefacts as well as 

to find optimal combinations of parameters for calculating accurate ionization 

chamber perturbation factors. 

The accuracy of electron transport algorithms has been validated in several 

Monte Carlo codes, such as EGSnrc [17], PENELOPE [18] Geant4 [19]. Sterpin et al. 

[20] have designed a Fano cavity test for proton transport using Geant4 and PENH 

(PENELOPE extended to protons). Both codes were found to pass the Fano cavity 

test within 0.1% by using small step sizes. In their work, the transport of electrons 

was neglected as well as nuclear interactions. However, electrons and nuclear 

interactions must be taken into account for calculation of ionization chamber 

response. More recently, Wulff [21] performed a Fano test for proton beams using 

TOPAS/Geant4 where transport algorithm parameters were optimized to pass the 

test within 0.1%. 

FLUKA is a Monte Carlo simulation package that is continuously being 

developed and benchmarked and its nuclear models for proton beams have been 

validated against experimental data [22]. In this work, the accuracy of ion transport 
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in the FLUKA Monte Carlo code for proton beams (i.e., the mixed charged particle 

field consisting of primary protons, secondary protons and heavier target fragments) 

was assessed by performing a Fano cavity test. Using the transport parameter 

settings necessary to pass the test, ionization chamber perturbation factors were 

computed for the PTW-34001 Roos and the PTW-34070 and PTW-34073 Bragg 

peak  chambers typically used in clinical proton beams, with particular attention to 

the influence of nuclear interactions. Moreover, the influence of the new 

recommendations by ICRU Report 90 [23] for water and graphite I-values on the 

calculated ionization chamber perturbation factors was investigated. 

 

II. MATERIALS AND METHODS 

A. Fano cavity test 

To implement the Fano cavity test in Monte Carlo the following is required: 

(i) a phantom with homogeneous atomic properties (cross sections, I-value, 

etc.) but varying mass density; 

(ii) a uniform source, such that the number of emitted particles per unit mass 

as well as their spectral and angular distributions are constant throughout 

the geometry. 

These two conditions allow the application of Fano’s theorem. 

Monte Carlo simulations were performed with FLUKA version 2011.2c.5 [24-26]. 

A routine was written in FLUKA to generate proton sources distributed uniformly in 

the phantom, proportional to its mass density. For protons the density effect in the 

stopping power formula is negligible for the clinical energy range. In FLUKA, the 
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commands where the user defines the simulations settings are defined as cards. The 

default card HADROTHErapy was used, with delta-ray production set to infinity 

since it was not the aim of this work to study the accuracy of electron transport in 

FLUKA. Thus, delta rays were not considered in the simulations and energy 

transferred to electrons was assumed to be absorbed locally given their very short 

range (the effects of electron fluence perturbations have been studied in detail in 

previous publications [9, 10, 27-29]). The energy transport cutoff for protons was set 

to 10 keV. A step size of 0.01 cm for transport of all generated charged particles was 

used to correct for boundary crossing artefacts. Simulations were performed for 

unidirectionally emitted, mono-energetic protons with initial energies of 60 MeV, 

150 MeV and 250 MeV.  

Figure 1(a) illustrates the simulation geometry, consisting of only water with 

varying mass density and which is divided in a build-up region and charge particle 

equilibrium (CPE) region. CPE exists if for each charged particle entering a 

particular volume, one with equal energy and particle type leaves. There are protons 

being uniformly generated in the geometry and when    =  0  g.cm-2, there is no CPE 

because protons are not being generated downstream of this depth thus the build-up 

region is due to a classical build-up effect of an internal forward directed charged 

particle source. Protons are being generated from    =  0  g.cm-2 and they have a 

finite range, highly correlated with their initial energy, hence, the build-up region is 

made large enough to ensure that the CPE region is at a depth beyond the maximum 

range of the protons generated at    =  0  g cm-2. The secondary charged particles 

have a range that is shorter than the primary protons thus they reach CPE in the CPE 
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region as well. Secondary neutrons and gammas do not reach equilibrium. However, 

the contribution to the total dose from these particles is negligible [30]. Protons 

scatter much less than electrons due to their heavier mass, therefore,   and   

dimensions do not need to be as large as the range of the protons generated along 

the central axis,  . The field size dimensions,      , were 36   36 cm2 to ensure CPE 

in the cavity.  The ionization chamber geometry was then placed in the CPE region 

where its materials were overridden with water but keeping the original mass 

density of the chamber’s construction materials. The choice of the depths upstream 

and downstream of the chamber,    and   , respectively, will be discussed in the 

following section.  

The code accuracy was then tested by comparing the dose scored in the different 

mass density regions where the dose is expected to be uniform because of the 

uniform charged particle fluence conditions. 

Typically 107 initial protons were required for each simulation to give a standard 

uncertainty (type A) of 0.1% or better in the dose ratio. For the large area Bragg 

peak  chamber 6900 CPU hours were required, while for the Roos  chamber 13 000 

CPU hours were required using the UCL Legion High Performance Computing 

Facility (Legion@UCL). 

 

B. Ionization chamber perturbation factors 

Dose to water,   , is related to dose to air in the ion chamber,         , by the 

stopping power ratio between water and air,       , and      and       which are 

perturbation correction factors that account for the non-water equivalence of the air 
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cavity and the chamber’s wall, respectively. Ionization chamber perturbation factors 

can be determined by calculating the dose in different geometries at water-

equivalent depths as illustrated in figure 1(b): (i)    is the dose to water calculated in 

a thin layer (   = 0.01 cm), (ii)         is the dose in the air cavity at a depth of 

measurement    and (iii)          is the dose in the air cavity when the full 

geometry of the ionization chamber is considered with the front face at a depth of       , where WET is the water-equivalent thickness of the chamber’s wall [31]. 

Thus, ionization perturbation factors were calculated using: 

                                                         
and,  

                                                          
where,        is the water-to-air Bragg-Gray stopping-power ratio: 

                                                                                                                               
The integrals are calculated offline from the scored fluence distributions and 

stopping powers used in the simulation. The combined perturbation    is then given 

by:                                                  
Ionization chamber perturbation factors were calculated with FLUKA version 

2011.2c.5 [24-26]. The physics settings were the same as those to pass the Fano test. 

The full geometry of the PTW-34001 Roos  and the PTW-34070 and PTW-34073 

Bragg peak  chambers were modeled according to manufacturer’s blueprints. A 
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mono-energetic mono-directional proton beam of 60 MeV was simulated, where a 

depth of measurement of    = 1 cm was used, while for proton beams of 150 MeV 

and 250 MeV    = 2 cm was used. Calculation of the central axis dose distribution 

was performed with the PTW-34001 Roos chamber (sensitive radius = 0.78 cm), 

using a field of 6   6 cm2. For the large-area PTW-34070 (sensitive radius = 4.08 cm) 

and PTW-34073 (sensitive radius = 1.98 cm) Bragg peak  chambers a pencil beam 

was used. Proton beams were incident on cylindrical phantoms of water (  = 1.0 

g.cm−3 and I-value = 78 eV) with 10 cm radius. Moreover, to study the influence of 

different subsets of secondary charged particle types three simulations with different 

charged particle transport parameters were computed for each proton energy 

considered: (i) elastic and non-elastic nuclear interactions were switched off by 

setting the energy thresholds for these interactions greater than the primary particle 

energy, (ii) alpha particles were discarded by zeroing their weight (particles are 

generated hence the proton loses energy but they are not transported) and (iii) all 

generated charged particles were transported. The influence of the increased 

recommended I-value of water and graphite from    = 75 eV and    = 78 eV [32] to    

= 78 eV and    = 81 eV [23] on the calculated ionization chamber perturbation factors 

was also investigated. 

Simulations were performed at the UCL Legion High Performance Computing 

Facility (Legion@UCL). Typically 106 initial protons were required for each 

simulation to give a standard uncertainty (type A) of 0.05% in the dose scored. For 

the large area Bragg peak  chamber, 1000 CPU hours (narrow beam) were required, 

while for the Roos  chamber 3300 CPU hours were required (broad beam). 
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III. RESULTS AND DISCUSSION 

A. Proton Fano test: boundary crossing artefacts 

Figure 2(a) and figure 2(b) show the central axis depth-dose distribution of a 

uniform-source mono-directional proton beam of 250 MeV in a phantom made of 

water. Note that the dose is scored within the sensitive volume of the chambers in 

consideration in this study. The data were obtained using a similar geometry to that 

shown in figure 1(a), but with a phantom made of water with a density of 1 g.cm−3 

throughout the phantom. After a build-up region of approximately 38 cm (the range 

of the beam in water), there is charged-particle equilibrium, thus, the CPE region 

starts at this depth where the dose is uniform. When the phantom was divided into 

two regions of water (with equal material composition, I-value and density) by 

placing a boundary at a depth of 45 cm, the results showed an artefact at the 

boundary, as shown in figure 2(c). In FLUKA, at the scoring level, the proton energy 

loss is distributed uniformly along the particle step, thus, the energy scored at each 

depth bin is proportional to the respective step fraction. However, in reality, the 

stopping power increases non-linearly along the step, and is larger towards the step 

end. When a boundary falls within that step, the particles are forced to end at the 

boundary position and therefore the original step is split into two different ones. 

Considering that for protons the energy loss is variable along the step, the energy 

loss for the two steps will not be equally distributed. In particular, the first half of the 

step will have a slightly lower energy loss than the second half. This effect is 

responsible for the artefacts shown. Moreover, the trajectory of the particles affected 

by multiple scattering is more curved at the end of the step than at the beginning, 
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which could also have a small effect. Note that the non-linearity of the stopping 

power is fully taken into account when particles are transported in FLUKA, 

however, the scoring considers that the energy loss is uniformly distributed along 

the step so artefacts appear at boundaries [24-26]. 

Boundary crossing artefacts were removed by shortening all transport steps 

down to 0.01 cm (figure 2(d)). This increased significantly the CPU time, thus, small 

step sizes were only applied to the CPE region. A boundary was created just after 

the start of the CPE region and the depth upstream of the chamber,   , was made 13 

cm for higher-energy beams and 6 cm for lower-energy beams to correct for the 

scoring artefacts at the latter position. The depth downstream of the chamber,   , 

was 2 cm since backscattered protons have a negligible effect (figure 1(a)). 

 

B. Proton Fano test: cavity response 

Figure 3 shows the ratio between the dose scored in the water-property regions 

with different mass densities. Overall, FLUKA was found to pass the Fano test 

within 0.15%. Type-A statistical uncertainties were below 0.05% for the large area 

Bragg peak  chambers while for the Roos  chamber statistical uncertainties were of 

the order of 0.1% due to the small sensitive volume of the chamber. 

 

C. Perturbation factors 

Figure 4 shows the Bragg-Gray water-to-air mass stopping power ratio calculated 

when considering the contribution of different charged particles. The results show 

that the stopping power ratio for the protons alone (nuclear interactions discarded) 
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is close to the stopping power ratio for the entire charged particle spectrum, 

confirming earlier findings [33, 34]. The influence of a 4% increase in the    from 75 

eV [31] to 78 eV [23] results in a decrease in the electronic stopping power of water 

and, consequently, a 0.5% decrease in the water-to-air stopping power ratio 

confirming the results reported in ICRU Report 90 [23]. 

 

Figure 5 shows ionization chamber perturbation factors as a function of proton 

energy, when considering the transport of different charged particles. When nuclear 

interactions are discarded perturbation factors are close to unity for all the energies 

considered. For the PTW-34070 Bragg peak  chamber,      was close to unity with 

the largest deviations from unity of the order of 0.2% (figure 5(a)). These results 

demonstrate that the presence of the air cavity introduces a negligible perturbation 

in the medium. For the PTW-34070 Bragg peak  chamber,      deviated from unity 

by 0.6% when all particles were transported (figure 5(b)). Both Bragg peak  

chambers have an air cavity with a thickness of 2 mm, so the difference between the 

results of figure 5(a) and figure 5(b) is possibly due to differences in the lateral 

scattered particles. In the smaller chamber (PTW-34073) a larger fraction of the 

secondary particles generated in the cavity can escape laterally in comparison with 

the large chamber (PTW-34070). Moreover, the mean energy of the secondaries also 

increases with increasing primary proton energy, which explains the energy 

dependence.  
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Deviations from unity were larger for       (figure 5(d-f)), which was found to be 

dependent on proton energy. For a 250 MeV beam and considering the transport of 

all charged particles,       was significantly different from unity (      = 0.992), while 

for a 60 MeV beam, it deviated less (      = 0.996). It is also interesting to note that 

not only alpha particles contribute to       but also other secondary particles. 

Overall,       factors were below unity. These results suggest that less particles are 

being stopped in the wall or less particles are being produced in water than in the 

chamber’s wall. The latter is in agreement with the results from Palmans et al. [34] 

where fluence correction factors between water and graphite were below unity when 

alpha particles were considered; consequently, alpha particles fluence was larger in 

graphite than in water. Note that the chamber’s wall is composed of PMMA which 

has carbon in its composition. 

The influence of the new key data and recommendations by ICRU Report 90 [23] 

for water and graphite I-values on the calculated ionization chamber perturbation 

factors is shown in figure 6. The influence of the increased I-value for water and 

graphite on calculated ionization chamber perturbation factors was found to be 

negligible, confirming the expectations stated in ICRU Report 90 [23]. 

 

IV. CONCLUSIONS 

The accuracy of particle transport in the FLUKA Monte Carlo code for proton 

beams was assessed by performing a Fano cavity test. FLUKA was found to pass this 

test within 0.15%. Ionization chamber perturbation factors were also computed for 

the PTW-34001 Roos  and the PTW-34070 and PTW-34073 Bragg peak  chambers 
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typically used in clinical proton beams. The results show that nuclear interactions 

must be taken into account for the calculation of ionization chamber response since 

perturbation corrections amounted to almost 1% when all generated charged 

particles were transported. Also, perturbation factors were shown to be dependent 

on the proton energy. These results will feed into the development of data for future 

codes of practice for the dosimetry of proton beams. 
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