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Abstract 

Non-fluent aphasia (NFA) is characterized by grammatically impoverished language 

output. Yet there is evidence that a restricted set of multi-word utterances (e.g., “don’t 

know”) are retained. Analyses of connected speech often dismiss these as stereotypical, 

however, these high-frequency phrases are an interactional resource in both 

neurotypical and aphasic discourse. One approach that can account for these forms is 

usage-based grammar, where linguistic knowledge is thought of as an inventory of 

constructions, i.e., form-meaning pairings such as familiar collocations (“wait a 

minute”) and semi-fixed phrases (“I want X”). This approach is used in language 

development and second language learning research, but its application to aphasiology 

is currently limited. 

This thesis applied a usage-based perspective to language processing and intervention 

in aphasia. Study 1 investigated use of word combinations in conversations of nine 

participants with Broca’s aphasia (PWA) and their conversation partners (CPs), 

combining analysis of form (frequency-based approach) and function (interactional 

linguistics approach). In study 2, an on-line word monitoring task was used to examine 

whether individuals with aphasia and neurotypical controls showed sensitivity to 

collocation strength (degree of association between units of a word combination). 

Finally, the impact of a novel intervention involving loosening of slots in semi-fixed 

phrases was piloted with five participants with NFA. 

Study 1 revealed that PWA used stronger collocated word combinations compared to 

CPs, and familiar collocations are a resource adapted to the constraints of aphasia. 

Findings from study 2 indicated that words were recognised more rapidly when 

preceded by strongly collocated words in both neurotypical and aphasic listeners, 

although effects were stronger for controls. Study 3 resulted in improved connected 

speech for some participants. Future research is needed to refine outcome measures 

for connected speech interventions. This thesis suggests that usage-based grammar has 

potential to explain grammatical behaviour in aphasia, and to inform interventions. 
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Impact statement 

Aphasia, an acquired communication difficulty following brain damage such as stroke, 

results in difficulties with processing of words, multi-word expressions and sentences. 

It often impacts on the ability to use language in everyday conversations. Previous 

aphasia research has largely been motivated by a words-and-rules approach to 

language, focusing on single word- and sentence processing. While some fixed and 

semi-fixed multiword expressions such as “you know”, “wait a minute”, “I don’t know” 

or “I went to ___” are often reported in clinical observations, relatively little is known 

about the processing of such combinations in aphasia. There is an innovative approach 

that provides a framework to explore and explain the processing of multiword 

expressions, called usage-based construction grammar. In this theory, language 

experience is at the core of grammatical knowledge and can be quantified by 

measuring the frequency with which words co-occur in language use. 

This thesis adopted a usage-based perspective within a series of three empirical studies 

of the processing of familiar word combinations in aphasia, and explored the potential 

of usage-based principles to guide aphasia intervention. In study 1, use of word 

combinations in Broca’s aphasia was characterized by employing a frequency-based 

tool. This frequency-based analysis was complemented by a qualitative analysis of use 

of the prominent phrase “I don’t know”. Study 2 combined corpus-based and 

psycholinguistic methods to examine real-time processing of common multiword 

expressions in participants with aphasia. The third study piloted a novel computerised 

usage-based intervention program for individuals with non-fluent aphasia. 

The materials developed result in innovations for research and clinical practice. The 

word monitoring task, a reaction-time experiment devised for use in study 2, represents 

a new way of examining multiword processing in different speaker groups, with the 

potential for application to future research. A refined version of the intervention 

developed in study 3 has the potential to become an evidence-based resource for 

speech and language therapists who wish to work with their clients on connected 

speech, with high relevance to everyday conversations. Since the intervention is 

computerised, it allows individuals with aphasia to practice use of familiar phrases and 
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variations of these in their own time at home, which is a way of increasing therapy 

dose. Selected results from study 1 are published in Aphasiology: 

Bruns, C., Varley, R., Zimmerer, V.C., Carragher, M., Brekelmans, G., & Beeke, 

S. (2018). “I don’t know”: a usage-based approach to familiar collocations in non-

fluent aphasia. Aphasiology. DOI: 10.1080/02687038.2018.1535692 
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1. Introduction and aim of the project 
 

It is fascinating to observe residual multi-word utterances such as “don’t know” 

and “I went to ____” in the speech of people with aphasia who otherwise produce 

grammatically impoverished, non-fluent language output. While these utterances often 

have a relatively complex structure, inconsistent with the rest of the speaker’s output, 

they are produced fluently, with good prosody and without articulatory effort. One 

interpretation of such structures is that they are residual constructions that remain 

available despite aphasia. This thesis aims to investigate how individuals with aphasia 

use and recognize such fixed and semi-fixed constructions and how these might inform 

aphasia rehabilitation. 

The notion of constructions is grounded in usage-based or emergentist 

approaches to language (Bybee, 2010). Unlike rule-based, generative theories of 

grammar, which differentiate between language performance and competence, usage-

based approaches assume that grammar emerges from language use. Linguistic 

knowledge is thought to be organised in constructions, pairings of linguistic form and 

semantic-pragmatic meaning (e.g., “Where is X?” to seek information with regard to 

place or location). These form-meaning pairings are central to language acquisition 

and processing. Since linguistic experience is at the core of this framework, variables 

such as the frequency with which items occur together, or type frequencies of certain 

items in constructions, determine representation of a construction as well as its 

productivity (Bybee, 2010). Linguistic experience can be quantified by measuring the 

frequency of occurrence (raw frequency) or observed relative frequency (e.g., 

occurrences per million words) of a word or word combination in a corpus. High-

frequency word combinations, often linked to formulaic language, have been found to 

be processed more easily by native speakers, compared to structures with lower phrase 

frequency (Conklin & Schmitt, 2012). 

Frequently repeated co-occurrences of words such as “some of the” or “a little 

bit” are known as collocations, and are examples of usage-based linguistic patterns. 

Word combinations can be more or less strongly associated (“a little bit” versus “a 

lovely bit”), as quantified by association measures such as mutual information (MI) 

and t-scores (Church, Gale, Hanks, & Hindle, 1991; Durrant & Doherty, 2010; 
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Gablasova, Brezina, & McEnery, 2017; Gries, 2010; Hunston, 2002). This is referred 

to as collocation strength. The association measure reported in this thesis is the t-score, 

a variable which is computed based on the assumption that the parts of a multi-word 

utterance occur together in a corpus only by chance. Higher t-scores point to more 

strongly associated/collocated words. More specifically, if a t-score is close to 0 or 

negative, words are weaker or not collocated, while a positive t-score means that there 

is more certainty about the presence of a collocation (e.g., “a little bit” has a t-score of 

41, while “a lovely bit” has a t-score of 1).1 Collocation strength is indicative of 

formulaicity (Zimmerer, Newman, Thomson, Coleman, & Varley, 2018). 

Although usage-based approaches have been successfully applied to language 

processing and acquisition, specifically to early syntactic development (e.g., Lieven, 

Salomo, & Tomasello, 2009; Tomasello, 2003), the usage-based perspective is 

relatively new to language processing and grammatical behaviour in aphasia (Gahl & 

Menn, 2016). Since fixed phrases and semi-fixed constructions are often retained in 

aphasia, usage-based approaches offer potential to reveal new insights into 

grammatical behaviour in aphasia. The overall aim of this thesis is to investigate 

aphasic language processing from a frequency-based perspective, and to explore the 

impact of a novel intervention for aphasia motivated by usage-based principles. 

 

1.1. Main research questions 
 

Three overarching research questions are addressed in this thesis. Each relates to a 

different aspect of grammatical behaviour in aphasia: 

1) What are the frequency-based properties of aphasic language output within 

naturalistic interactions? 

2) Do individuals with aphasia show sensitivity to the usage-based factor of 

collocation strength in an on-line processing task? 

3) Can the usage-based perspective inform intervention for aphasia?  

                                                           
1 These t-scores are based on the spoken subsection of the British National Corpus (BNC, 

2007). 



21 
 

1.2.  Structure of this thesis 
 

This thesis will report a series of studies that apply usage-based principles to 

language processing in post-stroke aphasia. It comprises an introductory chapter, three 

empirical chapters and a discussion chapter which synthesises and critically evaluates 

the results and describes opportunities for future research. 

Chapter 2, ‘A usage-based perspective on language and language pathology’, 

introduces the main usage-based concepts and terms, followed by a description of 

formulaic expressions (FEs), highlighting the relevance of FEs to usage-based 

approaches, and the overlap between FEs and the frequency-based perspective applied 

in this thesis. The application of a usage-based perspective on aphasic language 

processing is described. After introducing the language profiles associated with 

aphasia, the chapter outlines research in aphasiology that is consistent with a usage-

based theory. 

Chapter 3, ‘Study 1: Exploring the use of familiar collocations in individuals 

with Broca’s aphasia’, is the first of three empirical chapters, in which the main focus 

is the usage of familiar collocations. Using a frequency-based analysis, spoken output 

produced by nine individuals with Broca’s type aphasia and their conversation partners 

is compared with regard to degree of association or collocation strength, followed by 

a comparison of these frequency-based characteristics across naturalistic 

conversations and semi-structured interviews in aphasia. Finally, this chapter presents 

an interactional linguistic analysis of one prominent collocation, “I don’t know”, drawn 

from naturalistic conversations. 

Chapter 4, ‘Study 2: The recognition of familiar collocations in aphasia’, reports 

a study on recognition of words in more/less associated word combinations. An on-

line word monitoring task was devised to test whether participants with aphasia show 

faster reaction times in response to a word in a strongly collocated phrase, compared 

to the same word embedded in a weaker collocation. Performance of a group of 

participants with aphasia is compared with an age-matched control group. 

Associations between task performance and other off-line tasks are presented, as well 

as an analysis of age effects across younger and older neurotypical groups. 
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Chapter 5, ‘Study 3: A case series report of a novel intervention targeting flexible 

use of familiar phrases in NFA’, addresses the application of usage-based principles 

to the rehabilitation of chronic post-stroke aphasia. A novel intervention is piloted 

employing a case series design with five individuals with non-fluent aphasia, and its 

impact is presented with a focus on changes in connected speech and the acceptability 

of the intervention to the participants. 

Chapter 6, ‘Discussion and future directions’ draws the results from the 

empirical chapters together. The findings are evaluated, study limitations are 

addressed, and directions for future research are presented. 
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2. A usage-based perspective on language and language 

pathology 

 

This chapter begins by outlining a usage-based perspective on language 

processing and its underlying assumptions and mechanisms (Section 2.1), presenting 

empirical evidence from three areas of research which support these assumptions: 

children’s first language acquisition, second language learning, and adult experimental 

research. Section 2.2 addresses terminology and functions of FEs and their role within 

usage-based grammar as well as parallels and overlaps with a frequency-based 

approach to language. Section 2.3 introduces the linguistic features of aphasia, 

followed by an overview of aphasia research on FEs, and a review of studies on aphasia 

rehabilitation and aphasic sentence processing that are consistent with usage-based 

theory. The final section (2.4) presents a chapter summary. 

 

2.1. Constructions: the building blocks of language? 

 

When we converse, we combine linguistic units into larger packages such as 

multi-word utterances and sentences. Traditionally, at a grammatical level, individual 

morphemes such as “I”, “like” or “it” have been regarded as basic building blocks of 

language which are combined into phrases and sentences by using abstract 

grammatical rules. This is known as a ‘words-and-rules approach’ (Pinker, 1999; 

Ullman, 2001; Ullman et al., 2005). In contrast, a constructionist, usage-based 

approach proposes that grammatical building blocks can be larger than single words. 

For instance, familiar multi-word utterances (e.g., “I like it”, “the other day”), and 

more abstract patterns (e.g., Vbase [NPnon-subject]! as in “Open the door!”; Diessel, 2015) 

could constitute a construction (A. E. Goldberg, 2003). Constructions are form-

meaning pairings. For example, the imperative construction (Vbase [NPnon-subject]!) can 

serve as a command (“open the door”), request (“please pass me the salt”), instruction 

(“melt the butter in the saucepan”), warning (“be careful”), permission (“go on 

there”), or good wishes (“have a great birthday”; Diessel, 2015). Constructions 

emerge from language usage. Consequently, whether or not a linguistic pattern is 
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represented as a construction depends on an individual’s language experience. Bybee 

(2010, p. 10) explains: “In usage-based theory, where grammar is directly based on 

linguistic experience, there are no types of data that are excluded from consideration 

because they are considered to represent performance rather than competence”. Hence, 

usage-based grammar utilizes pre-collected, pre-transcribed spoken and written 

language as identified in large corpora such as the British National Corpus (BNC, 

2007). Since linguistic experience is regarded as a critical variable for language 

processing, usage-based approaches are concerned with the frequency of occurrence 

of individual lexical items and constructions, and thus are in line with a “frequency-

of-use perspective” (Conrad & Biber, 2004, p. 57). 

Insights from Cognitive Linguistics have led to a family of usage-based 

approaches. The main idea of such approaches is that language is grounded in domain-

general cognitive processes. Fillmore (1988), Lakoff (1987) and Langacker (1987, 

1991) were among the first to propose specific theoretical underpinnings such as low- 

and high-level schemas, and entrenchment. Constructional schemas emerge from 

particular expressions (Langacker, 1991, 2008). Low-level schemas, “frames with 

slots” (Dąbrowska, 2014a, p. 619) are relatively concrete form-meaning pairings (e.g., 

“Where is X?”), while high-level schemas represent abstract templates (e.g., “wh-word 

be-TENSE NP”). Entrenchment describes a mechanism where speakers are claimed to 

have stronger representations for constructions that they come across more often 

(Langacker, 1987; Schmid, 2016). A consequence of linguistic entrenchment is that 

several units frequently occurring together fuse into a unit or chunk and might thus be 

stored holistically in memory. Chunking is an underlying learning mechanism for 

memory organization (Ellis, 2008a; Miller, 1956). Common examples of chunks are 

collocations such as “and so on”, and phrases with articulatory reduction such as 

“gonna” (instead of “going to”). 

Other underlying domain-general mechanisms are categorization (identifying 

tokens by comparing them to previously established categories) and analogy (mapping 

a novel expression onto an existing schema on the basis of similarities of form or 

function; Bybee, 2010). Schematic slots (e.g., “drive someone [ADJ]”) result in 

exemplar categories of constructions, as the more frequent member of a slot becomes 

the prototype (e.g., “drive someone crazy”), while new expressions (e.g., “drive 
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someone wild”) are formed based on analogy with the more frequent member (Bybee, 

2010). 

Constructions are distinguished based on their size, complexity and abstractness. 

A simplified illustration of this idea is shown in Figure 2.1. Linguistic knowledge is 

assumed to be represented in a “network of constructions: a ‘construct-i-con’” (A. E. 

Goldberg, 2003, p. 219), where lexicon and grammar are represented on a continuum, 

i.e., there is no separation of lexicon and grammar (Boas, 2010). This idea is referred 

to as syntax-lexicon continuum (e.g., Stefanowitsch & Flach, 2016). 
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Figure 2.1: Examples of potential types of constructions based on their complexity and degree of abstractness; adapted and expanded from 

Stefanowitsch & Flach, 2016. 
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Constructions are thought to be strongly interconnected by various associative 

links (Dąbrowska, 2014a; Diessel, 2015; A. E. Goldberg, 1995) which can be vertical 

and horizontal. Vertical instance links are thought to exist as relations between a 

constructional schema (e.g., “[REFERENT] like-TENSE [THING]”) and a lexically 

specific instance of it (e.g., “I like coffee”). Links at the same level of abstractness, 

horizontal subpart links, refer to the relationships between constructions that are 

similar with regard to their forms or meanings. Hilpert & Diessel (2016) propose that 

the expressions “John wrote a letter” and “John wrote Mary a letter” both represent 

an abstract subject-predicate construction and would thus be connected via a horizontal 

link. 

An important characteristic of language production is creativity, or the potential 

to create novel utterances. In order to do so, a speaker needs a certain degree of 

productivity. The productivity of a construction is determined by the degree of 

abstractness of its schema. A requirement of productivity is the presence of at least 

one open slot in which different subunits can occur and can be inserted (e.g., “I like 

NP”). In language acquisition, this is based on processes such as analogy or 

schematization (e.g., Theakston, Ibbotson, Freudenthal, Lieven, & Tomasello, 2015). 

However, it is not just the presence of an open slot, but also its semantic properties 

that influence the degree of productivity of a construction. In the “I want X” 

construction, for example, the verb “want” determines the semantic constraints for the 

types that can appear in “X”, for instance all ‘wantable’ things (Theakston et al., 2015). 

Boas' (2003) corpus-based analysis of the ‘drive-crazy’ construction, with data from 

the BNC, revealed that speakers show a high degree of productivity, even when an 

open slot presents with semantic constraints. While the ‘crazy’-slot in the ‘drive-crazy’ 

construction always denotes a negative change of mental state, the corpus-derived list 

shows a number of creative alternatives to “crazy”, including “wild”,“nuts”, “mad / to 

madness”, and whole clauses such as “(…) drove him to drink more than usual”. 

Within a constructionist framework, the question is how novel expressions and 

ultimately an inventory of constructions is built. Dąbrowska & Lieven (2005) 

approached this question within child syntactic development, examining two 

constructionist operations: juxtaposition (linking two units, e.g. “Tom” + “do you 

want a coffee?”) and superimposition (combining or fusing a unit with a frame, e.g., 
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“Do you want coffee / tea / water?”). They analysed question constructions produced 

by two children at two time points, at 2;0 and 3;0 years old, using a corpus of mother-

child interactions (around 30 hours of recordings per child at each time point). They 

used a traceback procedure (Lieven et al., 2009), where the corpus was divided into a 

test corpus (the last few transcriptions of the larger collection) and a main corpus (the 

remaining transcriptions), to identify how much novel language (in the test corpus) 

was based on what has previously been encountered (as identified in the main corpus). 

Results revealed that at 2;0, 55-66% of question types produced could be derived by 

one operation (e.g., superimposition into a [THING]-slot), while at 3;0, there were 

considerably fewer utterances (25-43%) that required one operation. Instead, more 

constructions needed more than one operation and the open slots were semantically 

more variable compared to at 2;0. Importantly, the majority (around 90%) of novel 

questions was based on lexical units that either the child or the mother had previously 

produced, including exact matches of previous utterances. Thus, one main conclusion 

of Dąbrowska & Lieven (2005) is that children start building more abstract 

constructions (e.g., “Can [THING] [PROCESS]?”) based on generalizations over 

actual utterances (e.g., “Can I sit?”) and frames with slots (“Can I [PROCESS]?”). 

That children’s grammatical knowledge evolves from a bottom-up process, with 

constructions developing from formulas (e.g., “I like it”) through frames with slots (“I 

like X”) into more abstract schemas (SVO) with a wider and more abstract range of 

slots, has been supported by Lieven et al. (2009). They examined all multi-word 

utterances produced by four 2;0-year-old children in a 6-week corpus of mother-child 

interactions (28-30 hours per child). In line with Dąbrowska & Lieven (2005), they 

concluded that most of the novel utterances were strongly related to previously 

experienced utterances. 

A growing body of experimental work with adults supports the claim that 

linguistic experience is critical to language processing. Dąbrowska (2012), for 

example, suggests that education, and thus amount of linguistic experience (especially 

with written language), shapes the knowledge of even the most basic constructions of 

a speaker’s native language. Ellis, O’Donnell, & Römer (2014) examined verb 

argument constructions (VACs, e.g., “he/she/it [e.g., thinks / draws] about the…”) in 

adult native speakers of English. Participants were required to complete phrases such 
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as “s/he _____ about the” with a missing verb (first experiment) or all the words that 

came into their mind within one minute (second experiment). Findings demonstrate 

that the statistics of usage, such as the frequency of a verb in a particular VAC, shapes 

verb generation frequency in these off-line tasks (fill-in-the-blank task and verbal 

fluency task). This finding was replicated in a series of on-line experiments (Ellis, 

2016). Moreover, Ellis (2016) proposed that greater semantic activation might add to 

the processing advantage of verbs which represent more prototypical meanings of a 

particular VAC (e.g., about-VAC: “move about” = semantically more protoypical than 

“lie about”). 

Studies in second language learning also show that common multi-word 

utterances, as derived from neurotypical language usage, are a main feature of fluent, 

native-like language processing. Forsberg (2010) analysed interview data from six 

groups of speakers with varying language proficiency in French (adult beginners, high 

school students, advanced university students, very advanced L2 users, and two native 

speaker groups) to investigate the relationship between proficiency and use of common 

phrases such as “no problem”. The study found that the proportion of such phrases 

increased with proficiency level. In line with this finding, second language teaching 

has been influenced by learning materials including common expressions (Meunier, 

2012). 

Ellis (1996) argues that syntactic rules alone cannot explain how native speakers 

of a language communicate, but that that a large part of language learning can be 

characterised as sequence learning. For instance, the familiar expression “I want to 

marry you” is preferred by native speakers over grammatically correct, but less often 

encountered sentences such as “I wish to be wedded to you”. In other words, native-

like communicative competence is characterized by frequently used, conventionalized 

form-meaning pairings. Ellis (1996) highlights individual differences in the ability to 

learn sequences (measured by nonword repetition or digit span, for example). 

Moreover, he assumes that chunking ability constitutes a major process in second 

language acquisition (see also Ellis, 2015). 

As has been found in young children’s language production, juxtaposition and 

superimposition seem to represent useful mechanisms to analyse and explain adult 

spoken sentence production in conversation. Using traceback analysis of an adult’s 
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child-directed speech, Dąbrowska (2014a) demonstrated that two thirds of the 

speaker’s novel utterances could be derived from their previously encountered speech 

by recombining units with these two operations. One third represented exact 

repetitions or one-operation derivations, and another third was derived by combining 

units and chunks using two to four operations involving superimposition and/or 

juxtaposition. Dąbrowska (2014a, p. 642) calls this mechanism of creating novel 

expressions the “recycling mode” and suggests it may co-exist with an “analytic mode” 

of adult language production, involving more abstract linguistic knowledge. 

Despite the accumulating evidence for usage-based effects in child and adult 

language processing, it is likely that language users switch between frequency-of-use 

and words-and-rules processing depending on communicative drivers in a particular 

situation. Conrad & Biber (2004) argue that an advantage of retrieving holistic units 

such as multi-word sequences is fluency that can be maintained even when time 

constraints are experienced, for example in real-time conversation. In line with this, 

Dąbrowska (2014a) proposes that adult speakers in informal conversation have a 

preference for the frequency-of-use or ‘recycling’ mode, that is, they mostly rely on 

low-level schemas rather than applying abstract rules to smaller chunks. Moreover, the 

assumption that linguistic knowledge is represented as constructional schemas is in 

accordance with the alternation between an idiom principle and an open choice 

principle, first suggested by Sinclair (1987) and also discussed by Erman & Warren 

(2000). Van Lancker Sidtis' (2004) dual-process model refers to these two modes as 

holistic and compositional processing. Overall, the alternation between an idiom- and 

open choice principle suggests that speakers have a repertoire of semi-pre-constructed 

expressions (idiom principle), and subunits such as individual words are selected to 

fill open slots (open choice principle) only if necessary. As Ellis (1996, p. 116) notes: 

“the syntactic rules abstracted from the ‘linguistic environment’ may be used in 

comprehension/production of new or difficult structures, whereas idiomatic analysis 

operates as a default: linguistic analysis is as deep as necessary and as shallow as 

possible”. Hence, both processing modes might be valid, with their use depending on 

the communicative setting and situational factors. 
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2.2. Formulaic expressions 

 

Fixed expressions and semi-fixed constructions (frames with slots) are useful to 

achieve native-like, fluent and error-free production. Those (semi-) fixed phrases that 

are frequently used and/or represent strongly associated word combinations are often 

referred to as FEs. FEs are familiar to native speakers and many of them are 

constructions and constructional schemas with a high frequency of use in neurotypical 

discourse. Thus, there is an overlap between FEs, high-frequency phrases and familiar 

collocations. The properties of FEs will now be discussed in more detail. 

FEs are an essential part of daily conversation, and are frequently found in other 

discourse contexts such as weather forecasting or auctions, where time pressure 

explains their presence (Kuiper, 2000). Moreover, because of their familiarity to 

language users, FEs ensure rapid and successful comprehension by listeners (Wray & 

Perkins, 2000). FEs, apart from their more or less fixed form, typically convey a certain 

literal (e.g., “at the moment”) or more conventional (e.g., “look forward to”) meaning 

(Van Lancker, 1993). FEs such as “I see” or “I don’t think so” are typically used to 

shape conversation (e.g., “I see” is used as a backchannel- or feedback signal, Erman 

& Warren, 2000), or to signal information in an efficient and understandable way (e.g., 

“mind the gap” = “be aware of the gap between the train and the platform”), amongst 

other functions (Schmitt & Carter, 2004). Thus, they are frequent in conversation, 

familiar to native speakers (e.g., Janssen & Barber, 2012; Jiang & Nekrasova, 2007; 

Tremblay & Baayen, 2010) and associated with discourse functions (Conrad & Biber, 

2004; Schmitt & Carter, 2004). 

However, there is a body of largely unstandardized terminology around FEs (see 

Table 2.1 for a selection of terms used in the literature; see also Wray & Perkins, 2000). 

‘Formulaic language’ serves as an umbrella term. Typically, this covers both idiomatic 

and nonidiomatic expressions. Idioms such as “once in a blue moon” are strongly 

associated with FEs and are traditionally regarded as the prototype of multi-word 

sequences being stored holistically, i.e., as one large unit. The meaning of the idiom is 

usually described as figurative or “highly conventional” (Cacciari et al., 2006, p. 

1305). This separation between the literal and figurative meaning of the idiom 

distinguishes it from most nonidiomatic FEs such as “no problem”. Idioms vary in the 
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extent to which their meaning can be derived from single constituents (e.g., “she 

changed her mind” versus “she is on cloud nine”; Gibbs, Nayak, & Cutting, 1989, as 

cited in Cacciari et al., 2006). Furthermore, while idioms are salient, they are 

characterised by a low frequency of use in typical conversation (e.g., Conklin & 

Schmitt, 2012). Therefore, findings from research on idiomatic expressions will stay 

in the background in the current thesis, where the focus is on nonidiomatic high 

frequency word combinations. 
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Table 2.1: Selection of terms and descriptors used in the literature to describe fixed 

and semi-fixed expressions 

Formulaic Language 

Nonidiomatic FEs 
Idiomatic  

FEs 

Terms used in literature Examples 

Idioms 

(e.g., once 

in a blue 

moon) 

Conventional expressions 

(Edmonds, 2014) 

no problem 

Fixed units 

(Beeke, Wilkinson, & Maxim, 2007a) 

I suppose; I mean 

Lexical bundles 

(Tremblay, Derwing, & Libben, 2009) 

in the middle of the 

Low-level schemas / frames with slots 

(Dąbrowska, 2014a) 

I like [NP] 

Memorized sequences of language and 

lexicalized sentence stems 

(Ellis, 1996) 

I’m sorry to keep you 

waiting 

NP be-TENSE sorry to 

keep-TENSE you 

waiting 

Multi-word expressions 

(including binomials and collocations) 

(Siyanova-Chanturia, Conklin, Caffarra, Kaan, 

& van Heuven, 2017) 

knife and fork 

Partially lexically filled phrasal patterns 

(A. E. Goldberg, 2003) 

the Xer the Yer 

Prefabs 

(Erman & Warren, 2000) 

[sb] look forward to 

[sth] 

Speech interaction formulas 

(Van Lancker Sidtis, 2012) 

thank you 

 

Psycholinguistic work with adult participants has shown that nonidiomatic FEs 

are processed more efficiently compared to matched, less frequent counterparts (e.g., 

“kind of“ (FE) versus “sense of”; “knife and fork” (FE) versus “spoon and fork”; “to 

sum up” (FE) versus “to climb up”; “don’t have to worry” (FE) versus “don’t have to 
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wait”, Conklin & Schmitt, 2012; Siyanova-Chanturia et al., 2017). As outlined in 

Siyanova-Chanturia & Martinez (2015) this processing advantage is seen both in 

recognition (e.g., Arnon & Snider, 2010; Sosa & MacFarlane, 2002; Tremblay, 

Derwing, Libben, & Westbury, 2011) and in production (Arnon & Cohen Priva, 2013; 

Janssen & Barber, 2012). Moreover, young children (2- to 3-years old) are sensitive to 

the frequency of language input at the level of four-word utterances (Bannard & 

Matthews, 2008). Bannard & Matthews (2008) showed that children were significantly 

faster and more accurate in repeating high- as compared to low frequency utterances 

(phrase frequency was determined by a large corpus of child-directed speech). 

Ambridge, Kidd, Rowland, & Theakston (2015) provide a review of frequency-related 

effects in child language acquisition at different levels of abstractness. These findings 

highlight the importance of FEs to fluent language processing both in children and in 

adults. 

For most psycholinguistic research, the criterion of frequency of occurrence 

plays an important role: the more frequent a multi-word expression, the more likely it 

is to achieve formulaic status, as it is either thought to be processed as a single unit 

(Bybee, 2006) or represented in the lexicon (Siyanova-Chanturia & Martinez, 2015). 

Corpora, serving as representative sources of typical language use, are utilized for 

deriving stimuli for experimental research into the processing of familiar collocations. 

Importantly, one can measure the frequency of occurrence of a word combination (i.e., 

raw frequency or relative frequency with which a combination occurs in a corpus) or 

the frequency of co-occurrence with which two or more words are found in a corpus, 

relative to what would be expected by chance. The latter is a main criterion for 

labelling a word combination as a collocation (Gries, 2010). To determine whether an 

utterance might be a collocation, measures of association strength such as MI- or t-

scores are used (Church et al., 1991; Gries, 2010). The higher the MI- and t-score, the 

more associated the units are, and thus, the more likely a word combination represents 

a collocation (Durrant & Doherty, 2010). Vilkaite & Schmitt (2017), for instance, 

operationalised the criterion of a collocation as at least 50 occurrences in the BNC and 

a minimum MI-score of 3. In this way, they ensured that these utterances would be 

used recurrently and their constituents would be strongly associated. Association 

measures should be regarded as relative, and can be ranked within each individual 
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study as indicators of whether the elements of a word combination are more or less 

strongly associated. 

Although research into FEs such as binomials or collocations is often dominated 

by usage frequency, the methods of studying FEs are influenced by other criteria 

regarded as relevant to formulaic status – and there are many that potentially affect 

formulaicity. Conrad & Biber (2004) list six characteristics which are typically used 

to identify FEs. They stress that depending on the aim of a study, a number of, or all 

of the following features – presented in Table 2.2 – are useful to consider: fixedness; 

idiomaticity; frequency; length of sequence; completeness in syntax, semantics or 

pragmatics; and intuitive recognition by native speakers of a language community. 

Adopting the perspective of communication sciences and disorders, Van Lancker 

Sidtis (2004) suggests the following properties for FEs: stereotyped form, 

conventionalized meaning, association with social context, inclusion of attitudinal and 

affective valence, and familiarity-recognition by native speakers. Some of these 

overlap with the features described in Conrad & Biber (2004). It is noteworthy that 

most of the criteria in Table 2.2 represent continuous rather than categorical variables. 

This makes strict differentiation between FEs and nonformulaic expressions 

challenging (Read & Nation, 2004). 
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Table 2.2: Comparison of properties of FEs suggested by Conrad & Biber (2004) 

and Van Lancker Sidtis (2004) 

P
ro

p
er

ti
es

 o
f 

F
E

s 
/ 

m
u

lt
i-

w
o
rd

 s
eq

u
en

ce
s 

Conrad & Biber, 2004* 

Corpus-based, frequency-driven 

approach 

Van Lancker Sidtis, 2004 

Communication sciences-approach 

Fixedness  Stereotyped form of words and 

intonation 

Idiomaticity / Compositionality  Conventionalized meaning 

(also true for some nonidiomatic FEs) 

Frequency - 

Length of sequence - 

Completeness in syntax, 

semantics or pragmatics 

Meanings are associated with social 

context 

Intuitive recognition by native 

speakers of a language community 

Familiarity – recognition by native 

speakers 

(especially true for speech formulas 

such as greetings) 

- Inclusion of attitudinal and affective 

valence 

(not true for some types of FEs, e.g., 

“salt and pepper”) 

* Conrad & Biber (2004) term the linguistic material of interest “multi-word 

sequences”. 

 

The overlap between formulaicity, frequency and familiarity becomes evident 

from Table 2.2. Siyanova-Chanturia & Martinez (2015, p. 565) who use the term 

‘multi-word expressions’ (MWEs) to highlight their frequency-based approach, 

explain that “the interplay between frequency and familiarity has not yet been fully 

understood; however, our stance is that frequency leads to familiarity and hence should 

be deemed as a primary characteristic of MWEs”. 
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The frequency with which language users encounter linguistic elements can 

affect language processing not only at the single word- and phrase level, but also in 

complex constructions such as the passive. As shown by Gries & Stefanowitsch 

(2004), verbs such as “use”, “publish”, and “compare” are passive bias verbs, i.e., 

they occur more frequently in the passive construction than what would be expected 

based on their overall frequency in a corpus. Verb bias, specifically, the frequency 

with which verbs occur in participle structures, has been found to reduce processing 

difficulties in ambiguity resolution (Trueswell, 1996). 

 

2.3. A usage-based perspective on aphasia 

 

Aphasia is an acquired language disorder caused by brain damage, most 

commonly as a result of stroke. Around one third of stroke survivors present with 

aphasia (Stroke Association State of the Nation report, 2018).2 Individuals with 

aphasia typically show deficits in word- and sentence processing of oral and written 

language across modalities (Hallowell, 2017). A common distinction is made between 

fluent aphasia and non-fluent aphasia (NFA) according to characteristics of 

spontaneous speech (Goodglass, Kaplan, & Barresi, 2001b). 

One of the classic subtypes of non-fluent language production is Broca’s 

aphasia. Production in individuals with Broca’s aphasia consists of simplified syntactic 

structures characterised by a lack of inflectional markers, prepositions, verbs and 

copulas (Goodglass et al., 2001b). Language production is telegraphic, that is, it 

mainly consists of content words and short phrases (Hallowell, 2017). This symptom 

complex is known as agrammatism. Other non-fluent subtypes of aphasia are global, 

motor transcortical and mixed transcortical aphasia (Potagas, Kasselimis, & 

Evdokimidis, 2013). Fluent aphasia, on the other hand, is classically associated with 

Wernicke’s aphasia. As outlined in Goodglass, Kaplan, & Barresi (2001a, p. 67), “the 

varieties of fluent aphasia share the ‘family resemblance’ of having frequent 

uninterrupted runs of five or more words that are well articulated and grammatically 

                                                           
2 Retrieved from https://www.stroke.org.uk/resources/state-nation-stroke-statistics (last 

accessed on 28/08/2018). 

https://www.stroke.org.uk/resources/state-nation-stroke-statistics
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coherent”. One of the main characteristics of fluent aphasia is severe difficulty in 

word-finding (Goodglass et al., 2001b) and erroneous syntactic structure and/or 

grammatical morphology (Ruiter, Kolk, Rietveld, & Feddema, 2013), with individuals 

tending to produce neologisms (e.g., “bring me a trunket” instead of “bring me a 

drink”; Hallowell, 2017, p. 160). Although sentence construction may seem good for 

individuals with Wernicke’s aphasia (relative to NFA), it falls below neurotypical 

controls on a number of characteristics such as the production of fewer complex or 

well-formed sentences (Edwards & Tucker, 2006). Other subtypes of fluent aphasia 

are sensory transcortical, conduction and anomic aphasia (Potagas et al., 2013). 

The test batteries used to determine the language profiles of individuals with 

aphasia typically consist of a spontaneous speech sample such as an interview with a 

clinician or researcher, naming objects or actions, describing pictured situations, and 

other decontextualized tasks such as reading and writing single words or matching 

words and sentences to pictures. However, production tasks such as elicited 

monologues do not reflect situations encountered in everyday life (Carragher, Sage, & 

Conroy, 2015). For instance, Beeke, Wilkinson, & Maxim (2003) revealed that the 

language output produced by speakers with agrammatism in conversations has a 

different grammatical structure to that of elicited speech. As a result, they suggest that 

targeting the grammar of everyday conversations in assessments as well as therapy 

may be more effective than targeting decontextualised language. This suggestion 

points to a performance-based approach to aphasia assessment and intervention to 

capture ‘everyday’ grammar – an idea that overlaps with usage-based assumptions, 

where language performance is at the core. 

 

2.3.1. FEs in aphasia 

 

The presence of short, familiar phrases in aphasic language production has 

stimulated a number of studies focusing on the forms, use and processing of FEs. Wray 

(2002a), for example, referring to previous investigations (e.g., Code, 1982), 

concluded that two- or three-word long casual interjections and idiosyncratically 

repeated phrases such as “wait a minute” seem to be relatively unaffected by aphasia 
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(Wray, 2002a, pp. 219–220). She listed five general categories of FEs commonly 

observed: memorized phrases (e.g., prayers or poems), conventional phrases (e.g., 

“take care”), idiosyncratic phrases (e.g., “that’s mine”), involuntarily repeated 

phrases, and pause fillers (e.g., “yes”). Furthermore, Wray (2002a) proposed that 

formulaic frames with slots occur particularly in the language output of people with 

fluent aphasia. Based on an initial analysis of excerpts from two individuals with fluent 

aphasia, Wray (2002a) concluded that the slots of the frames mainly remain open, due 

to the speakers’ word finding difficulties. 

FEs are not only a communicative tool for neurotypical speakers (section 2.2), 

but they can also be interactionally beneficial for individuals with aphasia. McElduff 

& Drummond (1991) explored the functional use of FEs (which they call ‘automatic 

utterances’) based on monologic (picture description) and conversational speech 

samples from four speakers with NFA (all were in the acute phase). They demonstrate 

that FEs often have discourse functions, for example to comment or provide an answer. 

They highlight the fact that conversational speech was more suitable for eliciting and 

analyzing FEs with regard to their communicative functions, as compared to elicited 

monologues. That FEs can be a conversational resource in aphasia has also been shown 

by Simmons-Mackie & Damico (1997). In an analysis of conversational data from two 

speakers with NFA, they note that one individual used the phrase “I don’t know” to 

yield the conversational floor, and the second speaker used the phrases “very nice” and 

“all the time” to express agreement and magnitude, respectively. Simmons-Mackie & 

Damico (1997) documented these FEs as one example of a compensatory strategy. 

Other studies found that the phrases “I think” and “I suppose” were used by a speaker 

with agrammatism to contribute to conversations (Beeke, 2003; Beeke et al., 2007a). 

More evidence for the communicative value of FEs comes from Simmons-Mackie, 

Kingston, & Schultz (2004), where a speaker with severe NFA, Pam, combined “look” 

with the number sequence “1 2 3” to get attention and imply quantity, which 

successfully conveyed a situational meaning. Thus, “Pam was able to strategically 

choose and place the words in contexts that helped the listener interpret her intents” 

(Simmons-Mackie et al., 2004, p. 120). While FEs can be a conversational resource, 

overusing such expressions can be a barrier to conversation. Wray (2012a) discusses 

the negative effects of over-reliance on FEs on interactions between individuals with 

Alzheimer’s Disease (AD) and their carers. 
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The FEs available to individuals with aphasia are often partitioned out from 

analyses of elicited speech. Referred to as stereotypes, emotional utterances, and 

automatic speech, they are associated with pathological behaviour (Blanken & Marini, 

1997; Rodrigues & Castro-Caldas, 2014). As Van Lancker Sidtis (2012, pp. 68–69) 

argues, “these terms are misleading because the utterances are often standard 

conventional expressions used intentionally to communicate (…)” and “the preserved 

utterances constitute remnants of natural competence for the very large repertory of 

formulemes”. Studies adopting this contemporary view of FEs, namely that such 

expressions are parts of a constructional inventory, have focused on the neural basis 

of FEs (Van Lancker & Kempler, 1987; Van Lancker Sidtis & Postman, 2006). 

Experimental investigations into the processing of FEs have largely employed 

idiomatic FEs (Lum & Ellis, 1999; Van Lancker & Kempler, 1987; Van Lancker Sidtis 

& Yang, 2017) and not explored the full range of idiomatic and nonidiomatic FEs, 

many of which are characterized by high frequency of usage. 

As outlined in section 2.2, FE identification can vary depending on each study’s 

objectives, and criteria such as familiarity to native speakers or frequency of a phrase 

often represent continuous variables rather than binary distinctions (e.g., more or less 

frequent phrases, more or less familiar phrases). The studies conducted by Van 

Lancker Sidtis and colleagues (Bridges & Van Lancker Sidtis, 2013; Van Lancker 

Sidtis, 2012; Van Lancker Sidtis & Postman, 2006; Van Lancker Sidtis & Rallon, 

2004) employ intuitive recognition of FEs by two or three native speakers. Those 

expressions which are agreed between raters are considered to be formulaic and are 

further analysed. Disadvantages of having raters decide about formulaic status include 

subjectivity, the time-consuming and labour-intensive features associated with this 

procedure, and most importantly the binary nature of FE classification, rather than a 

degree of familiarity or formulaicity. 

The combination of corpus- and frequency-based approaches together with a 

functional analysis in discourse has great potential in providing a multifaceted and rich 

analysis of speaker behaviour. As suggested by Read & Nation (2004), the gold 

standard is to combine quantitative with qualitative approaches in order to achieve a 

comprehensive account of FEs. Recent developments provide novel methods to 

approach degree of formulaicity from a quantitative, frequency-based perspective 
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(Zimmerer et al., 2018; Zimmerer & Wibrow, 2015). These frequency-based methods 

operate at the multiword level and enable identification of more or less strongly 

associated word combinations, demonstrating that groups of speakers with different 

types of aphasia can be distinguished from neurotypical controls and participants with 

RHD, based on the frequency profiles of word combinations. Chapter 3 will discuss 

these methods in more detail, and how these can be complemented by a qualitative, 

interactional linguistic analysis to explore functional use of specific word 

combinations. 

 

2.3.2. Usage-based approaches to aphasic sentence processing 

 

Language processing in aphasia is known to be affected by usage-based variables 

such as age-of-acquisition (AoA; that is, the age with which a word is learned) and 

frequency of words (Brysbaert & Ellis, 2016; Kittredge, Dell, Verkuilen, & Schwartz, 

2008; Nickels & Howard, 1995), and it might also be affected by syllable frequency 

(Aichert & Ziegler, 2004; Laganaro, 2005; Laganaro & Alario, 2006). However, 

frequency exerts an influence beyond the syllable- and single word level. 

A number of investigators have researched the influence of verb transitivity bias 

on aphasic sentence processing (DeDe, 2013; Gahl et al., 2003; Knilans & DeDe, 

2015). Gahl et al. (2003), for example, by testing comprehension of sentences in eight 

participants with varying subtypes of aphasia. They administered an off-line 

plausibility judgement task and assigned the stimuli to four syntactic frames: active 

transitive, passive, intransitive-undergoer subject, intransitive-agentive subject. For 

each of these constructions, verbs that occur frequently and verbs that occur 

infrequently in the given frame were tested (e.g., passive-bias verbs such as “elect” in 

a passive sentence versus active transitive-bias verbs, e.g., “disturb”, in a passive 

sentence). One finding indicated that syntactic structure alone does not account for 

sentence comprehension difficulties, but that the likelihood of a verb appearing in a 

certain syntactic structure plays an important role. Thus, passive sentences were better 

understood when they included a passive bias verb. Moreover, DeDe (2013) extended 

these findings, using an on-line self-paced reading task, demonstrating that 
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participants with aphasia are sensitive to whether a verb most commonly occurs in a 

transitive or intransitive construction (e.g., “dance” is intransitively biased, as in “the 

couple danced every night”, while “call” is transitively biased, as in “the agent called 

the writer from overseas to make an offer”). The aphasic group (N = 10) showed 

disrupted reading times when there was a mismatch between a verb’s transitivity bias 

and the sentence structure, for example, when the transitive bias verb “call” appeared 

in an intransitive sentence (e.g., “the agent called from overseas to make an offer”). 

These investigations represent empirical evidence of an influence of usage-based 

factors such as frequency cues (i.e., verb biases) on sentence processing in aphasia. 

Gahl & Menn (2016) argue that future aphasia research should consider effects 

of an individual’s linguistic experience, and therefore language usage. One such 

example is a recent eye-tracking study by Huck, Thompson, Cruice, & Marshall 

(2017), who explored the influence of target word frequency and contextual 

predictability (i.e., a word’s predictability based on the preceding sentential context) 

on sentence reading in mild aphasia. Predictability of target words was determined 

using a cloze task with a normative group, where participants completed a sentence 

with up to three possible words. Highly predictable words had a minimum cloze 

probability of .84, while unpredictable (but still plausible) words had a cloze 

probability of less than .01. This was followed by a survey, determining predictability 

based on ratings (rating the fit of target words using a Likert-type scale). In this way, 

four types of sentences were created that included high- versus low frequency words 

embedded in a high- versus low predictability context. Results revealed that silent 

reading in aphasia was slowed when a word was unpredictable from the preceding 

context, and that high predictability facilitated the reading of low-frequency words. 

This study suggests that individuals with mild aphasia rely on the preceding sentence 

context in silent reading. Furthermore, usage-based, constructionist theories are 

beginning to be explored in doctoral theses in aphasia (Anderson, 2017; Hatchard, 

2015). 
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2.3.3. Usage-based approaches to aphasia rehabilitation 

 

To date, only few speech and language therapy interventions have been linked 

to usage-based principles. Riches (2013) piloted a usage-based intervention designed 

for children identified as having ‘specific language impairment’ (SLI; as it was then 

termed). Compared to traditional interventions for this population which often target 

morphemes (e.g., past tense –ed), Riches trained passives using two usage-based 

principles. The first was constructional grounding (Israel, Johnson, & Brooks, 2001) 

by which a complex construction such as an event passive “The potatoes were mashed 

by the chef” was grounded in a simpler construction such as a state passive “the 

potatoes are mashed”. The second was construction conspiracy (Abbot-Smith & 

Behrens, 2006), whereby learning was based on the overlap between constructions. 

For example, the full passive “The sausages were chopped by the dog” is thought to 

be acquired by the prior acquisition of similar constructions with regard to form and 

function (e.g., “I want my sausages chopped). Using these assumptions, the 6-week 

intervention involved a stepwise treatment of passive structures, starting with state 

passives (e.g., “the vase was broken”), followed by practicing ambiguous passives 

(e.g., “the vase was broken” which can also be interpreted as an event passive), and 

finally producing event passives (e.g., “the vase was broken by the dog”). The 

intervention was piloted with two children, and outcomes were evaluated using a 

sentence repetition task and a comprehension task. Both children improved 

significantly in producing and comprehending passive constructions. While this study 

highlights the relevance of usage-based theory to speech and language therapy, 

application to aphasia is still in its early stages (Gahl & Menn, 2016). 

Since most constructions are acquired during childhood, first language 

acquisition is an important research field for usage-based grammar (Diessel, 2015). 

However, usage-based principles are rarely used to study how constructions may be 

(re-)learned in populations with acquired language disorders such as aphasia. One 

exception is the research group around Stahl (Stahl, Mohr, Dreyer, Lucchese, & 

Pulvermüller, 2016) who have begun to make explicit links to usage-based phenomena 

such as (semi-)fixed FEs in the context of Intensive Language-Action Therapy (ILAT, 
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Stahl et al., 2016; based on CIAT / CIATplus; Meinzer, Djundja, Barthel, Elbert, & 

Rockstroh, 2005). 

ILAT is a therapeutic approach aiming to increase functional communication by 

training participants with NFA to use verbal requests within an interactive barrier task 

(for example, asking for matching picture cards using “I want the X”, “could I please 

have the X”; rejecting requests; asking clarifying questions, and using FEs such as 

“thank you” / “you’re welcome”). While the main aim is to name objects shown on the 

cards, Stahl et al. (2016) note that this intervention is motivated by usage-based theory 

(referring to Tomasello, 2005). The interactive structure of the language game 

encourages participants to practice fixed and semi-fixed phrases (Stahl et al., 2016). A 

recent crossover randomized control trial, comparing ILAT to a naming therapy 

(where barriers were removed and cards were described by using “This is a X” / “Here 

I can see a X”), showed better outcomes for participants in the ILAT group (Stahl et 

al., 2016). This indicates that training constructions within the dialogic setting of 

requesting picture cards is a powerful format to improve participants’ expressive 

abilities. However, improved language production was evaluated by using a combined 

score of repetition and naming subtests of the Aachen Aphasia Test (AAT; Huber, 

Poeck, Weniger, & Willmes, 1983), including structures such as single words, 

complex words and sentences. Outcomes at the connected speech level were not 

reported separately, and everyday conversational data were not collected as part of the 

evaluation. Thus, it remains unclear to what degree ILAT stimulates improved phrase 

or sentence production in NFA. 

The potential benefit of harnessing FEs in interventions for aphasia has also been 

highlighted by Stahl & Van Lancker Sidtis (2015). They argue that including such 

phrases in intervention programmes may have positive effects on a participant’s 

motivation, well-being and quality of life, or with respect to ILAT (Stahl et al., 2016), 

may improve turn-taking. This suggestion is based on the finding that FEs represent a 

resource for individuals with aphasia as they may be processed in the right hemisphere 

(RH; Van Lancker Sidtis & Postman, 2006; Van Lancker Sidtis & Yang, 2017) and on 

studies investigating the role of phrases such as “thank you” in the success of Melodic 

Intonation Therapy (MIT; Helm-Estabrooks, Nicholas, & Morgan, 1989). Stahl, 

Henseler, Turner, Geyer, & Kotz (2013) and Stahl & Kotz (2014) for example, 
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discussed the role of FEs in MIT, highlighting the motivating effect that FEs can have 

in the therapy process. According to Stahl et al.'s (2013) model of speech recovery, a 

combination of both ‘novel’, propositional speech and FEs may increase effectiveness 

of intervention for NFA and thereby maximise conversational abilities. 

While other aphasia intervention studies, aimed at improving expressive abilities 

in NFA, were not directly motivated by or discussed in light of a usage-based 

approach, they include elements that can be reinterpreted from a usage-based 

perspective. The following paragraphs address such overlaps and parallels between 

published intervention studies and usage-based principles. 

Reduced Syntax Therapy (REST), devised by Schlenck, Schlenck, & Springer 

(1995), is targeted at speakers with severe NFA. This intervention program aims at 

training reduced utterances (elliptic constructions such as the [DOING/DONE] + 

[WHAT] construction, as in “drinking coffee” or “washing hands”) and increasing 

their complexity step by step (e.g., [WHO] + [DOING/DONE] + [WHAT]). Structures 

are elicited by describing pictures or story completion (Springer, Huber, Schlenck, & 

Schlenck, 2000). In a later stage, REST helps to expand the frames provided by these 

structures, by adding lexical items for temporal and local modification, such as 

“yesterday”. The acceptability, user-friendliness and effectiveness of a web-based 

version of REST (e-REST) was recently explored within a single-case study by Ruiter, 

Rietveld, Hoskam, & Van Beers (2016). The therapy principles are in accordance with 

adaptation theory, a framework proposed by Kolk (1995) and used for planning 

compensation therapy for people with agrammatism (Ruiter, Kolk, & Rietveld, 2010). 

Adaptation theory assumes that agrammatism represents a linguistic deficit that can be 

described as a limitation of computational resources, resulting in the need to 

compensate for this difficulty: one way to adapt to language production difficulties is 

to produce simplified utterances such as ellipses. Reinterpreting REST within a usage-

based perspective, the elliptic constructions act as conversational schemas (frames 

with slots). Thus, REST is in line with usage-based principles, where lexicon and 

syntax are thought to be represented on a continuum. Researchers exploring the 

efficacy of REST, however, do not make links with frameworks such as usage-based 

theory that might underpin and explain the results. 
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Carragher et al. (2015) took the REST principles and combined these with 

mapping therapy principles (e.g., Rochon, Laird, Bose, & Scofield, 2005) with a focus 

on learning the associations of thematic roles, e.g., the agent slot, and the types of 

words that can be inserted into that slot. A group of nine individuals with Broca’s 

aphasia received 8 weeks of a stepwise treatment targeted at two- and three-constituent 

constructions: In a first stage, two-unit constructions such as “Emma knitting” were 

trained, followed by three-word constructions (e.g., “Mike washing car”). In a last 

step, the syntactic frame was expanded (e.g., “Today Kate posting letter”). Viewed 

from a usage-based perspective, this process reflects juxtaposition. Importantly, each 

frame was treated as semi-fixed which means that the participant could fill the open 

slots of a construction with a variety of lexical items (i.e., superimposition), 

reinforcing production of thematic roles around a verb. The authors addressed the 

question whether this type of hybrid intervention can improve everyday conversation 

skills. While increased syntactic well-formedness in producing trained and untrained 

sentence types was found within elicitation tasks, there was little evidence for change 

in conversation. Again, no link to usage-based variables such as phrase frequency of 

target constructions was made. 

The Sentence Production Program for Aphasia (SPPA; Helm-Estabrooks & 

Nicholas, 2000), a refined version of the Helm Elicited Language Program for Syntax 

Stimulation (HELPSS; Helm-Estabrooks, 1981), aims at improving a speaker with 

NFA’s functional communication by training a structured set of construction types 

such as Imperative Intransitive (e.g., “come here”), Imperative Transitive (e.g., 

“answer the phone”), WH-Interrogative (“What are you making?”), or Declarative 

Transitive (“I make coffee”). These structures are trained within a story completion 

format, motivated by Goodglass, Gleason, Ackerman Bernholtz, & Hyde (1972) and 

Gleason, Goodglass, Green, Ackerman, & Hyde (1975). The principles used in the 

SPPA are repetition and delayed auditory repetition within a hierarchical structure that 

administers a total of eight sentence types. While the SPPA includes a number of 

expressions with high communicative value, it is guided by abstract grammatical 

structures rather than constructionist principles such as frequency of usage, 

juxtaposition or superimposition. While Noël (2008) published a report of a gamified 

intervention using SPPA stimuli, and Silagi, Hirata, & Mendonça (2014) evaluated the 
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effectiveness of a Brazilian Portuguese version of the SPPA based on a single case 

report, the evidence base for SPPA is currently limited. 

Another approach, called ‘Voluntary control of involuntary utterances’ (Helm-

Estabrooks & Albert, 2004; Helm & Barresi, 1980), trains words and phrases available 

and relevant to an individual’s own communicative inventory, using reading and 

naming tasks. Examples of recommended target structures are “love”, “okay”, “what”, 

and “I don’t know”. This is compatible with the usage-based assumption that building 

blocks can be of various sizes. However, there is little published research on the 

evidence base of this program. 

Script training for aphasia (Bilda, 2011; Cherney, Halper, Holland, & Cole, 

2008; S. Goldberg, Haley, & Jacks, 2012; Kaye & Cherney, 2016) is clearly focused 

on performance- and usage-based linguistic material (words, phrases and sentences) 

frequently found in everyday social situations such as going to a restaurant. Bilda 

(2011) tested a computer-based script training for chronic aphasia within a case series 

investigation, training scripts embedded in dialogues. Materials included semi-fixed 

phrases such as “I’d like X” when ordering a meal. Although there was no connected 

speech measure to investigate change in everyday conversations, results showed 

improved language production within trained conversational scripts, generalisation 

effects in untrained scripts, and – based on participant-reported questionnaires – 

increased confidence and more positive ratings with regard to participation in everyday 

conversations. A summary of 13 script training studies by Kaye & Cherney (2016) 

concluded that while scripts were successfully acquired in all studies, some of which 

found maintenance effects, there were limited generalization effects to untrained 

scripts or interactions with different communication partners. One criticism of script 

training is that while the linguistic material is often relevant to everyday situations, the 

flexibility of these phrases is limited. Linebarger, Romania, Fink, Bartlett, & Schwartz 

(2008, p. 1403) point out that “the kinds of functional situations (e.g., service 

encounters) that evolve in daily life typically require creating novel messages and 

cannot be negotiated with a set of high-frequency utterances designed for all users”. 

In this context, Bilda (2011) reports that participants suggested practicing more 

individualised scripts. 
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A software program in which a participant’s own speech can be recorded and 

listened back to, called SentenceShaper® (Linebarger, 2015; Linebarger et al., 2008), 

is compatible with some features of usage-based theory, in that conversational building 

blocks can be words, phrases or sentences. SentenceShaper® was designed to create 

coherent, individualized multi-word utterances by providing memory support: 

recorded conversational building blocks are kept in memory through listening back, 

new words or phrases can be added to existing recordings, and building blocks can be 

reordered. Thus, this therapy tool, motivated by the assumption that non-fluent speech 

production results from processing limitations (e.g., Kolk, 1995), gives users a work 

space for sentence planning. It has been shown that narratives produced with 

SentenceShaper® were longer and characterized by better grammatical structure (as 

measured by listener ratings and linguistic measures; Linebarger, 2015) but as noted 

in Newton, Kirby, & Bruce (2017, p. 21), “the system itself if not easily used as a 

prosthesis in ordinary conversation”. 

 

2.4. Summary 

 

Despite a growing body of research highlighting the potential of usage-based 

approaches to aphasia, it represents an under-researched field, especially compared to 

the available evidence of usage-based effects in neurotypical language processing. 

Reinterpreting existing intervention programs for NFA from a usage-based perspective 

shows that many elements of existing intervention programs are compatible with the 

idea that language use shapes the conversational building blocks which can be words, 

(semi-)fixed phrases and sentences. There is evidence in the literature that frequency-

related variables influence aphasic language processing at the word- and sentence 

level. 

This thesis seeks to contribute to this area of research by exploring the 

frequency-based characteristics and functions of multi-word utterances produced by 

individuals with NFA in everyday conversations (study 1, Chapter 3), studying the 

recognition of familiar collocations (study 2, Chapter 4), and designing and evaluating 

a pilot intervention aimed at improving the use of frames with slots in NFA (study 3, 
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Chapter 5). The main focus is on familiar word combinations and collocations, and so 

these terms are adopted. FEs will also be referred to in the following chapters since 

previous studies often used this term. 
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3. Study 1: Exploring the use of familiar collocations in 

individuals with Broca’s aphasia 

 

The material presented in this chapter is published in Aphasiology: 

Bruns, C., Varley, R., Zimmerer, V.C., Carragher, M., Brekelmans, G., & Beeke, S. 

(2018). “I don’t know”: a usage-based approach to familiar collocations in non-

fluent aphasia. Aphasiology. DOI: 10.1080/02687038.2018.1535692 

 

3.1. Introduction 

 

Despite grammatically impoverished, non-fluent speech in Broca’s aphasia, 

residual multi-word utterances (e.g., “I don’t know”) are often fluently produced and 

employed in appropriate situations. Such multi-word utterances often represent 

common word combinations, some of which are referred to as FEs. The latter term 

describes a prefabricated sequence of words, as well as single words such as the 

discourse particle “well” (Van Lancker Sidtis & Postman, 2006; Wray, 2002b). FEs 

represent a significant part of the conversational inventory, and are a feature of 

proficient language use. Estimates vary from 24-48% (Van Lancker Sidtis & Rallon, 

2004; in unscripted telephone conversations) to 59% of typical conversation (Erman 

& Warren, 2000). This study applies corpus methods to establish the collocation 

strength, or degree of association between components of multi-word expressions used 

by speakers with aphasia and their conversation partners (CPs). Word combinations 

which are more frequent and more strongly collocated, are more likely formulaic. 

While the forms and functions of familiar collocations in neurotypical talk are 

well studied (e.g., Conrad & Biber, 2004; Drew & Holt, 1998; Kecskés, 2000; 

Meunier, 2012; Schmitt & Carter, 2004), systematic investigations of their use in 

aphasia are relatively rare. Code (1982) analysed recurrent utterances (RUs) across 

subtypes of aphasia. Code found that real-word RUs mostly consisted of high-

frequency words (e.g., “I told you”, “so so”) and typically occurred in Broca’s aphasia. 

A salient pattern was the pronoun + verb group (e.g., “I want to”). These forms are 
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often described as stereotypes or lexical automatisms (Blanken, 1991; Code, 1982; 

Grande et al., 2008), suggesting pathological behaviour (Blanken & Marini, 1997; 

Rodrigues & Castro-Caldas, 2014). However, as typical language consists of large 

proportions of familiar collocations, whether they should be viewed as markers of 

pathology in Broca’s aphasia is unclear. 

Van Lancker Sidtis & Postman (2006) explored the neural basis of FEs. They 

recorded the use of numerals, proper nouns, idioms, conventional expressions (e.g., 

“as a matter of fact”), speech formulas (e.g., “right”), expletives (e.g., “damn”), 

sentence stems (e.g., “I guess”), discourse particles (e.g., “well”) and pause fillers (e.g., 

“uh”) in spoken output of neurotypical individuals, speakers with fluent aphasia, and 

individuals with right hemisphere damage (RHD). They found higher proportions of 

FEs in speakers with aphasia compared to individuals with RHD and suggested that 

these expressions are represented in the RH (Sidtis, Canterucci, & Katsnelson, 2009). 

Other investigators have explored idiom comprehension across participants with 

aphasia and RHD (Van Lancker & Kempler, 1987), and the processing of ‘automatic 

language’ (counting from one to 10; completing familiar, idiomatic phrases; repeating 

idiomatic phrases) in fluent and NFA (Lum & Ellis, 1999). The findings indicate 

relatively preserved production and comprehension of these expressions, many of 

them idiomatic, in aphasia. 

As detailed in Chapter 2, familiar collocations, due to their high usage frequency, 

can be explained by theories such as usage-based Construction Grammar (A. E. 

Goldberg, 2003). Thus, this approach has potential for exploring familiar collocations 

in aphasia. While familiar collocations are known to be retained in aphasia, it remains 

unclear whether such combinations are a main feature of aphasic language production 

in everyday conversations, and whether they perform specific conversational functions 

in aphasia. The first analysis of study 1 adopted a frequency-based perspective to word 

combinations. Frequency characteristics were established at the level of two-word- 

(bigrams) and three-word combinations (trigrams) by employing automated analysis 

software, the Frequency in Language Analysis Tool (FLAT; Zimmerer et al., 2018; 

Zimmerer, Wibrow, & Varley, 2016; Zimmerer & Wibrow, 2015), to analyse language 

produced by speakers with aphasia in different talk contexts. The FLAT determines 

usage frequency of every word and word combination in a test sample using the 10 
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million word spoken-conversation section of the British National Corpus (BNC, 

2007), which represents typical language use. In addition to frequency of occurrence, 

the FLAT automatically computes collocation variables of bi- and trigrams. A 

commonly used measure of collocation strength, the t-score, was employed. For 

instance, the trigram “it’s alright” has a t-score of 28 (based on the spoken BNC), 

whereas “it’s new” has a t-score of 4. Higher values point to more strongly associated 

or collocated word combinations, reflecting a higher certainty of collocation. In this 

way, analysis 1 explored the following research questions: a) How strongly associated 

are the word combinations produced by speakers with aphasia compared to CPs in 

naturalistic conversations? b) Do frequency-based values vary across talk contexts in 

aphasia? It was hypothesized that speakers with aphasia rely on more common multi-

word utterances as compared to neurotypical control speakers, and that the frequency-

based values are robust across different talk contexts. 

Analysis 2 focused on familiar collocations in interaction. Conversation analytic 

studies show that such expressions can be interactionally beneficial in aphasia. For 

example, the “I suppose” construction (Beeke, 2003) was produced by a speaker with 

chronic Broca’s aphasia five times in a 13 minute conversation to express his opinion. 

Familiar collocations have also been viewed as compensatory strategies in aphasic 

talk. Simmons-Mackie & Damico (1997) found that set phrases like “very nice” and 

“all the time” – although they might not add new information to the conversation – 

were used as a resource by two speakers with Broca’s aphasia to regulate interaction, 

or in the case of “all the time”, to express magnitude (section 2.3.1). The second 

analysis explored the conversational uses of “I don’t know”, which, in the current 

dataset, was common in non-fluent aphasic talk and control participants. 

 

3.2. Method 

 

3.2.1. Participants 

 

This study used pre-collected everyday conversation data (dataset 1) and semi-

structured interview data (dataset 2). Conversation data stem from nine dyads, each 
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comprising a person with post-stroke NFA (at least 6 months post-onset) and their 

neurotypical CP. Dyads 1-8 took part in a study by Carragher, Sage, & Conroy (2013), 

and dyad 9 in a study by Best et al. (2016).3 Background information on all dyads is 

summarized in Table 3.1. All participants presented with Broca’s aphasia. Aphasia 

classification was based on clinical consensus, grammatically impoverished output on 

picture description tasks, and performance on standardised language assessments 

(Table 3.1; for more details see Beeke, Maxim, Best, & Cooper, 2011, p. 228; 

Carragher et al., 2013, p. 852). Dyads took part in intervention studies and recorded 

weekly conversations prior to, during and after intervention. Analysis is based on pre-

therapy recordings only and so the nature of these interventions is not relevant here. 

Participants gave written informed consent to long term storage of their data. Ethical 

approval was granted by NHS IRAS ethics (Carragher et al., 2013) and NHS 

Cambridgeshire 1 Research Ethics Committee (Best et al., 2016). 

                                                           
3 Dyad 2 in Best et al. (2016). 
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Table 3.1: Naturalistic interaction participant information 

Dyad Initials Corpus 

Speaker with Broca’s aphasia 
CP relation 

to speaker 

with aphasia 

Gender Age at time of 

recording 

Time post onset 

(months) 

Naming 

objects 

(% correct) 

Naming 

actions 

(% correct) 

1 KK 

Carragher et al., 

2013 

male 48 24 15 18 Wife 

2 GL male 47 12 32 22 Partner 

3 BL male 64 57 45 31 Wife 

4 DC male 40 72 32 30 Father 

5 JH female 36 8 27 43 Husband 

6 PM male 67 47 60 59 Wife 

7 PG male 66 132 65 65 Wife 

8 DM male 48 36 72 85 Wife 

9 SC Best et al., 2016 male 39 30 83 55 Wife 

  

  

Mean 50.6 46.4 47.7 45.1  

SD 12.1 38.1 23.2 22.3 

Naming objects: Percentages are derived from the Boston Naming Test (BNT; E. Kaplan, Goodglass, & Weintraub, 2001), used for assessing 

lexical retrieval for dyads 1-8; for dyad 9, the percentage reflects an average across three baselines of the OANB (Druks & Masterson, 2000) 

noun subset. 

Naming actions: Percentages are based on performance in the OANB verb subset (an average across two baselines for dyads 1-8 and three 

baselines for dyad 9). 
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Dataset 2 comprised semi-structured interviews from the online database 

AphasiaBank (MacWhinney, Fromm, Forbes, & Holland, 2011). AphasiaBank 

classifies aphasia subtype with the Western Aphasia Battery (WAB; Kertesz, 2007). 

Only participant 9 (SC) from dataset 1 had a WAB assessment and so AphasiaBank 

samples were selected that matched as closely as possible to that speaker’s WAB 

profile (Broca’s aphasia, Aphasia Quotient [AQ] of 60.7). Thirty-nine participants (13 

female, 26 male) were selected from AphasiaBank. They were classified as having 

Broca’s aphasia and their mean age was 55.7 years (SD = 11.4). The AphasiaBank 

group had a WAB AQ between 50.0 and 70.4, indicating a range from moderate to 

mild aphasia. The mean time post-onset of the AphasiaBank group was 88 months (SD 

= 70; range: 6 to 309 months). 

 

3.2.2. Datasets 

 

With regard to dataset 1, there were forty pre-therapy videotaped conversation 

samples. These consisted of four samples recorded over 4 weeks for dyads 1-8, and 

eight samples over 8 weeks for dyad 9. All conversations were recorded in the dyads’ 

home under instruction to videotape a conversation at a time of day and on a topic of 

the dyad’s choosing. Conversations were transcribed as part of prior studies by 

Carragher et al. (2013) and Best et al. (2016), or by the researcher where additional 

untranscribed samples existed. Sampling consisted of 5- to 25-minute segments where 

the participant with aphasia was in conversation with a family member. As a standard, 

the first 5-minute segment of a recording was not sampled, to allow participants to feel 

less conscious about the presence of the camcorder (for one dyad, some pre-transcribed 

samples started at the beginning of the recording). The videoed samples yielded 269 

minutes of transcribed conversation which forms the basis for the current analysis. The 

average transcriptions per dyad reflected 22 min of conversation for dyads 1-8 and for 

dyad 9, 93 min of conversation. 

Dataset 2 comprised 50 discourse samples from the 39 participants selected from 

AphasiaBank (one sample for 31 participants, and in order to maximise sample size, 

two to three samples from eight participants who were tested on multiple occasions). 
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These reflect semi-structured interviews, where a clinician asks questions about a 

participant’s speech, stroke story and an important event. The average duration of 

samples was 4:57 minutes (SD = 2:20). In total, 247 minutes of transcribed material 

from AphasiaBank were analysed. 

 

3.2.3. Analysis 1 

 

FLAT Version 1.1 was used for analysis. The program automatically extracts 

uni-, bi-, and trigrams in a sample of transcribed language, determines values on a 

number of measures of productivity, and derives frequency-related values from the 

spoken BNC for words and word combinations. For example, it segments the trigram 

“it’s alright” into three unigrams (“it”, “‘s”, “alright”) and two bigrams (“it’s” and “‘s 

alright”). Since only grammatical utterances are expected to appear in the spoken 

BNC, and ungrammatical utterances are atypical and would therefore represent very 

low frequency or non-existent combinations in a normative database, only 

grammatical strings are analysed by FLAT. Prior to frequency-based analysis, all 

transcripts were formatted in a manner consistent with the conventions of the FLAT 

(Zimmerer et al., 2018, 2016). For example, the utterance “but seven days cycling” 

was analysed as two separate clauses: “but seven days” and “cycling”. Clause 

boundaries were marked with separators (“<.>”). “<fill>” was used to replace any non-

lexical interjections (e.g., “erm”), pauses and repetitions of words other than “yes”/ 

“yeah”, “oh” and “no”. 

FLAT outputs also include measures of productivity: the number of word 

combinations, and combination ratio (the number of trigrams produced by a speaker 

divided by the number of words). Speakers with higher combination ratios display 

more output consisting of word combinations, i.e., better ability to combine words into 

multi-word expressions. More traditional indicators of lexical diversity are type-token 

ratio and vocabulary diversity (MacWhinney et al., 2011). However, these measures 

investigate productivity at the single word level, while the present study investigates 

the amount of connected speech produced. Hence, combination ratio is reported. 
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To determine degree of association between words of the bi- and trigrams, t-

scores were used, an association measure that indicates whether words co-occur more 

frequently than would be expected if all the words in the corpus were randomly 

distributed (Durrant & Doherty, 2010; Gries, 2010; Hunston, 2002).4 The trigram “it’s 

alright” has a t-score of 28, whereas “it’s new” has a t-score of 4. Hence, the words in 

“it’s alright” are more strongly associated or collocated. Collocation strength is one 

marker of formulaicity (Zimmerer et al., 2018). This study reported t-scores if a bi- or 

trigram had a frequency of occurrence of >1. Thus, the results are based on 

combinations that occur in the spoken BNC. Moreover, FLAT outputs include both 

type and token bigram and trigram summary statistics. Type values reflect the 

inventory of bigrams and trigrams, while token measures reflect how frequently 

individual types are used. Table 3.2 shows details of FLAT variables and their 

calculation. 

 

                                                           
4 The FLAT 1.1 employs additive smoothing by which 1 is added to every unigram, bigram 

and trigram frequency count in order to avoid a frequency value of 0 to enable calculation of 

t-scores. 
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Table 3.2: Frequency-related variables used in the FLAT analysis 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Utterance type 

Unigram 

(e.g., it; ’s; alright) 

Bigram 

(e.g., it‘s) 

Trigram 

(e.g., it‘s alright) 

V
a

ri
a

b
le

s 

Observed absolute frequency: 

occurrence in the spoken BNC 

253864 (it) 

199264 (‘s) 

7994 (alright) 

 

68662 

 

772 

 

Observed relative frequency: 

occurrence per million words 

25386.4 

19926.4 

799.4 

6866.2 

 

77.2 

 

Expected frequency 

(taking into account the 

approximate number of words in 

the spoken BNC, 10,000,000) 

-  

𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑖𝑡𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦′𝑠 

10,000,000
  

(e.g., 5058.60) 

 

𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑖𝑡𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦′𝑠𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑎𝑙𝑟𝑖𝑔ℎ𝑡

10,000,0002
 

(e.g., 4.04) 

t-score -  

𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑖𝑡′𝑠- 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑖𝑡′𝑠

√ 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑖𝑡′𝑠

 

(e.g., 242.7) 

 

𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑖𝑡′𝑠 𝑎𝑙𝑟𝑖𝑔ℎ𝑡- 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑖𝑡′𝑠𝑎𝑙𝑟𝑖𝑔ℎ𝑡

√ 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑖𝑡′𝑠 𝑎𝑙𝑟𝑖𝑔ℎ𝑡

 

(e.g., 27.6) 

Combination ratio Raw number of trigrams produced by a speaker divided by number of words 
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3.3. Results 

 

For group comparisons, Shapiro-Wilk tests were used to determine whether 

variables were normally distributed. Where variables were normally distributed, two-

tailed independent t-tests were performed; otherwise, two-tailed Mann-Whitney U 

tests were employed. Pearson’s r was calculated to report effect sizes (trivial effect: r 

< 0.1, small effect: r = 0.1, medium effect: r = 0.3, large effect: r = 0.5; Goss-Sampson, 

2018). 

Combination ratio was compared for the two speaker groups. The mean 

combination ratio for speakers with aphasia was .17 (SD = .06), and for CPs, it was 

.54 (SD = .03), representing a significant difference, t(16) = -15.16, p < .001, r = .97 

(large effect). This confirms the agrammatic status of the speakers with aphasia, 

characterized by the limited ability to produce grammatical multi-word expressions. 

 

3.3.1. How strongly associated are the word combinations 

produced by speakers with aphasia compared to CPs in 

naturalistic conversations (dataset 1)? 

 

The t-score profiles for bi- and trigram types of both speaker groups are shown 

in Figure 3.1. For bigrams, the nine speakers with aphasia produced a total of 988 types 

(range: 30-262) and 1809 tokens (range: 101-413), and their CPs produced 7467 

bigram types (range: 317-2082) and 11160 tokens (range: 414-3636). The average 

type-based bigram t-score for speakers with aphasia was 26 (SD = 7), and for CPs it 

was 19 (SD = 4), representing a significant difference between the two groups: t(16) = 

2.71, p = .016, r = .56 (large effect). With regard to bigram tokens, the aphasic group 

had a higher average bigram t-score compared to the CP group (M = 53, SD = 23 

versus M = 37, SD = 3, respectively). This difference was not significant, t(8.24) = 

2.091, p = .069, r = .59 (large effect). A higher bigram t-score in the aphasic group, 

however, indicates that the constituents of the bigrams were more strongly associated 
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with each other. The large effect size combined with a non-significant difference could 

be due to the variability within the aphasic group. 

 

 

Figure 3.1. Average type-based bi- and trigram t-scores for speakers with aphasia 

and CPs. 

 

At the level of trigrams, speakers with aphasia produced 469 types (range: 11-

172) and 698 tokens (range: 14-196). The CP group produced 5705 trigram types 

(range: 210-1751) and 6644 tokens (range: 236-2160). The effects observed at the 

bigram level were stronger for trigrams. For trigram types, the aphasic group displayed 

a higher average t-score of 17 (SD = 3) compared to 11 in the CP group (SD = 1). The 

difference was significant, t(9.864) = 5.74, p < .001, r = .88 (large effect). The mean 

token-based trigram t-score was 39 (SD = 29; median = 26) for the aphasic group, and 

14 (SD = 1.9; median = 14) for the CP group. The difference was significant, U = 8.00, 

z = -2.87, p = .004, r = -.68 (large effect), indicating more strongly collocated word 
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combinations in speakers with aphasia compared to neurotypical speakers. However, 

there was high inter-subject variability in the number of trigrams produced and average 

trigram t-scores in the aphasic group, with one speaker (GL) presenting with average 

token- and type-based trigram t-scores that were in the normative range (see Appendix 

A.1). 

The trigram types most frequently used by the nine speakers with aphasia are 

shown in Table 3.3. The “don’t know” construction is a phrase available to seven out 

of nine speakers with aphasia (exceptions: DC, GL) and no other trigram was as widely 

used. In comparison, the three most frequently used trigrams in the CP group were: “I 

don’t” (72 tokens, 1.08% of all CP tokens, used by all nine speakers), “don’t know” 

(67 tokens, 1.01% of all CP tokens, used by all nine speakers), and “do you want” (26 

tokens, 0.39% of all CP tokens, used by six speakers). 
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Table 3.3: Most frequently produced trigram types and tokens, everyday conversational data (speakers with aphasia) 

Trigram type Total tokens 

produced 

Proportion out 

of all trigrams 

Trigram t-

score 

BL DM DC GL JH KK PM PG SC 

(8 samples) 

don't know 77 9.5% 95.01 21 3 0 0 21 17 1 1 13 

I don't 72 8.8% 136.32 22 0 1 0 22 15 1 1 10 

going to do 11 1.4% 26.94 0 0 0 0 0 0 11 0 0 

one two three 10 1.2% 30.19 0 0 0 4 1 2 0 2 1 

two three four 7 0.9% 26.44 0 0 0 3 1 1 0 2 0 

it’s alright 7 0.9% 27.64 0 0 0 0 0 0 0 0 7 

that’s it 6 0.7% 45.86 0 0 2 0 0 4 0 0 0 

wait a minute 5 0.6% 16.67 0 0 0 2 0 3 0 0 0 

n't know what 5 0.6% 39.33 0 0 0 0 0 5 0 0 0 
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3.3.2. Do frequency-based values vary across talk contexts in 

aphasia (dataset 1 vs. dataset 2)? 

 

The average combination ratio of the AphasiaBank group was .25 (SD = .11), 

compared to .17 (SD = .06) in the conversational data, indicating that speakers in the 

AphasiaBank group were more successful in combining words into multi-word 

utterances. This group difference was significant, t(45) = -2.066, p = .045, r = .29 

(small effect) which could stem either from the different conversational setting 

(elicited monologue in semi-structured interviews versus dyadic talk) or from varying 

aphasia severity across the two speaker groups. 

AphasiaBank participants produced 1955 different bigram types and 4743 

tokens. However, there was a high inter-individual variation: Participant #37 only 

produced 9 tokens, while participant #10 produced 535 tokens. Average type-based 

bigram t-scores in the AphasiaBank group (M = 31, SD = 13) did not differ 

significantly from the naturalistic data (M = 26, SD = 7), t(24.186) = -1.66, p = .109, 

ns, r = .32 (medium effect). The average token-based bigram t-scores in semi-

structured interviews was 48 (SD = 26), compared to 53 (SD = 23) in conversational 

data. Again, a comparison of bigram t-scores revealed no significant difference, t(46) 

= .464, p = .645, ns, r = .07 (small effect). This indicates that the frequency-based 

characteristics with regard to collocation strength in the two settings are similar. 

With regard to trigrams, the AphasiaBank group produced 1708 different trigram 

types and 2596 tokens. One participant (#37), however, did not produce any three-

word combinations. A comparison of type-based trigram t-scores in the two speaker 

groups (AphasiaBank: M = 22, SD = 20, median = 16; naturalistic data: M = 17, SD = 

3, median = 16) was not significant, U = 159.00, z = -.324, p = .746, ns, r = -.05 (small 

effect). The token-based trigram t-scores did not differ across datasets (everyday 

conversations: M = 39, SD = 29; semi-structured interviews: M = 30, SD = 27), U = 

128, z = -1.16, p = .255, ns, r = -.17 (small effect). Again, the t-score measures appear 

robust across contexts, and t-scores from constrained elicitation conditions show good 

ecological validity. 
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3.3.3. Interim summary 

 

The frequency-based analysis showed that speakers with aphasia, in comparison 

to their neurotypical CPs, employed significantly fewer word combinations. 

Furthermore, higher trigram t-scores (both type- and token based) in the aphasic group 

indicated that the words within combinations were more strongly associated. Use of 

more strongly collocated trigrams in speakers with aphasia appears stable across 

conversational settings. Combination ratio was lower in conversational samples than 

in semi-structured interviews. This might be due to more severe aphasic impairments 

in the dyadic group or the influence of probe questions designed to elicit extended 

monologue in the semi-structured interviews. 

Despite high inter-subject variability with regard to specific constructions used 

in conversations, there was a small common subset across the nine speakers with 

aphasia including bigrams such as “I know”, “no no”, “it’s”, and the trigram “don’t 

know”. Moreover, the AphasiaBank samples included a further 89 “don’t know” 

tokens. “don’t know” was also produced at least once by each speaker in the CP group. 

The second analysis addresses conversational functions of these “I don’t know” (IDK) 

expressions. 

 

3.4. The functions of IDK 

 

The word combinations produced by speakers with aphasia are more strongly 

collocated compared to those of their CPs. Analysis 2 investigates whether or not 

familiar collocations were used in a functionally typical way, based on one 

construction available to most speakers in the aphasic group: IDK. Typically, IDK or 

its reduced variant “I dunno”, is associated with an inability to supply information 

(Hesson & Pichler, 2016). It often occurs in reply to a question, and is sometimes 

followed by a complement, as in “I don’t know where he went”. However, use of the 

phrase is not restricted to this prototypical meaning (e.g., Diani, 2004; Pekarek 

Doehler, 2016; Tsui, 1991). IDK can also function to avoid commenting, 
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disagreement, or commitment to an answer. Other functions are marking uncertainty 

(hedging), and minimising compliments (Grant, 2010). 

There is currently no systematic investigation of the use and functions of IDK in 

aphasia. Hesson & Pichler (2016) analysed IDK use by speakers with dementia during 

cognitive assessment, and showed that severity of cognitive impairment was positively 

associated with the prototypical use of IDK. Mikesell (2009) explored its use in a 

single case study of an individual with frontotemporal dementia. She found that IDK 

often functioned as an appropriate answer to wh-questions, but sometimes occurred as 

a strategy to withdraw from a conversation and in other situations reflected memory 

difficulties. In the current analysis, the primary research question was: What are IDK 

usage patterns in speakers with aphasia when engaged in dyadic conversation, and do 

these patterns differ between aphasic and CP groups? 

The analysis was based on dataset 1. A higher proportion of isolated IDK tokens 

in aphasia was expected, but no other predictions regarding similarities and differences 

in the two speaker groups were made. Hence, the following analyses are exploratory. 

 

3.5. Analysis 2 

 

IDK instances used by speakers with aphasia and CPs in dyads 1-9 were 

identified. Instances of “don’t know” or “dunno”, co-occurring with an explicit or 

implicit first-person pronoun “I”, were included in the analysis. CP data were used as 

a normative sample of IDK usage. Video clips were extracted of each IDK example 

and one to two turns before and after the token to allow coding of conversational 

function.5 IDK tokens were analysed separately for each speaker group. 

All IDK tokens were coded for phonetic form, syntactic variation and 

conversational function using a rating system adapted from Pichler & Hesson (2016), 

Hildebrand-Edgar (2016) and Diani (2004). Four phonetic forms, the full “don’t know” 

and the reduced “dunno”, both with and without pronoun, were distinguished. For 

                                                           
5 Unless the token occurred at the beginning or end of a sample or was followed by a long 

pause. 
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syntactic variations, there were five categories: isolated, IDK with wh-word, 

complement, co-occurrence with a discourse marker (e.g., “well”, “so”), and ‘other’ to 

capture constructions that could not be assigned to any of these categories. 

Conversational functions were coded using five main categories: lack of knowledge 

(LOK), interpersonal (INT), turn-constructional (TC), multifunctional (M; a 

combination of any of the mentioned functions) and ‘unclear function’ (U) which was 

added for instances where there was not enough context or evidence to assign a 

category. Appendix A.2 provides an overview and examples of the function rating 

system. For INT and TC, sub-categories were assigned to enable documentation of 

more specific functions such as avoiding commenting (sub-function of INT), or 

yielding the conversational floor (sub-function of TC; see Appendix A.2). However, 

the five main categories were used to quantify the distribution of conversational 

functions. 

Following the steps in Pichler & Hesson (2016), rater 1 (R1; the researcher) 

coded the video clips for conversational functions of all IDK tokens, while a second 

rater (R2; a PhD student with a strong background in phonetics) independently coded 

all tokens for phonetic form and syntactic variation. Inter-rater reliability (IRR) was 

determined based on a random selection of a subset of 23 CP tokens (37% of data) and 

29 tokens from speakers with aphasia (38% of data). These were coded by the other 

rater, i.e., R1 coded these for form and syntax, and R2 coded these for function. 

IRR was established on data from both groups. During the process of calculating 

IRR, tokens where one rater assigned a multifunctional code whereas the other rater 

assigned one function, were considered a match if the assigned single function was 

one of the functions subsumed under the multifunctional rating. Furthermore, raters 

agreed a revised definition of ‘hedging’ during the IRR process (see Appendix A.2 for 

more details on this). Across both speaker groups, percentage agreements for form 

(87% for the CP group, 86% for the aphasic group) and syntax (96% for the CP group, 

93% for the aphasic group) were higher than for function (70% for the CP group and 

72% for the aphasic group). While IRR for form and syntax was higher than for 

function, all IRR figures were within an acceptable range, considering the IDK rating 

scheme was a novel instrument applied to aphasic discourse in dyadic exchanges 

(Kopenhaver Haidet, Tate, Divirgilio-Thomas, Kolanowski, & Happ, 2009). 
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The Fisher’s exact test was performed with SPSS to determine whether there 

was an association between speaker group and distributions of IDK forms, syntactic 

variations and functions.6 To report effect size, Cramer’s V was employed (Field, 

2009).7 Adjusted residuals (z-scores) with a cut-off of +/-2 were used to identify which 

cells deviated from average values. 

To illustrate functional patterns of IDK usage, representative examples of IDK 

functions were selected and analysed further following an interactional linguistic 

approach (Couper-Kuhlen & Selting, 2001), using existing conversation analytic (CA) 

transcriptions from Carragher et al. (2013) and Best et al. (2016). Appendix A.3 

includes information on CA transcription symbols used in these extracts. 

 

3.6. Results 

 

The following sections characterize the frequencies of IDK phonetic forms, 

syntactic variations and conversational functions separately for the two speaker 

groups. 

 

3.6.1. What are IDK usage patterns in speakers with aphasia 

when engaged in dyadic conversation, and do these 

patterns differ between aphasic and CP groups? 

 

The dataset yielded 62 CP IDK tokens and 77 IDK tokens produced by speakers 

with aphasia. All nine CPs contributed at least one IDK token (range: 1-9), whereas 

seven out of nine speakers in the aphasic group produced between one and 22 IDK 

                                                           
6 Due to frequencies below 5 in some cells, the chi-square test could not be applied. In 

contingency tables larger than 2x2, SPSS uses the Fisher-Freeman-Halton Exact Test (see: 

http://www-01.ibm.com/support/docview.wss?uid=swg21479647, last accessed on 

06/09/2018). 
7 Conventions for Cramer’s V with df = 3: .06 = small effect, .17 = medium effect, .29 = 

large effect; Cramer’s V with df = 4: .05 = small effect, .15 = medium effect, .25 = large 

effect; Goss-Sampson, 2018. 

http://www-01.ibm.com/support/docview.wss?uid=swg21479647
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tokens. Figure 3.2 shows the distribution patterns of IDK phonetic forms. The Fisher-

exact test showed that the proportions of IDK forms differed across the two groups (p 

= .032, V = .250, medium effect). Inspecting the adjusted residuals of individual cells, 

this association was driven by the “don’t know” (adjusted residuals: +/-2.8) and “I 

don’t know” (adjusted residuals: +/-2.1) categories. Frequencies for “don’t know” were 

considerably lower in the aphasic group (5% compared to 21% in the CP group) than 

what would be expected if counts were independent of speaker group. Frequencies in 

the “I don’t know” category were considerably higher in the aphasic group (77% 

compared to 60% in the CP group). The least frequent form in the CP group was 

“dunno” (7%), which was also rarely produced by the aphasic group (8%). “I dunno” 

accounted for 13% of CP tokens and 10% of tokens produced by speakers with 

aphasia. 

 

 

Figure 3.2. IDK phonetic forms in CPs and speakers with aphasia. 

 

Figure 3.3 shows the distribution of syntactic variations. In order to calculate the 

Fisher’s exact test, IDK tokens needed to be assigned to mutually exclusive categories. 

This was not the case when including counts for IDK + discourse marker, as these 

tokens could have co-occurred with other syntactic variations. Hence, this category 

was excluded from the analysis. Based on the remaining four syntactic variations, the 
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distribution differed significantly between the two speaker groups (p < .001, Fisher’s 

exact test, V = .574, large effect). Adjusted residuals indicated that this effect was 

largely driven by IDK tokens with complement (adjusted residuals: +/-6.1), but also 

by isolated IDK tokens and ‘other’ (adjusted residuals: +/-3.6 and +/-3.7, respectively). 

 

 

Figure 3.3. Syntactic variations of IDK tokens in CPs and speakers with aphasia. 

 

In the CP group, more than half of the tokens (35 out of 65; 54%) were IDK with 

complement, whereas speakers with aphasia rarely added a complement (6 out of 77; 

8%), reflecting their language difficulties. Isolated IDK tokens were more common in 

the aphasic group (50/77 tokens; 65%) compared to the CP group (24/65 tokens; 37%). 

One speaker with aphasia, BL, made use of an unusual syntactic variation captured via 

the syntactic category ‘other’ (18% of all tokens in the aphasic group): 14 out of 21 

IDK tokens produced by BL represent the set phrase “I don’t know forget” or “I don’t 

know for”. IDK tokens were accompanied by a discourse marker four times in the CP 

group (6%) and six times in the aphasic group (8%). In both groups, tokens with a wh-

word were rarely produced (one token in the aphasic group; 1%, and two tokens in the 

CP group; 3%). 

Appendix A.4 shows an overview of profiles of IDK functions for each 

individual. Figure 3.4 shows that IDK was used for a variety of functions by speakers 
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with aphasia. However, there was a significant difference between the speaker groups 

with regard to the overall distribution of functions (p = .031, Fisher’s exact test, V = 

.276, large effect). Inspection of adjusted residuals revealed that this effect was due to 

the lower number of multifunctional tokens in the aphasic group (4%; adjusted 

residual: -2.5) compared to the overall average (9%). 

 

 

Figure 3.4. Functions of IDK tokens in CPs and speakers with aphasia. 

 

In both speaker groups, IDK frequently had a turn-constructional function (CPs: 

32%, speakers with aphasia: 42%) or was used to indicate lack of knowledge (CPs: 

31%, speakers with aphasia: 35%). The third most common function in both speaker 

groups was interpersonal (CPs: 21%, speakers with aphasia: 14%), for example 

avoiding commenting or hedging. There were a number of unclear IDK tokens in the 

aphasic group (5%), all produced by one speaker (BL). 

A closer look at the relationship between syntactic variation and function 

revealed differences between speaker groups with regard to the functions of isolated 

IDK tokens. A large part (46%, 11/24) of CP isolated tokens were turn-constructional, 

and 13% (3/24) were coded as lack of knowledge. The remaining tokens were coded 

as either interpersonal (21%, 5/24) or multifunctional (21%, 5/24). In the aphasic 
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group, on the other hand, isolated IDK tokens were used equally to indicate lack of 

knowledge (37%, 18/50), and to serve a turn-constructional function (37%, 17/50). 

The remaining isolated tokens were rated as interpersonal (22%, 11/50), 

multifunctional (4%, 2/50) and unclear (4%, 2/50). The higher percentage of isolated 

IDK tokens with lack of knowledge function in the aphasic group compared to the CP 

group might reflect a difficulty with constructing longer conversational turns. It could 

also be explained by the tendency of CPs to ask speakers with aphasia questions. In 

the aphasic group, 73% (19/27) of all IDK lack of knowledge tokens followed a CP 

question (and out of these, 14 were isolated IDK tokens, versus 32% (6/19) of CP 

tokens). While some examples suggest that these IDK tokens indicate an inability to 

answer a CP question due to aphasia (“What’s the name of the hotel, can you 

remember?” – “dunno”, DM_4.2_1_2), others may show a more typical use of IDK, 

i.e., a genuine lack of knowledge (“Have they got them in here?” [referring to item in 

catalogue] – “don’t know”, SC_2_3). In the CP group, similar lack of knowledge uses 

were found, for instance when a speaker with aphasia asks his CP “[…] time is it?” – 

“I don’t know” (PM_1.3_1_2_3). 

Within the turn-constructional category, both speaker groups used IDK tokens 

to hold or to yield the conversational floor. However, these functions were 

considerably more frequent in the aphasic group, in which these two sub-functions 

combined accounted for 81% of all TC tokens, compared to only 45% in the CP group. 

In the aphasic group, holding the conversational floor was often related to word finding 

difficulties, as in this example about refurbishing a conservatory: “em em ((sings 

melody while gestures painting something)) em (0.3) I don’t know em blue no em white 

no brown? brown? yeah.” (JH_2.3_4). Extract 1 shows an example of a turn-yielding 

IDK from a speaker with aphasia. Here IDK is combined with a pause during which 

the speaker with aphasia looks at the CP (line 14) emphasizing the use of IDK to signal 

speaker change. 
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Extract 1 (JH_4.3_1) 

 01 CP: Tuesday (.) anticoagulant clinic 

 02 PWA: oh (for) flip sake (1.2) em, em, right so Northfields em (1.0)      

 03  
               ((draws circle on table with  

               finger, looks at CP))      

 04 CP: mmm, mmm     

 05 PWA:   ((looks away from CP))  

 06  what (will)                                                             

 07  ((interrogative gesture with left hand, palm up))  >em, em, em< 

 08   (1.0)         

 09  ((breathing out, lowers left arm with palm facing down))  

 10  right,  or there                                                        

 11   ((raises left arm with palm facing down))  

 12  (no) em, how much                                            

 13  ((interrogative gesture with left hand, palm up))  

 14  em, em, I don’t know                                             (2.3)                  

 15  ((interrogative gesture with left hand, palm up))    ((looks at CP))  

 16 CP: what, the reading? 

 17 PWA: Yes 

 

CP examples of using IDK to hold and yield the conversational floor include utterances 

such as “and if it’s not raining it’s sports day (1.4) but (0.9) I th- (0.7) I dunno (1.7) if 

it rains it could be off won’t it, NAME’ll let us know anyway” (PM_3.2_8, where “I 

dunno” is followed by a lengthy lapse in the talk where either speaker could take a 

next turn). 
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Some speakers in the CP group showed a turn-constructional pattern that was not 

observed in the aphasic group; that of other-initiated repair (4/20 TC tokens). That is, 

the CP explicitly stated that he or she had trouble understanding the meaning of the 

speaker with aphasia’s previous turn(s). Examples are “I don’t know what you want” 

(CP; KK 2.2_2) or “well I don’t know what you mean love” (CP; PG_4.2_5_6_7). This 

function was clearly related to expressive difficulties caused by aphasia. 

Interpersonal and multifunctional IDK tokens were found in both speaker groups, 

however, they were less frequent in the aphasic group (14% and 4%, respectively, 

compared to 21% and 16% in the CP group). Extract 2 illustrates two IDK tokens with 

interpersonal functions used by a speaker with aphasia (one of which was coded as 

multifunctional). The conversation is about a mutual acquaintance who is attending 

car maintenance classes. The CP, at line 1, brings up the possibility of the speaker with 

aphasia attending a similar class. 

 

Extract 2 (KK 3.2_1_2_3) 

 01 CP: you could go and do something like that 

 02 PWA: hmm: no I don’t know no hahahah 

 03 CP: be too hard cos of your speech? 

 04 PWA: er: nothing (0.3) an (0.9) I don’t know 

 05  (1.1) 

 06 CP: hmm (.) bit more difficult though int e? 

 

The first IDK at line 2, softens the speaker with aphasia’s disagreement with this 

suggestion. This interpersonal function is emphasized by the accompanying laughter, 

a sign of a delicate issue or a dispreferred response (see Tsui, 1991). After the CP 

wonders whether such a class might be too hard, the speaker with aphasia makes a 

statement with a turn-final IDK (line 4). This was classified as multifunctional, as it a) 

serves as a turn-yielding device (the conversation lapses for 1.1 seconds afterwards), 

and b) signals avoidance of a commitment to the previous answer “no” (line 2). 
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A variety of functions (TC, M, LOK, and INT) were assigned to IDK + discourse 

marker combinations in both speaker groups. While the number of these items was 

low (six tokens in aphasic group, four tokens in CP group), “well” was the most 

common co-occurring discourse marker (three in the aphasic group and two in the CP 

group). 

Finally, one speaker with aphasia (BL) made use of atypical IDK constructions, 

“I don’t know forget” and “I don’t know for”, sometimes combined with a gesture. 

These variations were observed in 67% of BL’s IDK tokens (14/21). Two of these 

were assigned an ‘unclear’ function, whereas the remaining 11 represented a turn-

constructional function, four of which were used in order to take a turn. Only one other 

speaker with aphasia (KK) used IDK to take a turn, on one occasion. Extract 3 

illustrates this idiosyncratic turn-taking function of IDK in BL’s talk. Prior to this 

extract, BL pointed at the camera as the CP was leaving the room. At line 4, the CP 

sits back down on the couch. 
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Extract 3 (BL 1.8_8_9_10) 

 01 CP: OOH (0.5) it’s cold when you move(d) 

 02 PWA: (ælə?) 

 03   (1.4)     

 04  ((CP sits back down))   

 05 CP: what? 

 06  (0.7) 

 07 PWA: I don’t know forget       

 08       ((demonstrative gesture towards camera))  

 09  (2.5) 

 10 PWA: I don’t know forget     

 11   ((demonstrative gesture towards camera))  

 12   (2.5)      

 13   ((CP folds her arms))   

 14 PWA: yes?    

 15   ((looks at CP))   

 16  (0.5) 

 17 CP: yeah what? 

 18  (0.6) 

 19 PWA: I don’t ↑know  (2.7) camera, (0.3) shut, (0.9) the, (0.4) door.           

 20  ((shakes head))              ((looks at CP))  

 21   (1.7)     

 22   ((CP looks at PWA))   
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BL produces an unintelligible turn at line 2 which is followed by a pause of 1.4 

seconds before the CP indicates that she has trouble understanding, asking “what?” 

(line 5). This initiation of repair is followed by a pause and the two IDK tokens of 

interest here, at lines 7 and 10. 

The IDK at line 7, combined with a demonstrative gesture towards the camera, 

appears to aid BL to take a turn. After a pause of 2.5 seconds, BL repeats his turn with 

identical intonation and gesture (line 10). Again, the IDK token appears to be a strategy 

to take a verbal turn, with semantic content added via the demonstrative gesture. It 

may be a comment about the fact that they were in the middle of making a video 

recording when the CP left the room. At line 14, after a significant pause, BL checks 

the CP’s understanding with “yes?”. However, the CP again initiates repair (“yeah 

what?”, line 17), after which another turn-constructional IDK can be observed at line 

19. This time the IDK token appears to hold the conversational floor, as the turn then 

continues with a comment about the camera. This reinforces the view that BL’s IDK 

comments at lines 7 and 10 have been about the topic of video recording. 

 

3.6.2. Interim summary 

 

In summary, IDK was common to both speaker groups and available to all but 

two of the individuals with aphasia. The main difference between the two speaker 

groups was the proportion of isolated IDK tokens versus IDK tokens with complement. 

While instances of all function categories were found in neurotypical speakers as well 

as speakers with aphasia, findings indicate group-specific usage patterns including a 

higher proportion of turn-constructional IDK tokens in the aphasic group. In addition, 

IDK was used as a turn-taking resource exclusively by two speakers with aphasia. By 

contrast, IDK as a resource for initiating repair was found to be a CP-specific function. 
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3.7. Discussion 

 

This study explored whether residual constructions in aphasic conversation 

consisted of high frequency, familiar word combinations. Data from nine dyads 

recorded within everyday conversations were analysed, as well as a larger sample of 

semi-structured interviews with speakers with Broca’s aphasia. Moreover, this study 

presented usage patterns of IDK in everyday conversations of speakers with Broca’s 

aphasia and their CPs. 

 

3.7.1. Frequency-based analysis 

 

The frequency-based analysis showed that association measures such as t-scores 

are an effective way of quantifying aphasic language output. They are robust across 

conversational settings (everyday conversations versus semi-structured interview data) 

and across individuals with varying degrees of aphasic impairment. Collocation 

strength as measured by t-scores can be used as an estimate of the degree of 

formulaicity (Zimmerer et al., 2018), with higher scores indicating a higher likelihood 

that a word combination represents (part of) a FE. There were more strongly collocated 

combinations in the aphasic group compared to neurotypical CPs – a finding that is 

consistent with previous research (Zimmerer et al., 2018), and, if seen as indicators of 

formulaic language, also consistent with studies using different methods (Van Lancker 

Sidtis & Postman, 2006). The current study shows that increased reliance on familiar 

collocations in aphasia also extends to everyday conversational settings. Another 

contribution is the analysis of both types and tokens as well as bigrams and trigrams. 

At the level of bigrams, type- but not token-based inventories distinguish the aphasic 

group from CPs. However, at the level of trigrams, groups were distinguished based 

on both types and tokens. Effect sizes were large for all type- and token-based 

comparisons both at the level of bi- and trigrams, and the preserved inventory of 

common phrases in aphasia appears to be influenced by usage-based factors such as 

frequency and collocation strength (DeDe, 2013; Knilans & DeDe, 2015). These 

strongly collocated residual utterances require less combinatorial effort and may be 
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processed as holistic units (Zimmerer et al., 2018), which makes them resilient to 

aphasia, particularly where combinatorial mechanisms are disrupted. 

The stability of frequency-based profiles across different talk contexts suggests 

ecological validity of elicited speech tasks when taking association measures. Such 

tasks represent more controlled settings compared to everyday conversations and 

allow easier comparisons between individuals/groups as there is less variability as to 

the content/nature of the interaction. Future investigations could use association 

measures in tasks such as narrative production for comparisons across individuals or 

speaker groups, or to investigate further the influence of aphasia severity on the 

reliance on familiar collocations. 

It should be noted that frequency of use is a complex variable, intercorrelated 

with other measures such as AoA (Baayen, Milin, & Ramscar, 2016). Just as AoA may 

help to explain why some single words remain accessible despite aphasia (Brysbaert 

& Ellis, 2016), it could be a confounding variable of frequency-related effects at the 

multiword level. A recent study with neurotypical participants provided evidence of 

multiword AoA effects on language processing (Arnon, McCauley, & Christiansen, 

2017). Future studies addressing the processing of familiar collocations in aphasia 

might consider AoA as well as association measures. 

 

3.7.2. IDK analysis 

 

Despite this frequency-based difference between the aphasic and CP group, and 

the variability in the types of word combinations accessible to speakers with aphasia, 

one shared construction, IDK, was found in the inventories of both speaker groups. 

IDK stands out in Broca’s aphasia because its syntactic structure is atypical of 

agrammatic output. However, and in contrast to studies of automatic speech, recurrent 

or stereotyped phrases that imply this is pathological language (Blanken & Marini, 

1997; Rodrigues & Castro-Caldas, 2014), results suggest that familiar collocations 

such as IDK may be ‘stereotypes’ at a formal, but not at a functional level. 

IDK was most commonly realized as the full form “I don’t know” in the aphasic 

and control group. There was a small difference of overall distribution of IDK phonetic 
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forms across the two groups, however, a larger effect size was seen when comparing 

the group level syntactic variations of IDK tokens. While speakers with aphasia most 

often used isolated IDK tokens, CPs produced more IDK tokens with a complement. 

This finding was expected since speakers with aphasia have difficulties in combining 

smaller linguistic units into longer, grammatically well-formed utterances. At the same 

time, this suggests that IDK is represented as a relatively fixed unit that may not require 

grammatical processing (Beeke, Wilkinson, & Maxim, 2007b), a finding that supports 

the claim that familiar collocations like IDK may be processed as a formula. On the 

other hand, combinations of IDK and discourse markers such as “well” could be 

observed in the aphasic group with similar frequency to the CP group, indicating that 

combining IDK with pragmatic elements may be easier than adding lexical elements. 

However, the overall number of these cases was small. 

IDK fulfilled a variety of functions in both CPs and speakers with aphasia. When 

comparing the frequencies of IDK functions across the two speaker groups, the 

findings reveal a group difference with a large effect size. This difference stems from 

the relatively low number of multifunctional IDK tokens in the aphasic group. 

However, this result needs to be interpreted with caution given that IRR for function 

was lower than for phonetic form and syntax. The function most commonly associated 

with IDK, namely indicating a lack of knowledge, was observed in both CPs and 

speakers with aphasia. However, the number of isolated IDK tokens with a lack of 

knowledge function was higher in the aphasic group compared to CPs. In the current 

dataset, question-answer sequences initiated by a CP were common, and this may 

account for the high number of IDK tokens produced by speakers with aphasia that 

served to signal lack of knowledge. Both the amount of questioning and the response 

type reflects the presence of aphasia; CPs use questions to initiate conversation with a 

person with aphasia, and speakers with aphasia use IDK to provide legitimate answers 

to such questions whilst signalling the presence of aphasic language difficulties. 

IDK was frequently used by speakers with aphasia for turn-constructional 

functions such as turn yielding, a finding supported by Simmons-Mackie & Damico 

(1997). Turn-constructional functions were also found in CPs which is in line with 

previous studies with neurotypical speakers (Pekarek Doehler, 2016). The higher 

proportion of tokens assigned to turn holding/yielding in the aphasic group is likely to 
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stem from difficulties associated with aphasia. A speaker with aphasia may rely on the 

use of an island of fluency such as IDK as a resource for opening the conversational 

floor when grammatical and word finding difficulties make turn construction 

challenging, or as in extract 3, to regulate turn-taking. The use of familiar collocations 

to aid turn construction has also been previously reported in Broca’s aphasia (Beeke, 

2003). Another finding directly related to aphasia was a CP-specific pattern, namely 

IDK as a method of initiating repair, i.e., signalling a lack of understanding of a prior 

aphasic turn. 

In addition, some speakers with aphasia used IDK for interpersonal functions 

such as to avoid commenting and, in a small number of cases, IDK turns could even 

be described as multifunctional (e.g., with mixed turn-constructional and interpersonal 

functions). Despite the relatively low frequency of such tokens, such multiple 

functions – associated with typical IDK usage – have not been documented in speakers 

with aphasia to date. Hence, the present study suggests that IDK is a conversational 

building block in Broca’s aphasia that extends beyond the reported turn-constructional 

function (Simmons-Mackie & Damico, 1997) and the more fundamental lack of 

knowledge function. This suggests that such building blocks may be invaluable 

linguistic structures that could routinely be considered in language assessments and 

could be harnessed in speech and language therapy interventions (Stahl & Van Lancker 

Sidtis, 2015). For instance, Helm & Barresi (1980) advocated the use of residual 

utterances in intervention for severe NFA. 

An idiosyncratic function of IDK was observed for one speaker with NFA in this 

dataset, namely to simply take a turn. For BL, IDK appears to be a resource to 

contribute to a conversation, where – similar to other functions in the turn 

constructional category – it regulates turn-taking rather than adding semantic content 

to a topic. However, in some instances, semantic weight was added to BL’s turns 

constructed using IDK by the addition of a gesture. It should be noted that not every 

instance of BL’s IDK tokens could be assigned to a function. There were some tokens 

where the function was unclear. Hence, although the present study indicates that IDK 

is a useful conversational resource for speakers with NFA, it may be difficult to assign 

a function to some uses of IDK, especially in more severe aphasia. 
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3.8. Conclusion 

 

The observation of more strongly collocated word combinations in speakers with 

aphasia supports a usage-based view of language processing. Just as many speakers 

with aphasia are able to retrieve familiar single words, they can also retrieve familiar 

multi-word utterances such as IDK. 

This study suggests that identifying common word combinations in aphasic talk, 

with help of a frequency-based approach, is useful to characterize and evaluate the 

grammatical behaviour of individuals with aphasia. IDK was used in different 

communicative situations as a relatively fixed, yet effective conversational tool with a 

functional profile that seems to be adjusted to the turn construction difficulties 

associated with aphasia. 
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4. Study 2: The recognition of familiar collocations in 

aphasia 

 

4.1. Introduction 

 

Psycholinguistic research with adults demonstrates that patterns such as familiar 

collocations are building blocks that are processed more efficiently compared to less 

familiar word combinations. Conklin & Schmitt (2012) reviewed studies that 

investigated the processing of high-frequency phrases and collocations. Results 

revealed that speakers recognize FEs faster and recall them more accurately relative to 

matched, less frequent counterparts (section 2.2). This has been found especially for 

native speakers, indicating that neurotypical adults are sensitive to frequency and 

predictability information at the phrase level (Siyanova-Chanturia & Martinez, 2015). 

More recent studies have replicated and expanded the findings reviewed by Conklin 

& Schmitt (2012). An eye-tracking study by Sonbul (2015), using an off-line task 

(typicality rating) and on-line reading measures, found collocation effects in both 

native and non-native speakers of English and in both paradigms. Using eye-tracking, 

Vilkaite & Schmitt (2017) tested whether non-adjacent verb-noun collocations (e.g., 

“provide some of the information” instead of “provide information”) elicit facilitatory 

effects. Native speakers showed a processing advantage for both adjacent and non-

adjacent collocations, whereas non-native speakers showed facilitation only for the 

adjacent collocations. Moreover, Siyanova-Chanturia et al. (2017) demonstrated that 

binomials (e.g., “knife and fork”) are processed differently from matched, less frequent 

but semantically associated noun pairings (e.g., “spoon and fork”). Importantly, this 

difference was only found when the binomials were presented with the conjunction 

“and”, but not without it, suggesting that the prefabricated form and language 

experience determines this effect. Novel evidence of AoA effects on processing times 

for multiword sequences (early- versus late-acquired trigrams) in adults comes from 

Arnon et al. (2017). Thus, there is a growing evidence base of the effects of usage-

based variables on language processing (both production and comprehension, see 

Siyanova-Chanturia & Martinez, 2015) across different neurotypical speaker groups. 
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The reported studies address underlying mechanisms for the processing 

advantage of high-frequency phrases and collocations, including speeded computation 

versus holistic processing (e.g., Tremblay et al., 2011), semantic relatedness versus 

frequency effects (Durrant & Doherty, 2010; Sonbul, 2015), spreading activation 

between the first and second element of a collocation (Collins & Loftus, 1975; Vilkaite 

& Schmitt, 2017), and easier semantic integration of familiar phrases as well as pre-

activation of a mental template of a phrase (Siyanova-Chanturia et al., 2017). 

However, the cognitive basis of familiar collocations is yet to be fully determined.8 

Usage-based grammar theories can serve as a framework to explain these 

facilitatory effects (Dąbrowska, 2014b; Vilkaite & Schmitt, 2017). Since collocations 

emerge through repeated use, greater linguistic experience is linked with greater 

collocational knowledge. Dąbrowska (2014b) designed an instrument, the ‘Words that 

go together’ test (WGT), to assess individual speakers’ collocational knowledge, using 

a multiple choice format. Participants were asked to select the most familiar 

collocation from five similar phrases (e.g., “odd remark”, “peculiar remark”, “queer 

remark”, “unnatural remark”, “weird remark”). Stimuli were derived from a 

collocations dictionary, and had an overall frequency of at least 5 in the BNC and a 

minimum MI-score of 4. Based on a group of 80 adult participants, performance in the 

WGT was strongly correlated with measures of language experience (education level, 

vocabulary size, self-reported reading). Unexpectedly, collocational knowledge was 

found to peak at around 32 years of age, and to decrease from approximately 50. 

Moreover, Dąbrowska (2014b) correlated performance in the WGT with corpus-

derived measures of association strength (including MI- and t-scores), but did not find 

a significant relationship with any corpus variables. While these findings support 

usage-based assumptions, i.e., that more linguistic experience links to greater 

collocational knowledge, the lack of a relationship between association measures and 

WGT performance raises questions about whether corpus-derived collocations are 

represented in a speaker’s mind. 

                                                           
8 It should be noted that the reported studies investigated the processing of different types of 

FEs, including high-frequency phrases, binomials, lexical bundles and collocations. Thus, 

the stimuli represented a heterogeneous set regarding properties such as length and 

transparency of meaning. 



84 
 

Despite the interest in the processing of familiar collocations in neurotypical 

participants, most of the reported studies tested younger adults only. In contrast, little 

work has been conducted to study the processing of strongly collocated phrases in 

older adults or participants with aphasia (PWA). Thus, this study seeks to shed light 

on facilitatory effects of familiar collocations in three participant groups: younger 

adults, older adults and PWA. Specifically, it will be tested whether sensitivity to 

collocation strength is seen in recognition. 

While familiar collocations have attracted little attention in aphasia research, 

there is evidence that usage-based variables play an important role in single word- and 

sentence processing (Brysbaert & Ellis, 2016; DeDe, 2013; Gahl et al., 2003; Huck et 

al., 2017; Kittredge et al., 2008; Knilans & DeDe, 2015). For instance, Knilans & 

DeDe (2015) investigated sensitivity to structural frequency during sentence reading. 

They found that PWA were sensitive to the frequency of syntactic structures, as 

measured by eye-tracking during reading (more frequent) subject- and (less frequent) 

object clefts (e.g., “It was the father that entertained the baby during the party last 

week” versus “It was the baby that the father entertained during the party last week”). 

This finding was based on longer reading times at the second noun phrase of object 

cleft sentences. These results suggest that PWA are sensitive to frequency information 

during sentence comprehension, and supports previous findings on verb bias in aphasia 

(e.g., DeDe, 2013, see also Chapter 2). Moreover, Mondini, Jarema, Luzzatti, Burani, 

& Semenza (2002) explored the processing of compounds, i.e., units that are spelled 

as two words and thus reflect a collocation with a unitary meaning (e.g., “red cross”). 

The study examined noun-adjective gender agreement in non-compound structures 

like “vecchia donna” (old woman), in comparison to agreement in compounds like 

“prima donna” in two Italian-speaking participants with NFA. Three off-line tasks 

were administered: a completion task, a reading task and a repetition task, with and 

without embedding of compound and non-compound structures into a sentential 

context. Both participants performed better on compounds than on non-compound 

structures/novel combinations. While the authors suggested that compounds can be 

accessed as one large unit, this whole-word retrieval could not explain all results. Thus, 

their model is in line with a processing framework involving two routes, i.e., whole-

word- and morphemic constituent access (Mondini, Luzzatti, Saletta, Allamano, & 

Semenza, 2005). There is some suggestion that PWA, as compared to individuals with 



85 
 

RHD, perform better on the recognition of idioms (e.g., “while the cat’s away the mice 

will play”) in an off-line, auditory picture-matching task (Van Lancker & Kempler, 

1987). Study 1 of this thesis indicated that the inventory of residual bi- and trigrams in 

speakers with Broca’s aphasia may (at least partially) be shaped by usage-based 

variables such as phrase frequency and collocation strength. These investigations point 

to an influence of frequency and familiarity of multiword utterances and relatively 

complex structures (e.g., compounds, idioms) on language production and 

comprehension in aphasia. 

Taken together, there is evidence suggesting that structural frequency influences 

sentence processing in aphasia and that familiar phrases such as idioms may be 

processed differently by PWA. However, it is unknown whether listeners with aphasia 

show a processing speed advantage of strongly collocated word combinations over 

matched control phrases. To examine the sensitivity to collocation strength on auditory 

word recognition, the current study developed a word monitoring task (WMT). 

The word monitoring paradigm is an example of an on-line task. In contrast to 

off-line tasks (for instance employed by Mondini et al., 2002, and Van Lancker & 

Kempler, 1987), on-line experiments enable real-time analysis of language processing 

(Shapiro, Swinney, & Borsky, 1998). In the word monitoring paradigm, the participant 

reacts to a pre-specified target word as quickly as possible once it is encountered in a 

sentential context, by pressing a button (Tyler, Moss, Patterson, & Hodges, 1997; for 

an overview of the paradigm, see Kilborn & Moss, 1996). This implicit, computerised 

reaction-time task which taps into real-time processing, allows investigators to study 

whether participants are sensitive to words embedded in collocations, as compared to 

the same words appearing in less collocated or familiar structures (e.g., Sosa & 

MacFarlane, 2002). 

A WMT consists of two parts. First, the participant is presented with a target 

word, followed by a sentential context in which the target word is embedded (e.g., 

Marinis, 2010; Tyler et al., 1997). The participant is asked to press a response key as 

soon as the target word is encountered in an auditorily-presented sentence. Thus, 

precise determination of the target onset is required to ensure accurate measurement 

of monitoring latencies. Words that start with a plosive, a fricative or an affricate are 

best suited for accurate determination of onset points in a sentence (Phonetics for Word 
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Monitoring manual; Brekelmans & Meitanis, 2016, unpublished manuscript). The task 

itself can include three types of sentences: experimental sentences, filler sentences and 

catch trials (Marinis, 2010). Experimental sentences include the target words of 

interest (e.g., “cake”  “They baked a cake on mother’s day”). Filler sentences include 

distractor items, so that the participant is unaware of the purpose of the research (e.g., 

“soon”  “Let’s go home soon and relax”). Catch trials are sentences in which a target 

word does not occur, which means that the participant should not press a button at all 

(e.g., “lunch”  “He was thrilled to be invited”), to ensure that participants pay 

attention to the sentences rather than pressing a button without carefully listening. 

Since the WMT can be used with participants with normal (or corrected) 

sight/hearing, but is focused on spoken language, it is suitable for analysis of auditory 

processing in a number of populations, including children (Tyler & Marslen-Wilson, 

1981), neurotypical adult speakers (Sosa & MacFarlane, 2002), adults with 

progressive aphasia (Tyler et al., 1997), and adults with non-progressive, stroke-

related aphasia (Baum, 1989; Friederici, 1983, 1985; Tyler, 1985; Tyler & Cobb, 1987; 

Wayland, Berndt, & Sandson, 1996). In the past, WMT studies with PWA focused on 

word recognition based on different syntactic cues, or the disruption of language 

processing within ungrammatical sentence contexts. 

This study investigated the main research question: Are PWA, as compared to 

an age-matched control group, sensitive to collocation strength within trigrams? A 

second objective was to explore whether younger and older adults show a similar 

degree of sensitivity to collocation strength. Collocations for the WMT were derived 

from a normative corpus, the spoken BNC. The main prediction was that neurotypical 

adults (both younger and older) and PWA should show a processing speed advantage 

for strong collocations when compared to their weaker collocational counterparts. This 

prediction was based on the presence of frequency effects in other areas of aphasic 

language processing (e.g., Kittredge et al., 2008), and frequency and familiarity effects 

at the sentence level during comprehension and recognition in PWA (Knilans & DeDe, 

2015; Van Lancker & Kempler, 1987). A third objective of this study was to explore 

the relationships between on-line processing of collocations and performance on 

standard clinical off-line tasks such as the Test for Reception of Grammar – Version 2 

(TROG-2, Bishop, 2003) and the Boston Naming Test (BNT, E. Kaplan et al., 2001). 
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In addition to the implicit WMT, an explicit cloze task was devised for use in 

this study with the aim to quantify a participant’s ability to predict the final word of a 

familiar collocation, based on a constrained semantic context. Cloze tasks require a 

participant to complete an incomplete sentence. For a detailed explanation of the 

development of cloze tasks and their relevance to psycholinguistics, see Shaoul, 

Baayen, & Westbury (2014, p. 4 ff). In the current study, the cloze task mainly acted 

as a filler task between two word monitoring lists (section 4.2.3.4). In addition, it 

allowed for comparison of collocation processing in on-line and off-line environments 

and across input and output modalities. The WMT and cloze task were piloted based 

on a convenience sample of neurotypical adult participants to explore the feasibility of 

the protocol and to ensure that the WMT conditions elicited robust effects. This pilot 

work is outlined in section 4.2. Next, the experiment was made accessible for PWA. 

Section 4.3 presents the main study, where two group comparisons took place: younger 

versus older adults, and PWA versus an age-matched control group. 
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4.2. Pilot study 

 

The main aims of the pilot study were to find out whether: 

a) stronger collocations elicit a facilitatory effect as measured by a shorter reaction 

time (RT) in stronger compared to weaker collocations of trigram pairs; 

b) monitoring latencies are correlated to t-score difference of a trigram pair (i.e., 

whether monitoring latencies vary depending on how strongly associated a trigram 

is compared to its counterpart); 

c) the cloze task elicits acceptable cloze probabilities. 

 

4.2.1. Study design 

 

The pilot study used a within-subject, repeated measures design with one 

dependent variable (normalized RT to target words) and one independent variable 

(experimental condition: first- versus second-word manipulations, see section 4.2.3.1). 

The performance in an explicit task of the production of familiar collocations (cloze 

task) was also investigated. 

 

4.2.2. Participants 

 

Ten native speakers of English (7 female, 3 male) were recruited via opportunity 

sampling. Mean age of the participants was 28.7 years (SD = 5.5; age range: 21 to 38 

years). All participants gave written informed consent prior to taking part in the study. 

Approval for this study was given by the UCL Division of Psychology and Language 

Sciences Research Ethics Committee (LC/2013/05). 
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4.2.3. Materials 

 

An implicit WMT and an explicit cloze task were developed. In the following 

sections, the development and structure of each will be outlined. 

 

4.2.3.1. WMT stimuli 

 

Trigrams with a final noun starting with /p/, /b/, /t/, /d/, /k/, /g/, /s/, /z/, /f/, /v/, 

/tʃ/ or /dʒ/ were derived from the spoken subcorpus of the BNC. All trigrams occurred 

within the 500 most frequent trigrams ending with a noun and thus would be likely to 

be familiar to native speakers of English. Next, the trigrams (representing stronger 

collocations) were paired with weaker collocational counterparts, following the steps 

outlined in Table 4.1. In sum, 36 trigram pairs were generated. Half of these 

represented first-word-, the other half second-word manipulations (e.g., “from this 

point” versus “at this point”; “a great deal” versus “a fair deal”). The underlying 

phrase structure of the stronger and weaker collocations was identical in 33 of 36 

trigram pairs. For three pairs, structural changes had to be made (see Table 4.1). 

Appendix B.1 gives an overview of phrase structures. All stimuli represented 

grammatically well-formed and semantically plausible phrases. In first-word 

manipulations, 14 of the 18 critical words represented prepositions (78%), and the 

remaining were one verb (6%), two determiners (11%) and one noun (6%), while in 

second-word manipulations, 12 of 18 (67%) critical words represented determiners, 

one word was a preposition (6%), and in the remaining five pairs (28%), adjectives 

were manipulated (out of the adjectives, two represented structural exceptions, see 

Table 4.1, step 3d). 
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Table 4.1: Steps to derive WMT stimuli 

Step Description Examples 

1) 500 most frequent trigrams (=stronger collocations) with 

noun as a final constituent 

(i.e., [any word] + [any word] + [noun]) derived from the 

spoken subcorpus of the BNC 

at the moment 

a long time 

on the table 

2) Target word starts with a plosive, fricative or affricate a long time 

3) Find weaker collocation counterpart by modifying first or 

second constituent of the trigram 

a long time vs 

a nice time; 

on the table vs 

up the table 

3a) Raw phrase frequency of counterpart (weaker collocation) below 20 

Exception: "a nice time" (weaker collocation), raw frequency = 22 

3b) Stronger and weaker collocation matched for number of syllables of modified 

constituent 

3c) First / Second constituent matched for unigram frequency category: 

NB arbitrary frequency categories (1000-10000; >10000) 

3d) Word class of modified constituent matched 

Exceptions: 

 “a little bit”    “a lovely bit”: 

 article + quantifier + noun  article + adjective + noun 

 “the other day”   “the only day” 

 article + determiner + noun  article + adjective + noun 

 “go to sleep”   “have to sleep” 

verb + preposition + noun  verb + to-infinitive + verb 

 

Trigram t-scores ranged from 9.3 to 41.4 (median = 12.9) in stronger 

collocations and 1.4 to 4.6 (median = 2.2) in weaker collocations, representing a highly 

significant difference, W = 1296, p < .001, rank-biserial correlation, rB = 1.0 (large 

effect).9 The following variables were controlled across first- and second word 

manipulations: 

                                                           
9 For the Mann-Whitney U test, JASP reports Wilcoxon’s W and uses rank-biserial 

correlation as a measure of effect size, with the following conventions: rB < 0.1 (trivial 

effect), rB = 0.1 (small effect); rB = 0.3 (medium effect); rB = 0.5 (large effect; Goss-

Sampson, 2018). 
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 The t-score differences of the 18 pairs of first-word manipulations (mean 

trigram t-score difference = 11.62, SD = 4.56) and second-word manipulations 

(mean trigram t-score difference =14.34, SD = 8.04) did not differ: W = 137.5, 

p = .448, ns, rB = - .151 (small effect). 

 Target word frequencies (based on the spoken BNC) in the two experimental 

conditions (first- versus second-word manipulations) did not differ 

significantly, as indicated by a Mann-Whitney U test: W = 113, p = .126, ns, 

rB = -.302 (medium effect). 

 Position of target word in the sentences: Every trial consisted of two sentences, 

a ‘lead-in’ or ‘scene-setting’ sentence (Marslen-Wilson & Tyler, 1981) 

creating the context, and a test sentence including the trigram of interest. The 

target word always occurred in the second sentence (in line with Marinis, 2010; 

Marslen-Wilson & Tyler, 1980), but varied in its position. Considering all 

words across scene-setting and test sentences (ranging from 11 to 23 words), 

target words ranged from position 7 (i.e., 7th word) to 17. When comparing 

first- and second-word manipulations, there was no significant difference in 

target position (t(34) = -.45, p = .65, ns, d = .15, trivial effect). The positions 

of target words in the test sentences varied from position 3 to 10. There was no 

significant difference in the position of the target word in the test sentences 

when comparing first- and second-word manipulations (t(34) = -.53, p = .602, 

ns, d = -.18, trivial effect). Between stronger and weaker collocations (across 

first- and second-word manipulations), the position of the target word was held 

constant. 

The frequency of the critical word (e.g., “long”/“nice” in “a long time” / “a nice 

time”) was controlled. As described in Table 4.1, arbitrary frequency categories were 

defined. A post-hoc analysis of the log word frequencies of the critical words in the 

stronger versus weaker collocations using Mann-Whitney U test, however, suggests a 

significant difference between the two lists in first-word manipulations, W = 226.5, p 

= .042, rB = .398 (medium effect), with a mean log frequency of the critical words in 

stronger collocations of 4.85 (SD = .58) and 4.57 (SD = .63) in weaker collocations. 

This was likely driven by the highly frequent function word “in”, which was the critical 

word in seven of the 18 stronger collocations. In second-word manipulations, the log 

frequency of critical words did not differ significantly between stronger (M = 4.73, SD 
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= .79) and weaker (M = 4.35, SD = .69) collocations, W = 199.5, p = .240, ns, rB = 

.231 (small effect). 

In addition to the 36 trigram pairs, a number of distractor items were added. 

Binomials such as “salt and pepper” or “fish and chips” were identified in the spoken 

BNC. Next, for each binomial (N = 12), a less common but semantically related 

counterpart was created (e.g., “juice and pepper” or “bread and chips”). The reason 

for choosing binomials was to shift the attention of the participant to those items, as 

they are more salient compared to the trigrams in first- and second-word manipulations 

(i.e., to make participants unaware of the purpose of the experiment). There were 

insufficient frequency data available for these pairs because many of the less common 

noun pairings did not occur in the spoken BNC. 

In total, the WMT consisted of 48 sentence pairs (96 trials), divided into 18 pairs 

with first-word-manipulations (37.5% of all trials), 18 pairs with second-word-

manipulations (37.5% of all trials) and 12 binomials pairs (25% of all trials). Four 

representative examples of each condition have been chosen to illustrate the nature of 

the sentence pairs. These are presented in Table 4.2. A full list of the stimuli can be 

found in Appendix B.2. 
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Table 4.2: Examples of sentences in each condition. 

Experimental items Distractor items 

First-word-manipulations (n=18 pairs) Second-word-manipulations (n=18 pairs) Binomials (n=12 pairs) 

Stronger collocation Weaker collocation Stronger collocation Weaker collocation Binomial Less common noun 

pairing 

It's a tricky situation. The 

lorry round the CORNER 

of the side street was 

parked there since 

yesterday. 

It's a tricky situation. The 

lorry near the CORNER of 

the side street was parked 

there since yesterday. 

We went to the restaurant 

yesterday. We had a little 

BIT of fish and some 

potatoes. 

We went to the pub 

yesterday. We had a lovely 

BIT of fish and some 

potatoes. 

Peter looked great. 

He had his best shirt 

and TIE on. 

 

Andrew looked 

great. He had his 

best hat and TIE on. 

 

I'm interested in wildlife 

photography. There is a 

great exhibition in the 

COUNTRY next to Brazil. 

I'm interested in ceramic 

sculptures. There is a great 

exhibition from the 

COUNTRY next to Peru. 

 

Your plan looks good. Six 

weeks is a long TIME for 

travelling in Italy. 

Your plan looks good. Eight 

weeks is a nice TIME for 

travelling in Australia. 

It's a great place. I 

love the fish and 

CHIPS served in this 

pub. 

 

It's a great place. I 

love the bread and 

CHIPS served in this 

pub. 

 

I think your shopping trip 

was a success. The chair in 

the GARDEN is 

comfortable. 

 

I think your shopping trip 

was a success. The chair 

for the GARDEN is 

beautiful. 

 

I have checked the 

radiator. I would say there 

is a hundred PERCENT 

chance that it works. 

I have checked the radiator. 

I would say there is a twenty 

PERCENT chance that it 

works. 

 

I don't like this 

picture. The bride and 

GROOM both look 

tired. 

 

I don't like this 

painting. The horse 

and GROOM both 

look tired. 

 

The new hotel looks 

massive already. At this 

POINT, I even think it is 

higher than the church. 

 

The new building looks 

massive already. From this 

POINT, I even think it is 

higher than the city hall. 

 

We might move to South 

London. There was a 

balcony in the first PLACE 

that we saw yesterday. 

We might move to 

Southampton. There was a 

balcony in the one PLACE 

we saw yesterday. 

 

This is a great 

barman. I want to go 

and get gin and 

TONIC for all of us. 

 

This is a great 

barman. I want to go 

and get lime and 

TONIC for all of us. 

 

Target words are highlighted in capitals; trigrams are underlined.
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Across the three sentence conditions, the positions of targets were varied to avoid 

participants developing expectations regarding target position. The position of target 

words in all 48 pairs ranged from word 3 to word 10 (in the test sentence). Figure 4.1 

shows the distribution of the target word positions across all conditions. 

 

 

Figure 4.1. Distributions of target word positions in test sentences (i.e., the second 

sentence in each trial) across all 48 WMT pairs. 

 

The words and sentences were recorded in a sound treated room at UCL, using 

the program ProRec (version 2.2, Huckvale, 2016; downloaded in June 2016). A 

female native speaker of English produced the target words and the sentential contexts 

of both the experimental and the distractor sentences with natural prosody. The 

subsequent .wav-files were separated using the Audio Segmentation tool implemented 

in ProRec. Files were converted to mono sounds using Praat, and then each sentence 

was analysed in Praat to detect the target words’ onset point within each sentence. 

Most of the target words (N = 32) started with a plosive, 12 target words started with 

a voiceless fricative, three with an affricate, and one item started with the voiced 

fricative [v]. The onset point was defined as the release burst of the initial plosive 

(Grosjean, 1980) or the start of turbulence (i.e., frication) for the fricatives/affricates. 

Both the waveform and the spectrogram were used for determining onset points. 

Figure 4.2 illustrates this procedure for the plosive-initial target “table”. In a last step, 



95 
 

each recording was set to the same intensity (70.0 dB). The principles outlined in the 

Phonetics for Word Monitoring manual (Brekelmans & Meitanis, 2016) were followed 

during this procedure. 

IRR of onset points was determined with the help of a second rater (R2 from 

study 1). Ten stimulus pairs (20.8%) were randomly selected (using the RANDOM 

function in Excel). R2 determined the onset points for the 20 target words, applying 

the same conventions as rater 1 and blind to rater 1’s values. There was an average 

difference between raters’ onset points of 1.51 ms (SD = 1.68, range: -3.10 to 3.06). 

An independent t-test (two-tailed) revealed a non-significant difference between the 

onset points determined by the two raters (p = 0.996). 
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Figure 4.2. Determining the onset point of the target word “table” in: “I’ve seen a spider. It was crawling on the table in the living room.”    

The red line visualises the onset of the target word. 
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The 96 stimuli were counterbalanced into two lists. Each list contained the same 

number of stronger and weaker collocations. The trigram and binomial pairs were 

allocated to the different lists so that members of a pair never occurred in the same list. 

Similarly, half of the first- and second-word manipulations, respectively, were 

allocated to one list and half to the second. Sentences within each list were presented 

in pseudorandom order. Participants were presented with both stimulus lists, but in 

counterbalanced order with half hearing List 1 first (participant 1, 3, 5 etc) and half 

List 2 (participant 2, 4, 6 etc). Before the experimental items in each list, participants 

were presented with four practice items. These items were taken from Zimmerer et al. 

(2017) and probed constructions which were not tested in the current study. 

 

4.2.3.2. WMT procedure 

 

The WMT was programmed with DMDX software (version 5.1.3.4, Forster & 

Forster, 2003). The experiment was run on a Lenovo laptop. Participants were 

presented with the following written instruction (centred) on the laptop screen: 

“You will first see and hear a word. Keep that word in mind as you listen to the 

sentences that follow. Click the mouse as soon as you hear the word in the sentence. 

Be as quick and accurate as possible.” 

The written form of the target word, together with its auditory form, was 

presented to the participant. This was followed by a 2 second blank screen inter-

stimulus interval after which the stimulus sentence was presented in auditory form. 

Participants were asked to use their dominant hand and press a response button (mouse 

button on laptop keyboard) when the target word was detected. RT was measured in 

milliseconds from the beginning of the scene setting sentence. After the auditory 

string, the screen went blank. The inter-trial interval was set at 3 seconds after the 

button press. Timeout criterion was set at 30 seconds. 

After the four practice items, participants were presented with 48 trials. After 

half of these, the participant could choose to take a self-timed break. 
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4.2.3.3. Cloze task stimuli 

 

The stimuli for the cloze task were derived from Van Lancker Sidtis & Rallon 

(2004, p. 22 ff), who extracted FEs from the American screenplay ‘Some Like It Hot’ 

by Wilder and Diamond (1959; see Wilder & Diamond, 1990). A total of twenty 

familiar collocations, representative of everyday conversational formulas, were 

selected. For each of those, a sentential context was generated, in which the final word 

was omitted. For example, “Caroline just finished reading a bedtime story to her 

children. When she leaves their room, she says: Good ________” [target: NIGHT]. 

More example items are presented in Table 4.3. The full stimulus list can be found in 

Appendix B.3. 

 

Table 4.3: Example cloze task items 

Item 

number 

Sentences Target 

word 

1 The train is about to depart. 

The station master shouts at the last few passengers: 

“All _________!” 

aboard 

10 Mary asks Hannah what time the concert starts. 

Hannah says: “I’m not quite _____________.” 
sure 

15 Anna arrives at the birthday party and meets Jane for the first 

time. 

She says: “Pleased to meet ___________.” 

you 

17 Carol asks the policeman if she should go left or right. 

He points to the right and says: “This ___________.” 
way 

 

The stimuli were recorded under the same conditions as the WMT stimuli 

(Section 4.2.3.1). A female native speaker of English read out the sentences without 

the final word, but with prosodic contour indicating continuation. 
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4.2.3.4. Cloze task procedure 

 

The cloze task served as a filler task to reduce awareness of the paired nature of 

the WMT. It was designed to elicit a one-word response and aimed to assess the 

participant’s ability to complete familiar collocations, given a constrained and 

plausible context. After listening to the incomplete sentence, the participant was asked 

to say the first word that comes to mind that completes the sentence. Appendix B.3 

includes the cloze task score sheet. The instructions were: 

“You will now listen to sentences. In the final sentence that you hear, the final 

word is missing. That means it is incomplete. I would like you to complete this sentence 

with the first word that comes to your mind that makes the sentence complete and 

logical. It is important that you only say one word. Are you ready?” 

For an answer that matched the expected target word, the participant received a 

score of 1. The same score was given for the expected word after self-correction. If the 

participant responded with an unexpected word or gave an “I don’t know”- or no 

answer, a score of 0 was given. Repetitions were given if the participant asked for 

them, if there was no response after approximately 5 seconds, or if the participant 

responded with more than one word. 

 

4.2.4. Pilot procedures 

 

Participants were tested individually and, after they were briefed on the purpose 

of the study, they gave informed consent. Next, one WMT list was presented, followed 

by the cloze task. Finally, the second WMT list was presented. At the end of the 

session, the participant was asked what they thought the experiment was evaluating in 

order to determine degree of explicit awareness of the stimuli within the WMT. The 

whole procedure took between 25 and 30 minutes. 
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4.2.5. Pilot data analysis 

 

For the WMT, it was predicted that stronger collocations should decrease 

monitoring latencies (i.e., speed up the button press) in comparison to weaker 

collocations. The dependent variable, normalized RT difference (z-score difference) 

of a trigram pair, should be larger than zero (= facilitatory effect). Both first- and 

second-word manipulations should elicit a facilitatory effect. Similarly, for distractor 

items, monitoring latencies should be shorter for binomials compared to their less 

common counterparts. The participants’ answers in the cloze task were predicted to 

represent the expected target words. Various definitions of acceptable cloze 

probabilities were found, varying between .4 and .9 (Block & Baldwin, 2010). For the 

current study, a minimum cloze probability of .8 was regarded as acceptable. 

Raw RTs from the DMDX output files and the determined onset points for each 

target word were copied into an Excel spreadsheet and further processed as illustrated 

in Table 4.4. Extreme values were removed based on the intra-individual average RT 

(RTs greater than 2 SDs from the individual mean RT, in line with Baum, 1989), and 

the RTs were standardised for each subject by transforming raw RTs into z-scores 

(Table 4.4). 

The dependent variable in the subsequent analysis was z-score difference per 

trigram pair (see Table 4.4 for detail on their calculation). After the z-score differences 

were generated, further analyses were made with the program JASP ( versions 0.7.5.6, 

0.8.0.0 and 0.8.1.2; JASP Team, 2017, https://jasp-stats.org/), a statistical program that 

can be used for traditional, frequentist analyses such as t-tests and ANOVAs, but that 

was mainly developed for performing Bayesian tests using Bayes Factors (BFs; for an 

introduction to JASP, see Wagenmakers et al., 2017, and Goss-Sampson, 2018; for an 

overview of the differences between Bayesian and frequentist statistical procedures, 

see Dienes, 2011). 

A BF describes how likely data are to arise from one compared to another model. 

As explained in Marsman & Wagenmakers (2017, p. 550), “when the Bayes factor 

BF10 equals 20, the data are 20 times more likely under H1 than under H0”. A BF10 of 

larger than 3 supports evidence for H1, BFs10 ranging between 1 and 3 can be regarded 
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as anecdotal evidence for H1, a BF10 around 1 points to equal support for both 

hypotheses (i.e., no evidence), and a BF10 of less than 1/3 indicates that there is 

evidence for H0 (Wagenmakers et al., 2017). 

As JASP is still under development, some features (for example building specific 

graphs) were not yet available. In these cases, SPSS (version 21 and 22) was used. 

Facilitatory effects were determined based on t-tests against 0, and a t-test for paired 

samples was used for comparing first- and second-word manipulations. Effect sizes 

for t-tests will be reported by using Cohen’s d (< 0.2 = trivial, 0.2 = small, 0.5 = 

medium, 0.8 = large effects; Goss-Sampson, 2018). 

 

Table 4.4: Pre-processing steps for WMT data 

 

Step Column Explanation 

1 H Raw RT from DMDX output (in milliseconds) 

2 J Onset point as determined in Praat (in milliseconds) 

3 K Raw RT (column H) minus target onset point (column J) 

4 L Remove early responses, i.e., values in column K that are below 0 

5 Calculate average and SD based on column L 

6 M 
Remove outliers, i.e. values that are below and above 2 SDs of individual 

average, as calculated in step 5 

7 Calculate average and SD based on column M 

8 N 

Calculate z-scores based on raw RT (column M), average RT and SD RT from 

step 7: 

𝑧 =
𝑅𝑇𝑟𝑎𝑤 − 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑇

𝑆𝐷 𝑅𝑇
 

9 O 

z-score difference between weaker and stronger collocation 

e.g. item 12 (weaker collocation) – item 11 (stronger collocation) 

 positive z-score difference indicates faster RT in stronger collocation 

 negative z-score difference indicates faster RT in weaker collocation 
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4.2.6. Results 

 

The WMT elicited facilitatory effects in each of the three conditions, a result that 

was in line with the prediction that z-score difference of a trigram pair should be 

different from zero and positive. A detailed overview of the z-score differences by 

trigram pair and participant is presented in Appendix B.4. Second-word-manipulations 

elicited an average z-score difference of .55 (SD = .34), indicating a large effect for 

those trigrams in which the second unit was modified (one-sample t-test against 0: t(9) 

= 5.17, p < .001, d = 1.63, large effect). A smaller, but still positive z-score difference 

was found for first-word-manipulations (M = .26, SD = .18). A one-sample t-test 

indicates that there was a significant difference from 0 (t(9) = 4.59, p = .001, d = 1.45, 

large effect). Participants’ average z-score differences were analysed to investigate if 

facilitation was dependent on experimental condition. A paired samples t-test showed 

that the difference between first- (M = .26; SD = .18) and second-word manipulations 

(M = .55, SD = .34) was significant, t(9) = -2.651, p = .026, d = -.838 (large effect). In 

the distractor condition (binomials), the participants showed a z-score difference of 

.51 (SD = .44). A one-sample t-test (against 0) indicated a large effect of manipulating 

binomial pairs (t(9) = 3.67, p = .005, d = 1.16). 

Further investigation of the facilitatory effect, found in the 36 pairs of first- and 

second-word manipulations, revealed a positive but non-significant relationship 

between t-score difference (i.e., the difference between the t-score of the stronger and 

the weaker collocation) and z-score difference, r = .06, p = .369, ns. A greater t-score 

difference was related to a slightly higher average z-score difference. However, raw 

trigram t-score differences were ranging between 7 and 22 and an outlier t-score 

difference of 40 biased the scatterplot so that it did not resemble a linear relationship. 

Therefore, t-score differences were ranked (using the RANK function in SPSS), and a 

correlation was performed with ranked t-score differences and average z-score 

differences, again with r = .06, p = .368. Both correlation plots are shown in Appendix 

B.5. A Bayesian analysis (‘Bayesian Correlation Pairs’ in JASP) of ranked trigram t-

score differences and item-based average z-score differences revealed a BF10 of .28 in 

favour of H1, reflecting moderate evidence in favour of H0. A Bayesian robustness 
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check indicates that a Beta prior width varying between 0.5 and 2 is in accordance with 

moderate evidence in favour of H0. 

While half of the cloze task items (n = 10) elicited a cloze probability of 1, and 

7 items had cloze probabilities of ≥ .8, there were 3 items with a cloze probability 

below .8. These were “help yourself”, “get out of here”, and “that’s alright”. For “get 

out of here”, only four participants answered with the expected word, and only two 

produced the expected answer for “that’s alright”. For item #6 (“help yourself”), the 

answers varied between the expected words “yourself” / “yourselves” (N = 7), and the 

unexpected word “me” (N = 3). Appendix B.6 gives an item overview across the group. 

 

4.2.7. Discussion 

 

A WMT was developed to investigate real-time processing of collocations, and 

piloted with a small group of neurotypical adults. The results showed that in both 

experimental conditions, word recognition was facilitated in stronger compared to 

weaker collocations. This effect was relatively small in first-word manipulations and 

became significantly stronger for second-word manipulations. A large effect was 

observed in the distractor condition, binomials. This was an expected finding as these 

items are more salient compared to the experimental items. Seven of the 10 participants 

reported at the end of the testing session that they thought the experiment was 

investigating effects around common noun pairings, which confirmed that binomials 

drew away participants’ attention from first- and second-word manipulations. 

While these results suggest that the current WMT is appropriate for use with a 

larger sample, some methodological refinements were introduced in order to make the 

task more suitable for PWA. One refinement was to include pictures accompanying 

the WMT instructions on the computer screen, to make them easier to understand. It 

was expected that PWA may miss pressing the button more frequently than the 

participants tested in the pilot study, due to sentence processing difficulties. As a 

consequence, the duration of the timeout interval was shortened to ensure the 

experiment did not become too lengthy in the case of missing button presses. A 

fixation cross during intertrial intervals, and ellipses during auditory presentation of 
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the sentences were added to the WMT in the main study to maintain attention to the 

screen. 

Half of the cloze task items elicited a cloze probability of 1. However, three 

items (“help yourself”, “it’s alright”, “get out of here”) had a cloze probability below 

.8. Therefore, a larger sample of normative controls is needed to test whether these 

patterns are robust and if they are, ways of improving the task or scoring procedure 

should be developed. The items with relatively low cloze probabilities might indicate 

that these items represent semi-fixed formulas with more than one expected final word. 
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4.3.  Main study 

 

The main study used the pilot WMT and cloze task materials and procedures in 

order to answer the following research questions: 

 Is the degree of sensitivity to stronger collocations dependent on experimental 

condition (first- versus second-word manipulations)? 

 Are there age effects in the sensitivity to collocation strength (younger versus 

older adults)? 

 Within older adults, is there a relationship between education and sensitivity to 

collocation strength? 

 Do PWA show sensitivity to collocation strength (as compared to an age-

matched control sample, i.e., PWA versus older adults)? 

 Is sensitivity to collocation strength associated with t-score difference of trigram 

pairs? 

 Can the cloze task patterns found in the pilot study (i.e., acceptable cloze 

probabilities in at least seven items) be replicated with a larger normative 

sample? 

 For PWA, is sensitivity to collocation strength related to the ability to complete 

familiar collocations within a cloze task? 

 For PWA, is sensitivity to collocation strength related to performance in other 

off-line tasks? 

Based on the pilot study results, it was predicted that facilitatory effects would 

be stronger in second-word manipulations compared to first-word manipulations. It 

was predicted that facilitatory effects would be comparable across younger and older 

neurotypical groups, and across PWA and an age-matched control group. Moreover, 

there would be a positive correlation between educational level and facilitatory effects. 

Facilitation would also be positively correlated with t-score differences of trigram 

pairs. Another prediction was that a larger sample of neurotypical participants should 

show acceptable cloze probability levels for at least seven out of ten cloze task items. 

It was also predicted for the aphasic group that there would be a positive correlation 

between sensitivity to collocation strength in the on-line task and performance on the 
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cloze task. However, given that the task is confounded with output abilities (retrieving 

/ producing words), this effect may be masked by more severe output difficulties for 

some PWA. No specific predictions about the relationships of facilitation in the WMT 

and performance in other off-line tasks were made. The null hypotheses tested in the 

present investigation were: 

1) Sensitivity to collocation strength is equal in both experimental conditions 

across participant groups. 

2) Sensitivity to collocation strength is equal across younger and older adults. 

3) In older adults, education level is not correlated with sensitivity to collocation 

strength. 

4) Sensitivity to collocation strength is equal across PWA and the age-matched 

control group. 

5) Sensitivity to collocation strength is not correlated with t-score difference of 

a trigram pair. 

6) For PWA, there is no relationship between on-line processing of familiar 

collocations (sensitivity to collocation strength) and off-line processing of such 

word combinations (performance in the cloze task). 

7) For PWA, there is no relationship between sensitivity to collocation strength 

and performance in off-line tasks of language processing. 

 

4.3.1. Study design 

 

The present experiment with three groups (younger adults, older adults, PWA) 

used two mixed designs. The dependent variable was average z-score difference per 

condition by participant. The first condition by group ANOVA investigated ageing 

effects and consisted of one within-subjects factor (experimental condition with two 

levels, i.e., first- versus second-word manipulations) and one between-subjects factor 

(participant group with two levels, i.e., younger and older adults). Relationships 

between education and task performance were explored for older adults. In the second 
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condition by group ANOVA, the within-subjects factor stayed the same (condition), 

but the between-subjects factor ‘group’ consisted of PWA and older controls. 

Furthermore, relationships between on-line sensitivity to collocation strength and off-

line language processing were further investigated for the aphasic group. 

 

4.3.2. Participants 

 

Neurotypical younger adults (age range: 18-30 years) were recruited with help of the 

UCL participant management system SONA. The study was advertised as a 60-minute 

session consisting of several tasks that involved listening to and saying words. 

Participants received course credits in exchange for their participation. Older adults 

(40 years and older) who had not had a stroke or any other neurological illness were 

recruited from lab-internal volunteers list, an advert placed with the London chapter 

of the University of the Third Age, and SONA. PWA were recruited from a university 

research register. The participants in the older and aphasic groups were paid an hourly 

rate of £7.50. All participants gave informed consent to participate in the study. Ethical 

approval was given under the same project ID as the pilot study (LC/2013/05). 

In this way, 24 adults were recruited into the younger control group. Out of these, two 

were excluded as they were not mono- or bilingual speakers of English, or English was 

not the main language in childhood. The remaining 22 participants (18 female, 4 male) 

were between 18 and 30 years old, with an average age of 20.6 (SD = 3.1). Six were 

bilingual and the remaining 16 participants were monolingual speakers of English. All 

participants were undergraduate or postgraduate students at UCL (see Table 4.5 for 

demographic information). 
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Table 4.5: Younger control group (university students): participant characteristics 

ID Mono- / bilingual* Gender Age 

YC01 B f 20 

YC03 M m 23 

YC04 B m 23 

YC05 M f 18 

YC06 M f 21 

YC07 M f 26 

YC08 M f 18 

YC09 B m 20 

YC10 B f 19 

YC11 M f 19 

YC12 M f 20 

YC13 M f 25 

YC14 M f 18 

YC15 M m 19 

YC16 B f 18 

YC17 M f 18 

YC18 M f 19 

YC19 B f 20 

YC20 M f 21 

YC21 M f 19 

YC22 M f 30 

YC23 M f 18 

* Classified based on a pre-screen check via email 

 

A further 24 participants were recruited into the older control group. One 

participant was excluded because of a (self-reported) diagnosis of Parkinson’s disease. 

The remaining 23 participants (13 female, 10 male) were between 41 and 78 years old, 

with an average age of 62.7 years (SD = 10.4). One was bilingual (English and Polish), 

and 22 were monolingual speakers of English. The majority indicated their highest 

educational level to be ‘graduate studies’ (n = 14; 61%), followed by ‘postgraduate 

studies’ (n = 7; 30%) and ‘sixth form’ (n = 2; 9%). Participants reported either no 

hearing difficulties, or difficulties corrected with a hearing aid (see Table 4.6 for 

demographic information).  
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Table 4.6: Older control group: participant characteristics 

ID Mono- / 

bilingual 

Gender Age Education Handedness 

 

Highest level Years 

OC1 M m 72 Graduate studies 11 right 

OC2 M f 66 Postgraduate studies 19 right 

OC3 M m 62 Graduate studies 16 right 

OC4 M f 72 Graduate studies 14 right 

OC5 M f 64 Graduate studies 17 right 

OC6 M f 68 Sixth Form 12 right 

OC7 M f 75 Graduate studies 16 right 

OC8 M f 68 Graduate studies 15 right 

OC10 M f 77 Graduate studies 14 right 

OC12 M f 78 Graduate studies 13 right 

OC13 M f 70 Graduate studies 14 right 

OC14 M m 74 Postgraduate studies 20 right 

OC16 M f 62 Sixth Form 13 right 

OC17 M f 66 Graduate studies 16 left 

OC18 B f 62 Postgraduate studies 17 right 

OC19 M f 53 Graduate studies 10 right 

OC20 M m 41 Postgraduate studies 18 right 

OC21 M m 56 Postgraduate studies 17 right 

OC22 M m 48 Graduate studies 13 right 

OC23 M m 45 Postgraduate studies 18 right 

OC24 M m 53 Graduate studies 18 right 

OC25 M m 52 Postgraduate studies 21 left 

OC26 M m 58 Graduate studies 13 right 

 

Finally, 25 participants (22 male, 3 female) were recruited for the aphasic group. 

One participant presented with severe comprehension difficulties and, after an attempt 

at the practice items of the WMT and consultation with his wife, it was decided that 

he was unsuitable for the study. The main reasons – apart from comprehension 

difficulties – were signs of frustration with the task and the technology. Another 

participant completed both testing sessions but the WMT data were unusable as he 

consistently pressed the button after the end of the final sentence instead of after the 

target (average RT: 2747 ms after target onset), indicating that the data did not reflect 
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automatic processing. Furthermore, during the task, he seemed increasingly frustrated, 

so that the researcher decided to only present one WMT list. For a third participant, a 

medical procedure resulted in non-completion of the full protocol. 

The remaining 22 participants (19 male, 3 female) were between 37 and 84 years 

old, with an average age of 60.3 (SD = 10.1). Table 4.7 summarizes demographic 

information for the aphasic group. There were 20 monolingual speakers of English and 

two multilingual speakers. All participants reported English as their main language. 

All participants presented with chronic, stroke-related aphasia (mean time post onset 

in months: 73.4, SD = 40.9, range: 16-162). The group was mixed in terms of their 

underlying expressive and receptive language difficulties (Section 4.3.6.8). While the 

aphasic and older control group were age-matched, the distribution of education levels 

differed in the two groups. In the aphasic group, there were 11 participants (50%) 

reporting ‘graduate studies’ as their highest educational level, followed by ‘secondary 

school’ (n = 5; 23%), ‘sixth form’ (n = 3; 14%) and ‘postgraduate studies’ (n = 3; 

14%), indicating that the older control group was biased towards participants with 

higher educational levels. All but one participant reported either no hearing 

difficulties, or difficulties corrected with a hearing aid. One participant (A24) reported 

that he was planning to get his hearing checked.10 

  

                                                           
10 In the A.D.A. test on auditory processing (see section 4.3.3.2), this participant had a score 

of 39 correct judgements (out of 40) which reflects a performance above average. 



111 
 

Table 4.7: Aphasic group: participant characteristics 

ID 
Mono- / 

multilingual 
Gender Age 

TPO 

(months) 

Education 

(Highest level) 

Handedness 

pre / post 

stroke 

A1 M m 51 48 Graduate studies R – R 

A2 M m 54 45 Graduate studies R – R 

A3 M m 76 104 Sixth form R – L 

A4 M m 63 76 Secondary school R – R 

A5 M m 57 79 Graduate studies R – R 

A6 M m 37 43 Graduate studies R – L 

A7 M m 51 87 Graduate studies R – L 

A8 M m 64 126 Graduate studies R – R 

A10 M f 48 38 Secondary school R – L 

A11 M m 61 16 Secondary school R – R 

A13 M m 67 54 Sixth form R – L 

A14 M m 55 49 Sixth form R – L 

A15 Multi m 84 156 Graduate studies R – R 

A16 M m 67 78 Graduate studies R – R 

A17 Multi f 58 98 Postgraduate studies R – L 

A18 M m 68 75 Postgraduate studies R – L 

A19 M m 59 120 Postgraduate studies R – L 

A20 M f 71 162 Graduate studies R – R 

A21 M m 57 57 Graduate studies R – R 

A22 M m 56 19 Graduate studies L – L 

A23 M m 55 23 Secondary school L – L 

A24 M m 67 62 Secondary school R – R 

 

4.3.3. Materials 

 

4.3.3.1. WMT 

 

The same stimuli as in the pilot WMT were used. Participants reacted to the 

target words by clicking the left mouse button on the laptop keyboard. Several 
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modifications were made. The instructions were made accessible for PWA through 

use of shorter sentences and pictures/diagrams (Figure 4.3). 

 

 

Figure 4.3. Aphasia accessible instructions for the WMT (shown at the beginning of 

each list). 

 

Every trial started with a fixation cross (“+”), presented for 3000 ms, followed 

by the target word (visual and auditory presentation). After a 2000 ms blank screen 

interval, the sentential context was played, accompanied by ellipses on the screen 

(“…”). The fixation cross and ellipses were added to support participants’ attention to 

the task. The task structure is represented in Figure 4.4. The timeout was set to 6000 

ms to decrease the delay between the current and the next trial in the event of no 

response. Raw RTs were processed as in the pilot experiment. Every participant was 

tested individually on a Lenovo laptop. Due to technical difficulties, a different laptop 

(Acer) was used after the first five participants of the younger control group. 
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Figure 4.4. Illustration of a WMT trial. 

 

4.3.3.2. Filler tasks 

 

The pilot study cloze task was used in the present experiment as a filler task 

between WMT list 1 and 2. For the aphasic group, the playback speed of the sentences 

was decreased to 0.92, after the second PWA commented that the sentences were too 

rapid. The scoring procedure was revised from that of the pilot study (Section 4.3.6.6). 

An additional filler task was included between the two WMT lists. This was a 

subtest from the Action for Dysphasic Adults (A.D.A.) Auditory Comprehension 

Battery (Franklin, Turner, & Ellis, 1992), an auditory processing assessment. In this 

subtest (P3) called ‘real word minimal pairs’, the participant listens to pairs of one-

syllable words and decides whether these are the same or different. In addition to the 

verbal instructions, a visual response sheet was designed to support PWA (Figure 4.5). 
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For every correct response, a score of 1 was given. The performance in this task (i.e., 

number of correct judgements out of 40) was used as an indicator of auditory 

processing ability. 

 

 

Figure 4.5. Visual aid used in A.D.A. minimal pairs subtest 

 

4.3.3.3. Background assessments 

 

PWA and older adults were profiled on a range of language and cognitive 

assessments. These will be outlined in the following sub-sections. Picture-based 

narrative samples were also collected, but they are not analysed in the current report. 

 

4.3.3.3.1. Lexical retrieval 

 

The BNT (E. Kaplan et al., 2001) is an indicator of a participant’s lexical 

retrieval ability. The final score represents the number of correct responses (out of 60). 

The starting point for older neurotypical adults and PWA was the first picture.11 The 

test was otherwise administered via standard instructions (if an answer reflected a 

                                                           
11 Although the BNT manual suggests to start with picture item 30 for neurotypical adults 

and to continue forward (unless the participant misnames a picture before item 38), it was 

decided to use the same procedure across groups. 
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misperception of a picture, the researcher could give a semantic cue; testing was 

discontinued after 8 consecutive failures). 

 

4.3.3.3.2. Phonological working memory 

 

Subtest 13 from the Psycholinguistic Assessments of Language Processing in 

Aphasia (PALPA; Kay, Coltheart, & Lesser, 1992) is a digit span task administered 

by recognition, testing phonological working memory span. Participants were asked 

to judge whether two lists of digits were presented in the same order or not (i.e., yes / 

no decision). The number of digits ranged from two to seven. For the present study, 

PWA could choose to use a visual response sheet to point at ‘same’ or ‘different’ 

instead of giving a verbal response (Figure 4.6). A stepwise scoring procedure was 

applied. The final digit span score reflected the number of digits for which the 

participant made the highest number of correct yes-no-choices. More detailed scoring 

procedures, including an example score sheet of a control participant, is shown in 

Appendix B.7. 

 

 

Figure 4.6. Visual aid designed for PALPA-13. 
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4.3.3.3.3. Comprehension of spoken words 

 

A single word-to-picture matching subtest from the Comprehensive Aphasia 

Test (CAT; Swinburn, Porter, & Howard, 2004) was chosen to assess comprehension 

of spoken words. The maximum score was 30. The standard scoring procedure was 

applied. This test was only administered for participants in the aphasic group. 

 

4.3.3.3.4. Comprehension of spoken sentences 

 

The TROG-2 (Bishop, 2003), a receptive language test to identify the degree of 

language comprehension difficulties at the sentence level, was also part of the 

background assessment battery. Twenty different blocks (each consisting of four 

items) of grammatical constructions were assessed. Examples include ‘Reversible in 

and on’ (“The cup is in the box”), ‘Not only X but also Y’ (“The pencil is not only long 

but also red”), and ‘X but not Y’ (“The cup but not the fork is red”). In this study, the 

raw number of correct blocks constituted the final score. 

 

4.3.3.3.5. Nonverbal cognitive abilities 

 

The Matrix Reasoning (MR) subscale from the Wechsler Abbreviated Scale of 

Intelligence – Second Edition (WASI-II; Wechsler, 2011) was chosen as a nonverbal 

assessment of cognitive abilities. This subtest, consisting of 30 items, requires the 

participant to choose an image from a set of options that completes an incomplete 

matrix. For control participants, the two sample items were administered first, 

followed by item 4. For PWA, item 1 was administered after the sample items. The 

raw score (sum of correct items) can be transformed to age-corrected T-scores for 

control participants. However, since this procedure was not appropriate for PWA, raw 

scores were used for both groups. 
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4.3.4. Procedures 

 

Participants gave informed consent to taking part in the project (Appendices B.8-

B.11). Aphasia-friendly versions of information sheets and consent forms (Appendices 

B.12-B.13) were created by using a freely available resource with images from the 

NIHR website.12 

The session protocol for each group is presented in Table 4.8. For some of the 

older control participants and PWA, some or all background profile scores (e.g., BNT, 

TROG-2) were available from a university research register. Therefore, testing took 

one single session. 

  

                                                           
12 http://www.nihr.ac.uk/nihr-in-your-area/stroke/aphasia.htm (last accessed on 31/05/2018) 

http://www.nihr.ac.uk/nihr-in-your-area/stroke/aphasia.htm
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Table 4.8: Session protocol 

Group 
Session 1 – WMT Session 

(~60 minutes) 

Session 2 – Profiling 

(~60-70 minutes) 

Younger 

controls 

1) Information sheet, consent 

form, questionnaire 

N/A 

2) WMT list 1 

3) A.D.A. (P3) 

(Franklin et al., 1992) 

4) Cloze task 

5) WMT list 2 

6) ‘Dinner Party’ or ‘Jogging’ 

Narrative 

(Fletcher & Birt, 1983) 

Older 

controls 

1) Information sheet, consent 

form, questionnaire 

1) Boston Naming Test (BNT) 

(E. Kaplan et al., 2001) 

2) WMT list 1 2) ‘Dinner Party’ Narrative 

3) A.D.A. (P3) 3) Test for Reception of Grammar (TROG-2) 

(Bishop, 2003) 

4) Cloze task 4) Psycholinguistic Assessments of 

Language Processing in Aphasia (PALPA) 

13 (digit span by recognition) 

(Kay et al., 1992) 

5) WMT list 2 5) Wechsler Abbreviated Scale of 

Intelligence – Second Edition (WASI-II), 

Matrix Reasoning (MR) 

(Wechsler, 2011) 

PWA 

1) Information sheet, consent 

form, questionnaire 

1) BNT 

2) WMT list 1 2) Comprehensive Aphasia Test (CAT), 

comprehension of spoken words 

(Swinburn et al., 2004) 

3) A.D.A. (P3) 3) ‘Dinner Party’ Narrative 

4) Cloze task 4) PALPA 13 (recognition) 

5) WMT list 2 5) TROG-2 

6) WASI-II MR 
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4.3.5. Data analysis 

 

Data were pre-processed in Microsoft Excel according to the procedures outlined 

in Section 4.2.5. Sensitivity to collocation strength was examined after monitoring 

latencies were transformed into normalized RT (z-score) differences per trigram pair. 

Facilitatory effects were determined by subtracting normalized RT to the weaker 

collocation by normalized RT to the stronger collocation. 

Average z-score differences by participant and condition were the basis for 

subsequent statistical analyses completed with the program JASP (versions 0.7.5.6, 

0.8.0.0 and 0.8.1.2), as well as SPSS (Section 4.2.5). Group comparisons are reported 

based on two 2x2 mixed factorial ANOVAs (repeated measures cells = first-word- and 

second-word manipulations; between-subject factors = group), using omega squared 

(ω²) as a measure of effect size (conventions: .01 = small; .06 = medium; .14 = large 

effect; Kirk, 1996, as cited in Field, 2009, p. 390), as it provides an unbiased effect 

size measure for samples smaller than n = 30 (Goss-Sampson, 2018). The same 

analyses were also performed with a Bayesian model comparison approach, a Bayesian 

Repeated Measures ANOVA, to investigate how likely data were to fit to H1 

(alternative hypothesis) compared to H0 (null hypothesis), as indicated by BFs (BF10). 

To determine whether the distractor condition (binomials) elicited an effect, 

independent samples t-tests were performed, with Cohen’s d as a measure of effect 

size (for conventions of small / medium / large effects, see section 4.2.5). For 

correlational analyses, (frequentist) Pearson correlations as well as Bayesian 

Correlation Pairs are reported. 

 

4.3.6. Results 

 

This section presents an analysis of missing WMT trials, outliers and average 

RTs (4.3.6.1), followed by the results of two group comparisons (2x2 ANOVAs and 

Bayesian Repeated Measures ANOVA equivalents, sub-sections 4.3.6.2 and 4.3.6.4). 

For older adults, the relationship between educational level and sensitivity to 

collocation strength will be explored in 4.3.6.3. An analysis of the relationships 
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between facilitatory effects and t-score differences will be presented (4.3.6.5) as well 

as performance in the cloze task (4.3.6.6). Finally, 4.3.6.7 and 4.3.6.8 are concerned 

with relationships between sensitivity to collocation strength and performance in the 

cloze task and other off-line tasks for the aphasic group only. 

 

4.3.6.1. WMT missing trials, outliers, and average RTs 

 

Missing trials were classified as early responses (i.e., pressing the button before target 

onset) or timeouts (i.e., not pressing the button). The raw number of missing trials by 

condition and group is shown in Table 4.9. The highest number of timeouts was 

observed in the aphasic group. In younger adults, the number of timeout responses 

(sum = 10) was lower compared to early responses (sum = 49). Younger adults 

presented the highest number of early responses, followed by PWA (sum = 30) and 

older adults (sum = 14). 

 

Table 4.9: Types of missing trials by group and condition 

Condition 
Type of missing 

trials 

Younger 

adults 

Older 

adults 
PWA 

First-word 

manipulations 

Timeout 1 0 32 

Early response 13 5 8 

Second-word 

manipulations 

Timeout 7 0 54 

Early response 16 4 19 

Binomials 
Timeout 2 0 8 

Early response 20 5 3 

 

A further 254 trials were lost across the three groups through removing outliers 

(i.e., more than 2 SDs below or above the individual mean RT difference). An 

overview of outliers by condition is shown in Table 4.10. 
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Table 4.10: Number of outlier trials removed 

Condition Younger adults Older controls PWA 

First-word 

manipulations 
19 23 26 

Second-word 

manipulations 
45 46 46 

Binomials 14 18 17 

Sum 78 87 89 

 

One PWA (A22) was classified with word meaning deafness according to a 

Speech and Language Therapist working in the UCL Department of Language & 

Cognition. He had a large number of timeouts (N = 20 trials) and his overall rate of 

‘usable’ pairs was lower than 2 SDs from the group mean. This participant was 

excluded from subsequent analyses.13 After this exclusion, subsequent analyses were 

based on 21 participants in the aphasic group. The rates of complete pairs by 

participant groups were 83% in the aphasic group, 91% in the older control group, and 

88% in the younger adults. 

The younger control group presented the fastest average RT of 308.8 ms after 

target onset (SD = 57.92), followed by the average RT in the older control group which 

was 417.9 ms after target onset (SD = 76.13). The aphasic group showed the slowest 

average RT of 632.2 ms (SD = 196.02), with two individuals with an average RT above 

2 SD of the group average (A4 and A24 with average RTs of 1108 ms and 1074 ms, 

respectively). 

 

4.3.6.2. Group comparison I: younger vs older adults 

 

Sensitivity to collocation strength was similarly affected by condition in younger 

and older adults (Figure 4.7). Appendices B.14-B.15 present average z-score 

differences by participant and condition for the two groups. Out of 22 participants in 

                                                           
13 A22’s proportion of usable pairs was .54 across the three conditions. The group mean was 

.82 with a SD of .10. Hence, the cut-off was .62. 
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the younger control group, 19 showed positive average z-score differences (i.e., 

facilitatory effect) in both experimental conditions. For three participants, negative z-

score differences were recorded in first-word manipulations. In the older group, 

facilitation was observed in 20 of 23 participants (three negative z-score differences 

were recorded in first-word manipulations, and one in second-word manipulations). 

In both groups, z-score differences were greater for second-word-manipulations 

compared to first-word manipulations, indicating more sensitivity to stronger 

collocations in which the modified word immediately preceded the target. In second-

word manipulations, the average z-score difference was higher in the older control 

group (M = .59, SD = .34) compared to the younger control group (M = .52, SD = .28). 

In first-word manipulations, the younger control group showed an average z-score 

difference of .29 (SD = .28) which was higher compared to the older control group (M 

= .24, SD = .22). 

 

 

Figure 4.7. Facilitation (positive z-score differences) of younger and older adults in 

the two experimental conditions. 
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To statistically investigate whether performance in the two experimental 

conditions was dependent on condition and group, a mixed factorial ANOVA was 

carried out. The Shapiro-Wilk test indicated that the assumption of normality had been 

violated for second-word manipulations in the older control group (W(23) = .909, p = 

.04). However, visual inspection of the histogram showed that this was most likely 

caused by one outlying data point. It was therefore decided to perform the ANOVA 

despite this data point.14 There was a significant main effect of condition (F(1, 43) = 

23.62, p < .001, ω² = .329, large effect), with second-word manipulations eliciting 

greater facilitatory effects compared to first-word manipulations (Figure 4.7). There 

was a non-significant main effect of group on z-score differences (F(1, 43) = .017, p = 

.896, ns). 

The same comparisons were investigated from a Bayesian perspective. A 

Bayesian Repeated Measures ANOVA, using the default prior (r scale fixed effects = 

.5), was performed based on average z-score differences in first- and second-word 

manipulations. The results, shown in Table 4.11, revealed that there was extreme 

evidence for a model including ‘Condition’ (BF10 = 18288.91; compared to a null 

model), but no evidence for an improvement when adding ‘Group’ (BF10 = .251). In 

order to evaluate the evidence for an interaction, the BF of the interaction was divided 

by the BF of the model including the main effects only, resulting in .49, indicating that 

there was no evidence for an interaction, and anecdotal evidence against an interaction. 

This was also reflected in the inclusion BFs which were weak when ‘Group’ was 

involved (BFInclusion = .262 and .410 when ‘Group’ was involved, versus BFInclusion = 

13570.998 for a model with only ‘Condition’). 

  

                                                           
14 After removing this participant (OC22) as an outlier, the data were normally distributed 

(W (22) =.982, p = .943). The ANOVA with only 22 older controls revealed the same result: 

there was a main effect of condition (F (1, 42) = 27.77, p < .001, ω² = .369), and a non-

significant main effect of group (F (1, 42) = .581, p = .450, ns). 
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Table 4.11: Model comparison: Bayesian Repeated Measures ANOVA compared to 

null model (younger vs older adults) 

Models  P(M)  P(M|data)  BF M  BF 10  error %  

Null model (incl. subject)  0.200  3.927e -5  1.571e -4  1.000    

Condition  0.200  0.718  10.191  18288.914  1.192  

Group  0.200  9.856e -6  3.942e -5  0.251  0.935  

Condition + Group  0.200  0.189  0.932  4810.825  1.922  

Condition + Group + Condition  *  Group  0.200  0.093  0.410  2366.339  2.610  

Note. All models include subject.  

 

As described in section 4.2.3.1, there was a significant difference between the 

log word frequencies of critical words in first-word manipulation pairs. To investigate 

the impact of frequency on the facilitatory effect found in first-word manipulations, 

correlational analyses were performed. When correlating item-based average z-score 

differences with critical word frequency differences, there was no significant 

relationship between these two variables in older controls (r = -.312, p = .207, ns). In 

younger controls, the correlation revealed a significant negative relationship between 

these two variables (r = -.51, p = .03), pointing to a counterintuitive relationship for 

critical word frequency: when the critical word frequencies were more similar (i.e., 

smaller difference between the stronger and the weaker collocation of a pair), the 

average z-score difference decreased (i.e., less facilitation). However, a Bayesian 

correlational analysis indicated a BF10 of 2.58, corresponding to anecdotal evidence 

for H1. 

Facilitatory effects in the distractor condition (binomials) were investigated 

separately from the two experimental conditions. The younger control group showed 

a significantly lower average z-score difference (M =.53, SD = .30) than the older 

control group (M = .84, SD = .40), t(40.34) = -2.970, p = .005, d = .88 (large effect). 

This points to an influence of ageing on the sensitivity to binomials, with greater 

sensitivity in older, relative to younger adults. 
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4.3.6.3. Education-related differences in task performance 

(older adults only) 

 

The relationship between task performance and level of education was explored 

for the older control group. Figure 4.8 shows the linear relationships between 

education and average z-score differences in the two experimental conditions (first- 

versus second-word manipulations). There was a significant and positive correlation 

for first-word manipulations, r = .433, p = .020 (one-tailed, assuming that there would 

be a positive relationship), but a non-significant relationship between number of years 

of education and second-word manipulations, r = -.014, p = .525 (one-tailed, assuming 

that there would be a positive relationship), suggesting that more educated participants 

were more sensitive to first-word manipulations. On the other hand, sensitivity to 

second-word manipulations was not associated with education. 

The finding was supported by a Bayesian correlation with a BF10 of 3.754 in 

first-word manipulations. This BF suggest that it was almost four times more likely 

that the data were true given the alternative hypothesis (= moderate evidence for H1). 

Compared to this, the BF10 for second-word manipulations was .247, indicating 

moderate evidence in favour of H0 (no correlation). 

 

 

Figure 4.8. Relationships between education and sensitivity to collocation strength in 

first- and second-word manipulations 
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4.3.6.4. Group comparison II: PWA vs older controls 

 

Figure 4.9 shows the mean z-score differences by experimental condition and 

participant group. Appendix B.16 presents average z-score differences by participant 

and condition for the aphasic group. Out of 21 PWA, there were 14 with positive z-

score differences in both experimental conditions, while seven participants presented 

with negative z-score differences in one or both conditions (4 negative data points in 

first-word manipulations, 4 data points in second-word manipulations). Similar to the 

older control group, the z-score differences in the aphasic group were greater for 

second-word-manipulations (M = .29, SD = .35) compared to first-word manipulations 

(M = .19, SD = .24). Again, a mixed factorial ANOVA was performed. There was a 

significant main effect of condition (F(1, 42) = 16.757, p < .001, ω² = .242, large 

effect), with second-word manipulations eliciting greater facilitatory effects compared 

to first-word manipulations. The effect of ‘Group’ on z-score differences was 

significant (F(1, 42) = 6.181, p = .017, ω² = .105, medium effect), as was the interaction 

between condition and group, F(1,42) = 5.242, p = .027, ω² = .065, medium effect). 

This indicates that PWA were less sensitive to second-word manipulations compared 

to older controls.15 

 

                                                           
15 The same analysis was performed after removing OC22. The ANOVA with 22 older controls 

revealed the same pattern: There was a significant main effect of condition (F(1, 41) = 20.806, p 

< .001, ω² = .283), a significant main effect of group (F(1, 41) = 10.80, p = .002, ω² = .186), and 

a significant interaction effect (F(1,41) = 7.259, p = .010, ω² = .089). 
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Figure 4.9. Facilitation (z-score differences) of PWA and older controls in the two 

experimental conditions 

 

A Bayesian Repeated Measures ANOVA supported these conclusions. Using the 

default prior (r scale fixed effects = .5), results revealed that there was extreme 

evidence for a model including ‘Condition’ (BF10 = 225.585; compared to a null 

model), and there was improvement when adding ‘Group’ (BF10 = 2.026; Table 4.12). 

In order to evaluate the evidence for an interaction, the BF of the interaction was 

divided by the BF of the model including the main effects only, resulting in 2.67, 

indicating that there was evidence for an interaction. This was also supported by the 

inclusion BFs which were strong when ‘Group’ was involved (BFInclusion = 6.328 when 

‘Group’ was involved and BFInclusion = 7.686 for the ‘Condition by Group’ interaction). 
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Table 4.12: Model comparison: Bayesian Repeated Measures ANOVA compared to 

null model (PWA vs older controls) 

Models  P(M)  P(M|data)  BF M  BF 10  error %  

Null model (incl. subject)   0.200   4.206e -4   0.002   1.000     

Condition   0.200   0.095   0.419   225.585   1.365   

Group   0.200   8.522e -4   0.003   2.026   1.214   

Condition + Group   0.200   0.246   1.306   585.155   4.565   

Condition + Group + Condition  *  Group   0.200   0.658   7.686   1563.710   1.859   

 

Note. All models include subject.  

 

The influence of critical word frequency on the z-score differences in first-word 

manipulations was investigated. For the aphasic group, there was no significant 

relationship between mean item z-score difference (across the 21 participants) and the 

difference in the log frequency of critical words (r = -.34, p = .17, ns). 

An independent samples t-test for binomials indicated that there was a significant 

difference between average z-score differences in PWA (M = .52, SD = .52) and older 

controls (M = .84, SD = .40), t(42) = 2.307, p = .026, d = .696 (medium effect). This 

suggests that while PWA were sensitive to more common noun pairings, the average 

z-score differences were smaller compared to an age-matched control group. 

 

4.3.6.5. Relationships between facilitation and t-score 

differences 

 

Next, the relationships between z-score- and t-score differences were analysed 

for all three participant groups. The prediction was that with a higher t-score difference 

between the trigram pairs, the average z-score difference (i.e., the effect of the 

experimental manipulation) should increase. JASP was used to compile traditional 

Pearson correlations as well as Bayesian Correlation Pairs, using ranked trigram t-

score differences. As the underlying effect of collocation strength was investigated, 

both experimental conditions, i.e., 36 data points, were included (average z-score 

differences per item). 
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Figure 4.10 shows the linear relationship between the two variables in the 

younger control group. There was a significant and positive correlation (r = .409, p = 

.007, one-tailed, assuming that the correlation would be positive), indicating that items 

with greater t-score differences elicited greater z-score differences. Bayesian 

Correlation pairs revealed a Bayes Factor of BF10 = 7.908 in favour of the alternative 

hypothesis, i.e., that there was a positive relationship between these two variables. This 

indicates that it is nearly 8 times more likely that there was a positive relationship 

compared to no correlation (H0). A Bayesian robustness check, presented in Figure 

4.11, indicates that a Beta prior width varying between around 0.6 and 2 is in 

accordance with moderate evidence in favour of H1. 

 

 

Figure 4.10. Scatterplot of ranked item-based trigram t-score differences and 

average z-score differences in younger adults. 
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Figure 4.11. Bayes Factor Robustness Check for correlational analysis of ranked 

item-based trigram t-score differences and average z-score differences in younger 

adults. 

 

Figure 4.12 shows a scatterplot of the data in the older control group. There was 

a positive but non-significant relationship between t-score- and z-score difference 

across the 36 trigram pairs (r = .067, p = .350, ns, one-tailed, assuming that the 

correlation would be positive), showing that items with larger t-score differences did 

not elicit significantly larger z-score differences. A Bayesian correlation analysis 

indicated no evidence in favour of H1 (BF10 = 0.46), but moderate evidence in favour 

of H0, i.e., that there was no correlation (BF01 = 2.18). 
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Figure 4.12. Scatterplot of ranked item-based trigram t-score differences and item-

based average z-score differences in the older control group. 

 

The relationship between ranked item-based t-score differences and average z-

score differences in the aphasic group is presented in Figure 4.13. The pattern was 

similar to the older control group: there was a positive but non-significant relationship 

between the two variables (r = .087, p = .307, ns, one-tailed, assuming that the 

correlation would be positive). A Bayesian correlation analysis showed no evidence in 

favour of H1 (BF10 = 0.32), but moderate evidence in favour of H0, i.e., that there was 

no correlation (BF01 = 3.10). 
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Figure 4.13. Scatterplot of ranked item-based trigram t-score differences and item-

based average z-score differences in the aphasic group. 

 

4.3.6.6. Cloze task 

 

Eight out of 20 items elicited a cloze probability of 1 in both the younger and the 

older control group. The two items with the lowest cloze probabilities of only .41 in 

the younger and .52 in the older control group were “get out of here” and “that’s 

alright”. The most common alternative answers for these (“get out of there” and “that’s 

okay”, respectively) as well as three other items with a relatively low response 

accuracy, can be found in Appendix B.17. These patterns are in line with the findings 

from the pilot study (Section 4.2.6). 

There was no significant response accuracy difference across the 20 items 

between the younger and the older control group, W = 198.0, p = .966, ns, rB = -.01 

(small effect). Therefore, joint response accuracies were used in order to further 

investigate normative patterns (Table 4.13). For three items, joint response accuracy 

was lower than .8. Therefore, common answers which were synonyms of the expected 

completions were accepted as correct responses when scoring the aphasic group. The 

formula “let’s go“ was removed from the scoring for PWA, as the most frequently 
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occurring answer “let’s hurry“ was not regarded as a synonym formula for the original 

phrase “let’s go“. 

 

Table 4.13: Joint response accuracies for cloze task items across 45 younger and 

older controls 

Items 1-

10 

aboard in worry here night yourself one you know sure 

Joint 

response 

accuracy 

.87 .87 .87 .47 1.00 .82 .93 1.00 1.00 1.00 

Items 11-

20 

sorry go you all you alright way about happened mind 

Joint 

response 

accuracy 

1.00 .76 1.00 .89 1.00 .47 .98 1.00 .93 .98 

 

4.3.6.7. Relationship between facilitation and cloze task 

performance (PWA only) 

 

After refining the cloze task scoring procedure, the relationship between 

sensitivity to collocation strength and cloze task performance was investigated in the 

aphasic group. Cloze scores (number of expected answers out of 19 items) were used 

as an indicator of off-line processing of familiar collocations. Figure 4.14 shows the 

distribution of average cloze scores in the aphasic group (range: .16 to .95). 
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Figure 4.14. Distribution of cloze scores in the aphasic group. 

 

The scatterplots in Figure 4.15 show the relationships between cloze task 

performance and z-score differences in first- and second-word manipulations. Since 

the Shapiro-Wilk test indicated deviation from normality in the cloze task scores 

(W(21) = .903, p = .04), the nonparametric correlation coefficient Kendall’s tau (τ) 

was used. Cloze scores were positively related to sensitivity to collocation strength in 

first-word manipulations (τ = .49, p = .001, BF10 = 55.71, one-tailed, assuming a 

positive relationship), and second-word manipulations (τ = .28, p = .044, BF10 = 2.27, 

one-tailed, assuming a positive relationship). Bayesian Kendall correlation indicates 

very strong evidence for a positive relationship between cloze scores and first-word 

manipulations (BF10 = 55.709), but only anecdotal evidence for the same relationship 

in second-word manipulations (BF10 = 2.273). 
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Figure 4.15. Average cloze probability and average z-score difference in first- and 

second-word manipulations across 21 PWA. 

 

4.3.6.8. Relationship between facilitation and performance 

in off-line tasks (PWA only) 

 

A range of language and cognitive assessments were administered with PWA 

and older control participants. An overview of background profiles in the aphasic 

group is shown in Table 4.14. Older control participants performed at ceiling in the 

PALPA-13, TROG-2 and the BNT. WASI-II MR raw scores, assessing nonverbal 

cognitive abilities, ranged between 12 and 22 (M = 17.87, SD = 2.5) in the older control 

group. The A.D.A. auditory minimal pair test indicated unimpaired auditory-lexical 

perception in all 21 PWA and 23 older control participants. The average score (out of 

40) was 39.5 in the older control group (SD = 2.1; with one outlier participant, OC7, 

with a score of 30), and the average score in the aphasic group was 38.7 (SD = 2.3, 

range: 30-40). 
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Table 4.14: Background profiles of PWA and z-scores in the three WMT conditions 
ID Gender Age TPO 

(months) 

CAT subtest 

(max. 30) 

PALPA-13 

(max. 7) 

TROG-2 (blocks) 

(max. 20) 

BNT 

(max. 60) 

WASI-II MR 

(max. 30) 

First-word 

manipulations 

Second-word 

manipulations 

Binomials 

A1 m 51 48 24 n/a 15 47 20 0.42 0.85 -0.20 

A2 m 54 45 28 4 3 25 21 -0.25 0.07 1.03 

A3 m 76 104 24 4 6 11 19 0.14 0.54 0.44 

A4 m 63 76 27 7 2 17 9 -0.22 0.23 0.29 

A5 m 57 79 30 7 19 59 21 0.54 0.28 0.53 

A6 m 37 43 29 7 18 39 20 0.30 0.79 0.14 

A7 m 51 87 28 7 7 32 14 0.46 0.50 0.63 

A8 m 64 126 29 7 15 52 16 0.29 0.55 1.01 

A10 f 48 38 26 7 11 27 18 0.03 0.29 1.80 

A11 m 61 16 24 3 9 22 8 0.12 0.43 0.66 

A13 m 67 54 27 7 11 52 19 0.56 0.25 0.75 

A14 m 55 49 26 5 18 52 22 0.33 0.56 1.26 

A15 m 84 156 30 4 5 14 7 0.14 0.13 0.58 

A16 m 67 78 24 4 6 41 14 -0.13 -0.32 0.44 

A17 f 58 98 28 7 12 33 11 -0.20 0.68 0.09 

A18 m 68 75 28 5 17 52 21 0.34 0.44 0.52 

A19 m 59 120 24 4 18 35 18 0.06 -0.16 -0.11 

A20 f 71 162 29 7 13 48 12 0.22 0.03 0.76 

A21 m 57 57 26 5 14 48 17 0.30 -0.32 0.59 

A23 m 55 23 29 7 16 56 11 0.35 0.49 0.27 

A24 m 67 62 14 n/a 2 9 16 0.23 -0.19 -0.53 

AVERAGE 60.5 76 26.4 5.7 6.8 11.3 19.2 36.7 56.3 15.9  17.9   .19 .29   .52 

SD 10.3 40.1 3.5 1.5 0.5 5.7 1.3 15.8 2.8 4.7  2.5   .24 .34   .52 

Note. Average and SD values of the older control group (N = 23 participants) are highlighted in grey. 
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Next, relationships in the aphasic group between participants’ sensitivity to 

collocation strength in first- and second-word manipulations, and TROG-2, BNT and 

WASI-II MR scores were investigated. Plotting the PALPA-13 and CAT scores did 

not reveal a linear relationship.  

TROG-2- as well as BNT performance was positively related to facilitation in 

first- but not second-word manipulations. Table 4.15 presents the matrix for the 

correlation coefficients. The correlation coefficients between first-word manipulations 

and TROG-2 and BNT-scores were r = .54 (p = .012, BF10 = 5.2) and r = .56 (p = .008, 

BF10 = 7.5), respectively, showing significant relationships between these variables. 

However, the coefficients were lower and did not reach significance for second-word 

manipulations (r = .35, p = .124, ns, BF10 = .8 for TROG-2 scores and r = .17, p = .47, 

ns, BF10 = .4 for BNT scores). These results suggest that with better lexical retrieval 

and sentence comprehension abilities, the sensitivity to collocation strength in first-

word manipulations was stronger. On the other hand, sensitivity to collocation strength 

in second-word manipulations did not seem to be related to lexical retrieval and 

sentence comprehension abilities. Nonverbal cognitive abilities as measured by the 

WASI-II MR subtest were not related to facilitation in stronger collocations (Table 

4.15). 
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Table 4.15: Correlations between TROG-2-, BNT- and WASI-II MR scores and z-score differences in first- and second-word manipulations in 

the aphasic group. 

 
TROG-2 BNT 

WASI-II MR 

(raw score) 

First-word 

manipulations 

Second-word 

manipulations 

TROG-2 
-- r = 0.802 (p < .001) *** r = .435, p = .049 * r = .537, p = .012 * r = .346, p = .124 

BNT 
 -- r = .383, p = .087 r = .564, p = .008 ** r = .166, p = .472 

WASI-II MR (raw score) 
  -- r = .356, p = .113 r = .129, p = .577 

First-word manipulations 
   -- r = .271, p = .235 

Second-word manipulations 
    -- 

Note. * p < .05, ** p < .01, *** p < .001 

 



139 
 

Finally, the relationships between proportion of ‘error’ responses (i.e., the sum 

of timeout and early responses divided by the number of trials by participant) and 

BNT-, TROG-2- and WASI-II MR performance were explored. Table 4.16 presents 

the correlation matrix. Results revealed that there was a significant negative 

relationship between the proportion of 'error' responses in first-word manipulations 

and both BNT- and TROG-2 performance. Moreover, the proportion of ‘error’ 

responses in second-word manipulations was also significantly correlated with both 

BNT- and TROG-2 performance. Hence, the higher the proportion of ‘error’ responses 

in a word monitoring experiment, the lower the performance in off-line tasks such as 

BNT and TROG-2. WASI-II MR performance, on the other hand, was not correlated 

with the proportion of ‘error’ trials in the WMT. 
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Table 4.16: Correlations between TROG-2-, BNT- and WASI-II MR scores and proportions of ‘error’ responses first- and second-word 

manipulations in the aphasic group. 

 Proportion of 'error' 

responses (first-word 

manipulations) 

Proportion of 'error' 

responses (second-

word manipulations) 

BNT TROG-2 
WASI-II MR 

(raw score) 

Proportion of 'error' responses 

(first-word manipulations) 
-- r = .614 (p = .003) ** r = -.719, p < .001 *** r = -.609, p = .003 ** r = -.375, p = .094 

Proportion of 'error' responses 

(second-word manipulations) 
 -- r = -.561, p = .008 ** r = -.457, p = .037 * r = -.235, p = .305 

BNT 
  -- r = .802, p < .001 *** r = .383, p = .087 

TROG-2 
   -- r = .435, p = .049 * 

WASI-II MR (raw score) 
    -- 

Note. * p < .05, ** p < .01, *** p < .001 
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4.3.7. Discussion 

 

The word monitoring paradigm is a method to study word recognition within 

real-time processing. Participants react to target words that appear in spoken sentences. 

These reflect the speed with which listeners are confronted with words and sentences 

in typical discourse. In the current study, stimuli were drawn from a large collection 

of everyday speech, the spoken BNC. Unlike previous word monitoring experiments 

in aphasia, which often addressed word recognition based on different syntactic cues, 

or the disruption of language processing within ungrammatical sentence contexts (e.g., 

Friederici, 1983; Tyler, 1985), the current experiment examined facilitatory processing 

of stronger versus weaker trigram collocations. 

The data from the current study demonstrate sensitivity to collocation strength 

in all three participant groups (younger adults, older adults, PWA), with more rapid 

responses to final words of stronger compared to weaker trigram collocations. This 

confirms previous findings on phrase frequency effects in neurotypical adults (e.g., 

Arnon & Snider, 2010; Jiang & Nekrasova, 2007). Furthermore, these results provide 

novel evidence for a processing speed advantage of strongly collocated word 

combinations in aphasia, although it should be noted that effects in the aphasic group 

were weaker relative to the control group, and there was a relatively low number of 

participants with severe aphasia. 

Sensitivity to collocation strength was modulated in all participant groups by 

manipulation of the first versus second element of a trigram, with a larger effect of 

collocation strength in second-word manipulations, i.e., when monitoring for a target 

word that directly followed the critical word. This suggests that larger effects can be 

elicited in the latter manipulation, compared to a condition where the critical word and 

the word to be monitored occur at a distance. This is also commonly reported in the 

literature (Marinis, 2010). 
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4.3.7.1. Facilitation in binomials 

 

Binomials (e.g., “bride and groom” versus “horse and groom”) were added as 

a distractor condition. Any effects were explored separately from the experimental 

conditions. As expected, all three groups showed a processing speed advantage of 

binomials, relative to less common noun pairings, indicating anticipatory processes 

(Millar, 2010) based on the first two words of a binomial. Moreover, PWA displayed 

the lowest number of missing trials for binomials compared to the two experimental 

conditions, which may be attributed to the salience of noun pairings in a sentence. 

Older adults showed a higher degree of facilitation of binomials, relative to 

younger adults. When comparing PWA to older controls, results indicate less 

sensitivity to manipulation in this condition in the aphasic group. Together with the 

significant difference between younger and older adults, these patterns might be 

indicative of hyper-facilitation in older adults. However, it should be noted that 

younger adults frequently anticipated target words in this condition (i.e., pressed the 

button before the target onset point) which may suggest an equal sensitivity in both 

neurotypical control groups, but since younger adults generally reacted faster to targets 

than older adults, younger adults’ sensitivity might have been driven by anticipation. 

This processing advantage for binomials over less common noun pairings is in 

line with a previous eye-tracking study (Siyanova-Chanturia, Conklin, & van Heuven, 

2011), and a more recent experiment by Siyanova-Chanturia et al. (2017) who 

recorded event-related potentials (ERPs) and found electrophysiological evidence for 

binomial facilitatory effects. In the current study, the critical word in the binomials 

condition was a noun. Thus, facilitation in binomials might resemble a semantic 

priming effect (e.g., “bride” primes “groom”) due to their semantic association, 

boosted by the additional presence of collocation (i.e., the presence of the noun with 

the conjunction “and”). The following paragraphs discuss the findings of the two 

experimental conditions (first- versus second-word manipulations) in the two 

neurotypical groups (younger versus older adults) and in the aphasic group as 

compared to an age-matched control group. 
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4.3.7.2. Age effects in the sensitivity to collocation strength 

 

An analysis of missing trials and average RTs revealed that younger adults 

reacted to the target on average 100 ms faster than older controls. They also anticipated 

more and presented with a slightly lower overall ‘accuracy’ relative to older adults 

which points to a speed/accuracy trade-off in this group. 

As predicted, findings from a mixed-factorial ANOVA suggest that facilitation 

in both younger and older adults was equally affected by experimental condition which 

was supported by a Bayesian Repeated Measures ANOVA. For both younger and older 

neurotypical adults, faster monitoring latencies for words embedded in stronger as 

compared to weaker collocations were driven by collocation strength of the trigram as 

well as the distance between the critical word and the target. There was little evidence 

for an influence of critical word frequency on sensitivity to collocation strength. While 

a significant correlation between these two variables in first-word manipulations was 

found for younger adults, a Bayesian correlational analysis revealed that there was 

only anecdotal evidence for a correlation. Thus, Bayesian procedures are a useful way 

of exploring how much evidence there is for a null- versus an alternative hypothesis. 

Higher average z-score differences in second- compared to first-word 

manipulations are indicative of a distance effect, i.e., that the distance between critical 

word and target might lead to a more rapid decay of co-activation. In comparison, if 

the critical word immediately precedes the target, then co-activation of the critical 

word and target may still be high. To some extent, this result is compatible with the 

finding in Vilkaite & Schmitt (2017), where facilitatory effects on collocation reading 

in non-native speakers of English did not reach significance when there were 

intervening words between the first and last word of a collocation (e.g., “provide 

information” versus “provide some of the information”). The intervening words in 

Vilkaite & Schmitt (2017) resulted in a much greater distance between the beginning 

of the collocation and the target word as compared to the stimuli in the current study. 

Moreover, the stimuli in Vilkaite & Schmitt (2017) consistently represented verb-noun 

collocations, whereas the present study used different underlying phrase structures. 

The majority of critical words in first-word manipulations were prepositions, while 

most of the critical words in second-word manipulations represented determiners. This 
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leaves open the question of whether the word class of the critical words (i.e., that 

mostly function words were manipulated) may have interacted with the magnitude of 

facilitation in the two experimental conditions. For instance, function words in first-

word manipulations may not be salient enough to activate the lexical items which 

complete the collocation, whereas function words immediately preceding the target 

may lead to high enough co-activation for relatively large facilitatory effects. 

For older adults, results suggest education-related differences in task 

performance in the WMT, a finding that is partly in line with the prediction that there 

would be a positive correlation between educational level and facilitatory effects. 

There was a link between higher education and greater sensitivity only in first-word 

manipulations, whereas no such relationship was found for second-word 

manipulations, i.e., facilitation in the latter condition was unrelated to educational 

level. This highlights the role of linguistic experience in sensitivity to usage-based 

variables such as collocation strength within higher task demands: Higher educated 

participants who likely have more experience with language, especially with written 

texts (Dąbrowska, 2012), showed relatively strong collocational effects even when 

there was a distance between the critical word and the target. This result is supported 

by Dąbrowska (2012) who found education-related effects in a series of experiments 

testing comprehension of a variety of syntactic structures. It is also supportive of 

another study by Dąbrowska (2014b), where strength of collocational knowledge was 

related to measures of linguistic experience such as education. This result can be 

explained by usage-based, constructional models of language, where more language 

experience leads to more collocational knowledge (Ellis, 2008a). The present findings 

suggest that collocational knowledge may not only increase, but may also become 

more robust with more linguistic experience. 

For both experimental conditions (i.e., all 36 trigram pairs), there was a 

significant relationship between z-score- and t-score differences in younger adults 

(supported by an additional Bayesian analysis), but not in the older control group. This 

suggests that degree of facilitation in younger, but not older adults is influenced by the 

strength of the association between components of a trigram as compared to its 

counterpart. In light of the prediction that there would be a positive correlation between 

these two variables, independent of age, this was an unexpected finding. This age 
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effect could stem from the slower RTs in older adults which may have ‘masked’ a 

subtle effect in this group. The same explanation may hold for the aphasic group, 

where there was no correlation between z-score- and t-score differences. 

 

4.3.7.3. Sensitivity to collocation strength in PWA 

 

A comparison between facilitatory effects in PWA and an age-matched control 

group revealed that PWA showed sensitivity to collocation strength, displaying faster 

RTs to the final words of strongly collocated as compared to weaker collocated 

trigrams. However, the interaction of condition and group on sensitivity to collocation 

strength indicates that PWA, as compared to neurotypical control participants, showed 

less facilitation when the word immediately preceding the target was manipulated. 

Despite this finding, these results provide more support for the role of frequency-based 

variables in aphasic language processing, which is in line with previous aphasia 

research on structural frequency effects (e.g., Knilans & DeDe, 2015). Strongly 

collocated word combinations facilitate word recognition, however, to a weaker degree 

compared to age-matched control participants, indicating weaker anticipatory 

activation in PWA relative to control participants. In comparison, Huck et al. (2017) 

found effects of word frequency and contextual predictability on silent reading, with a 

word frequency effect similar to the control group, and a greater effect of contextual 

predictability in PWA as compared to controls. While Huck et al. (2017) report similar 

or greater effects of usage-based variables in the aphasic group, relative to controls, 

the current results indicate diminished effects in the aphasic group. The difference in 

the magnitude of these effects may have been influenced by differences in participant 

groups (mainly mild aphasia in Huck et al. versus mainly mild to moderate aphasia in 

the present study) and the nature of the task: In Huck et al., participants did not have 

to focus on an additional task while reading sentences, whereas in the present study, 

they had to remember the target word and press a button under time pressure. 

Furthermore, in Huck et al. (2017), better sentence comprehension scores were 

associated with a greater effect of contextual predictability. The present findings are 

compatible with this finding, in that better sentence comprehension correlated with 
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facilitation in first-word manipulations, which might indicate that the ability of using 

the preceding sentential context improves sentence comprehension. 

The presence of aphasia affected RT to the target words. The average RT in the 

aphasic group was lower compared to controls, and PWA had more timeout responses, 

which may be related to aphasic sentence processing difficulties. In the aphasic group, 

17 of the 21 participants presented with TROG-2 scores below the neurotypical range, 

indicating auditory sentence comprehension difficulties which may partly explain the 

relatively high number of timeout responses and overall slower RT compared to the 

age-matched control group. Marinis (2010, p. 141) notes that “participants with low 

working memory or problems with lexical access may show a lower accuracy rate (…) 

and/or slower reaction times compared to adults with typical language abilities”. These 

are observations which the current data partly support. Task demands, i.e., 

remembering the word while listening to spoken sentences and pressing a button may 

have influenced the relatively high number of timeouts in the aphasic group. This is 

related to an issue outlined in Kilborn & Moss (1996), who state that remembering the 

target and task instruction, while attending to the carrier sentence(s), may make the 

task unsuitable for some participants. 

While the results of the current study suggest that word monitoring experiments 

represent a suitable paradigm to investigate on-line spoken word recognition within 

sentences in aphasia, three participants had difficulties in performing the task. Possible 

reasons may have been the severity of underlying language and cognitive difficulties. 

In one case, word meaning deafness seems to have caused problems with reacting to 

target words in aurally presented sentences, which resulted in a large number of 

unusable items. Because of the limited interpretability of this participant’s data, this 

participant was removed from subsequent analyses. In a second case, the individual 

with severe aphasia showed signs of frustration with the technology. A third 

participant with more marked aphasia who completed the task was unable to respond 

to targets before the whole sentence finished and seemed frustrated and overwhelmed 

by the experiment. 

To reduce task demands, future WMTs for studying aphasic sentence processing 

could be refined by adding a picture of the word to be monitored (Tyler, 1985). When 

using such a format, the words to be monitored would have to be highly imageable. 
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Trigram collocations such as “answer / repair the phone” or “catch / paint the train” 

(used in a second language learning study by Matsuno, 2017) would be suitable for 

such a format. These stimuli have high functional relevance and are similar to 

binomials, where both the critical word and the target are content words, and it would 

be likely that such stimuli, varying in degree of collocation strength, would elicit low 

‘error’ rates and strong facilitatory effects. Another opportunity for future research into 

real-time language processing in aphasia could be to explore differences in brain 

activation between stronger and weaker collocations by using ERPs, as ERP studies 

may reduce the processing load by eliminating behavioural responses (e.g., no button 

press needed). 

 

4.3.7.4. The relationship between sensitivity to collocation 

strength in PWA and performance in off-line tasks 

 

The pilot results in the single-response cloze task were replicated in a larger 

sample of neurotypical speakers, and the scoring procedure for PWA was informed by 

the findings from the normative sample. Cloze task performance in PWA was 

positively related to facilitation in first- and second-word manipulations. However, 

there was more robust evidence for a correlation between cloze task score and 

sensitivity to collocation strength in first-word manipulations. This result needs to be 

interpreted in the context of the potential confound of accessing and producing single 

words in a sentence completion task. In 15 of the 21 PWA, lexical retrieval of nouns, 

as measured by the BNT, was below the neurotypical range. In addition, the aurally 

presented stories of the cloze task need to be comprehended in order to achieve a high 

score, i.e., sentence comprehension needs to be relatively well preserved which was 

likely impaired in many of the participants in the aphasic group. Nevertheless, despite 

these confounds, a relationship between the degree of sensitivity to collocation 

strength and the ability to complete formulas within the off-line cloze task was still 

detected. This tentatively suggests that sensitivity to collocation strength may be 

related to a participant’s ability to complete (and potentially to produce) formulas, 

indicative of co-activation of the first elements and the remaining collocation. 

However, formulas in the cloze task were often ‘primed’ with content words, and 
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varied in length and mostly represented conversational formulas such as “good night”, 

“I’m terribly sorry” and “pleased to meet you”; thus, they are not directly comparable 

with the stimuli employed in the WMT. 

Sensitivity to collocation strength did not correlate with nonverbal IQ scores, 

confirming that the present experiment did not measure general ability (Dąbrowska, 

2014b). TROG-2- and BNT scores in the aphasic group correlated with facilitation in 

first-word manipulations, showing that PWA with more impaired lexical retrieval and 

sentence comprehension difficulties were less likely to show facilitation in that 

condition. In contrast, sensitivity to collocation strength within second-word 

manipulations was found regardless of degree of language impairment. This mirrors 

the finding that education level in older controls influenced sensitivity to collocation 

strength in first-word manipulations only, and that there was stronger evidence for a 

relationship between cloze task performance and first-word manipulations. Hence, an 

on-line task where there is distance between the target and the critical word (e.g., first-

word manipulations) may be indicative of aphasia severity. Future word monitoring 

experiments could examine the relationship between overall aphasia severity and 

sensitivity to collocation strength more closely. 

Finally, an error analysis in addition to differences in monitoring latencies can 

be useful in exploring which language profiles may be most suitable for such an 

experiment. ‘Error’ and facilitation correlations suggest that participants with better 

language comprehension and lexical retrieval abilities performed better in a WMT 

compared to participants with more severe language impairment. Although this 

relationship should be kept in mind when designing future word monitoring 

experiments, facilitatory effects were still observed in many participants with more 

severe aphasia (see Table 4.14). 

 

4.3.8. Conclusion 

 

This study investigated word recognition processes in different frequency 

contexts in PWA and neurotypical controls. A word monitoring experiment was 

devised to examine usage-based effects (facilitatory processing of familiar 
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collocations) in real-time processing. The findings extend previous research by 

demonstrating that PWA process familiar, collocated word combinations more easily 

than less familiar, weaker collocations, although effects were stronger for neurotypical 

control participants. This may be explained by weakened co-activation processes in 

aphasia. 

Stronger facilitatory effects were observed when the critical word immediately 

preceded the target, or when the target was primed by a noun and the conjunction 

“and”, as it was the case in the distractor condition (binomials). This suggests that 

facilitation was greater when there was a rich semantic association on top of existence 

of a collocation. Sentences where there was a distance between the critical and the 

target words seemed to be more sensitive to education-related differences in older 

neurotypical participants, as well as off-line processing in PWA. Thus, while sentences 

with no distance between the critical word and target are a more robust condition to 

detect collocational facilitatory effects, both experimental manipulations have 

advantages, depending on the specific research question or application. Future work 

could explore the relationship between the word class of the critical word, its position 

in the collocation and the size of the facilitatory effect. In summary, the word 

monitoring paradigm represents a useful instrument for assessing on-line collocational 

and sentence processing in aphasia. 
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5. Study 3: A case series report of a novel intervention 

targeting flexible use of familiar phrases in NFA 

 

5.1. Introduction 

 

Aphasia results in difficulties in processing words, multi-word utterances and 

sentences, linguistic structures that are important features of everyday conversations. 

Some word combinations, many of which can be described as familiar collocations, 

remain available despite aphasia (study 1; Zimmerer et al., 2018). Investigating the 

conversational functions of the familiar collocation IDK, study 1 found that individuals 

with Broca’s aphasia used the phrase predominantly as a fixed construction, often with 

a turn-constructional function. This finding is supported by previous literature (Beeke, 

2003; Simmons-Mackie & Damico, 1997). In contrast, neurotypical CPs produced 

more flexible syntactic variations of IDK (for example with a complement phrase), 

and a higher number of IDK tokens were used in a multifunctional way. With regard 

to recognition of familiar collocations, study 2 indicated that listeners with aphasia 

show sensitivity to collocation strength, although to a weaker degree compared to an 

age-matched control group. This study investigates whether individuals with NFA can 

learn to use residual, familiar collocations such as IDK more flexibly (e.g., as an 

abstract construction “I don’t know [X]” to express a lack of knowledge). 

As outlined in Chapter 2, some elements of existing speech and language therapy 

interventions for NFA are in accordance with usage-based assumptions, where 

linguistic form is paired with semantic-pragmatic meaning. These include ILAT (Stahl 

et al., 2016), REST (Ruiter et al., 2010; Schlenck et al., 1995; Springer et al., 2000), 

Carragher’s hybrid therapy (Carragher et al., 2015), SPPA (Helm-Estabrooks & 

Nicholas, 2000), script training (Bilda, 2011; Cherney et al., 2008; S. Goldberg et al., 

2012; Kaye & Cherney, 2016), and SentenceShaper® (Linebarger, 2015; Linebarger 

et al., 2008). In a usage-based framework, the basic linguistic unit can be a single word, 

a familiar collocation (“thank you”, targeted in MIT and also employed in ILAT), a 

semi-fixed frame with open slots (“I’d like X”, an example from script training), or an 
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abstract constructional schema (e.g., the elliptical [DOING/DONE] + [WHAT] 

construction used in REST). 

As yet, however, no intervention program for aphasia has explicitly tested 

application of usage-based principles such as high-frequency phrases, constructional 

grounding (Israel et al., 2001; Riches, 2013) or superimposition (Dąbrowska, 2014a), 

processes that help create novel utterances (Chapter 2). With regard to constructional 

grounding, source constructions are often lexically specific and more frequent than the 

target constructions (Israel et al., 2001). In this way, a familiar collocation such as “I 

like it” may act as a source construction, representing an instance of the more abstract 

“[REFERENT] like-TENSE [THING]” constructional schema. Superimposition 

(Dąbrowska, 2014a) is a process where lexical items or chunks are inserted into an 

open slot of a semi-fixed construction (e.g., “all of us like Anna’s lemon drizzle cake”). 

Learning such mechanisms can help speakers with communication difficulties to 

produce longer and more flexible utterances, and usage-based theory allows targeting 

words, word combinations or sentences, depending on a speaker’s resources. There is 

a need for developing usage-based intervention programs for aphasia and evaluating 

their impact on language production at the connected speech level. 

Many of the intervention studies that touch on usage-based assumptions used 

outcome measures of connected speech, involving sentence production tasks (e.g., 

subtests of standardised assessment batteries such as the AAT, used by Stahl et al., 

2016), spontaneous speech and discourse tasks (e.g., Ruiter et al., 2010; Springer et 

al., 2000) and everyday conversational data (Carragher et al., 2015). Whether 

connected speech is stable over time, and thus represents a valid format to assess 

baseline performance in individual participants, has begun to be examined by Beales, 

Whitworth, Cartwright, Panegyres, & Kane (2018) and Whitworth et al. (2018). Beales 

et al. (2018) demonstrated that the connected speech of participants with primary 

progressive aphasia and AD was stable across measures and different genres (e.g., 

everyday monologic speech versus picture description). Whitworth et al. (2018) 

extended these findings with data from participants with post-stroke aphasia, and 

found stability for some genres, which points to the utility of such outcome measures. 

They emphasize that procedural monologues were less detailed when repeating the 
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assessment after one week, as compared to a 3-week interval. Thus, the sampling 

interval (e.g., testing 1 week versus 3 weeks apart) may be crucial for some genres. 

Economic and reliable measures that effectively evaluate outcomes at the level 

of multiword utterances need to be developed for connected speech interventions. 

While some investigators included analysis of multiword production such as the 

proportion of verb phrases (Carragher et al., 2015) and length of ellipses produced 

(Ruiter et al., 2010), most measures of connected speech evaluated features of single 

words, for instance the number of content words, or number of words produced per 

minute (e.g., Cherney et al., 2008). Zimmerer et al.'s (2018) frequency-based methods 

offer one avenue for exploring multiword effects for bi- and trigrams (see also study 

1). However, whether these measures are suitable to reliably assess therapeutic change 

in aphasia is unclear. 

The present study tested a novel behavioural intervention for NFA aimed at 

increasing the productivity of multi-word expressions, as measured by frequency-

based variables. Flexible use of multi-word utterances was approached from a usage-

based perspective, loosening open slots in familiar semi-fixed constructions such as 

“[REFERENT] like-TENSE [THING]” by superimposing lexical items or chunks. The 

intervention incorporated psycholinguistic and neuroscientific learning principles: 

structural priming, errorless learning and enhancing dose through home practice. 

Moreover, this study considered social-motivational factors: constructions were 

practiced by making use of a participant’s own voice: target phrases are recorded and 

modified to create fluent versions (‘self-voice’).16 The following paragraphs explain 

each of these principles and their rationale in more detail. 

The defining characteristic of NFA is disfluent language production which can 

extend to disrupted repetition of sentences and reading aloud (Papathanasiou, 

Coppens, & Potagas, 2013). In a study motivated by the finding that listeners often 

have negative perceptions of speakers with NFA, Harmon, Jacks, Haley, & Faldowski 

(2016) modified non-fluent language output from nine participants with NFA by using 

computer software. Listeners rated non-fluent recordings and the simulated fluent 

versions of the same recordings with regard to speech output and their thoughts and 

                                                           
16 One motivation to include ‘self-voice’ in the current intervention was Dr Carolyn Bruce’s 

ongoing work exploring use of self-voice in aphasia therapy. 
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feelings about the speaker. Findings showed that digitally altered recordings improved 

listeners’ perceptions of speakers with NFA. The current study applied a procedure to 

enhance fluency via waveform editing, similar to the procedures reported in Harmon 

et al. (2016). These recordings of target constructions were incorporated into the 

intervention. This principle will be referred to as ‘self-voice’. 

In this study, the self-voice component acted as a social-motivational learning 

element (Varley, 2011). The underlying mechanism of self-voice is the production 

effect, or enhanced memory for words that are read aloud (Forrin & MacLeod, 2017). 

Forrin & MacLeod (2017) found that participants (undergraduate students) who heard 

recordings of themselves reading words aloud showed better memory for these words 

as compared to a condition where recordings were those of a different speaker, 

highlighting the importance of both a motor speech component and a self-referential 

auditory component in learning and remembering. Brain imaging data suggest that the 

RH is responsible for processing self-voice (J. T. Kaplan, Aziz-Zadeh, Uddin, & 

Iacoboni, 2008). 

Another principle applied in the current study is structural priming, a 

phenomenon where a speaker is more likely to re-use a structure they have previously 

encountered (Kaschak, Kutta, & Coyle, 2014). In the structural priming paradigm, a 

participant is primed with a specific syntactic structure or a schema (e.g., “he gave me 

a book”), for instance in a sentence repetition task or by reading aloud. The second 

part typically uses a picture description task where the participant tends to describe the 

event employing the syntactic structure they were primed with (e.g., “she sent him an 

email” as opposed to “she sent an email to him”; examples taken from Blumenthal-

Dramé, 2016). 

Individuals with aphasia can produce transitive and dative sentences when 

primed with these structures, as shown in Hartsuiker & Kolk (1998) who examined 

structural priming effects in 12 participants with Broca’s aphasia, and in Saffran & 

Martin (1997) who tested five participants with varying types of aphasia (fluent and 

NFA). Saffran & Martin (1997) targeted transitive (actives and passives) and dative 

(prepositional and double object datives) structures in their experiment, where 

sentence repetition (e.g., repeating a passive sentence) alternated with picture 

description tasks (e.g., describing a picture of a transitive event). Priming was found 



154 
 

for transitive but not for dative structures. In addition, they used a pre-post design, 

where participants completed elicitation tasks (picture descriptions) for passives and 

datives before and after the actual structural priming experiment. The interval between 

the pre- and post-test of both sentence types ranged from 1 hour to 1 week. While there 

was no significant difference between passives produced before versus after the 

experiment, longer-term structural priming effects were found for datives, with 

significantly more dative structures produced at post-test probes. This is in line with 

long-term cumulative priming effects found in neurotypical adults (Kaschak et al., 

2014), where structural priming accumulates over many sentences, and effects can be 

observed even when the ‘priming phase’ (i.e., the picture description session) is 

delayed by one week. Such long-term effects occur if the same task is used in the bias 

phase (where participants are primed with a specific structure) and the priming phase 

(Kaschak et al., 2014). If the bias- and priming phases employ different tasks, however, 

effects are weaker. Lee & Man (2017) used implicit structural priming training with 

an individual with Broca’s aphasia and found improved sentence production of 

prepositional dative structures (e.g., “the boy is giving a guitar to the singer”). This 

was found both directly after the intervention and at 4 weeks maintenance. 

Another learning principle that has been found effective in aphasia intervention 

studies is errorless learning, a method where “the possibility of the learner making 

errors is reduced or eliminated entirely” (Varley, 2011, p. 16). Errorless learning 

methods employed in aphasia studies include decreasing cues (Conroy & Scowcroft, 

2012) or, as in a ‘pure’ errorless learning method, direct repetition of a target structure. 

In the ‘Sheffield WORD – Structured speech therapy’ program (SWORD; Varley et 

al., 2016; Whiteside et al., 2012), designed for individuals with acquired apraxia of 

speech (AoS), fluent and flexible use of constructions (words in isolation and 

embedded in phrases such as “Where is ___?”) is practiced in a stepwise way, using 

errorless methods. In the first step, the participant with AoS is presented with a video 

clip of a neurotypical speaker producing a target word. This is followed by a second 

step, where the participant imagined saying the word. In a third step, the participant 

attempts production (repetition) of the word. This procedure – which was implemented 

in the current intervention – seeks to facilitate fluent language production by 

minimising errors. 
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Finally, the intervention devised in the current study was computerised, to allow 

opportunities for self-managed home practice. This increases the frequency with which 

participants engage with intervention activities (Nobis-Bosch, Springer, Radermacher, 

& Huber, 2011). High intensity aphasia therapy (8.8 hours per week for 11 weeks) has 

been found to be more effective compared to lower intensity therapy, administered 

over a longer time span (Bhogal, Teasell, & Speechley, 2003). The neuroscientific 

principle of increasing therapeutic dose (total number, length and frequency of 

sessions) through home practice has become a common component of aphasia 

interventions. Varley et al. (2016), for instance, found a positive relationship between 

dose (the time spent on a self-administered computerised intervention) and treatment 

outcome (correctly named words post-intervention) in a large group of participants 

with AoS. 

The current study set out to evaluate the intervention’s acceptability as well as 

the outcomes in a case series, to test the potential of this computerised, usage-based 

intervention for improving expressive abilities in NFA. These are elements typically 

explored in feasibility studies (Orsmond & Cohn, 2015). The following main research 

questions will guide the analysis: 

1. Is there evidence that after intervention participants with NFA demonstrate 

a. enhanced connected speech, as measured by a higher proportion of multiword 

utterances in narratives? 

b. increased use of trained constructions? 

2. Which is the most appropriate outcome measure? 

3. How acceptable is the intervention to participants with NFA and their CPs? 

 

5.2. Method 

 

5.2.1. Participants 

 

Following ethical approval from the UCL Language & Cognition Departmental 

Ethics Committee (Project ID: LCRD.2017.01), five PWA and their regular CPs were 

recruited via non-NHS routes including a university research register. Participants 
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were initially contacted by the researcher via email or telephone to explain the purpose, 

procedures and timeline of the study. If a dyad was interested in the project, written 

information sheets (one version for PWA, one for CPs, see Appendices C.1-C.2) were 

supplied and each dyad was given time to talk about the project with family members 

and friends before making a decision. When a dyad decided to volunteer to take part 

in the project, written consent was obtained both from the PWA and their CP 

(Appendices C.3-C.4). 

Three participants were female and two were male. The mean age was 60 (range: 

48-68). All participants presented with chronic, post-stroke aphasia (average 91 

months post stroke onset, range 24-165), characterized by grammatically 

impoverished, non-fluent and effortful speech output in spontaneous speech and 

narrative production. Table 5.1 presents an overview of demographic characteristics 

and performance on background/profiling assessments. All participants: 

 were adults, with a lower age limit of 18 years (no upper age limit); 

 had a stroke at least 6 months prior to recruitment; 

 presented with NFA, as identified by Speech and Language Therapists working 

in the UCL Department of Language & Cognition; 

 had no neurodegenerative illness; 

 had a spouse, adult family member or friend who was willing to take part in 

conversation recordings prior to and after the intervention; 

 used English as their main language; 

 had sufficient auditory and visual acuity to interact with a laptop computer; 

 volunteered to join a university research register. 
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Table 5.1: Demographic characteristics and background assessments of participants with NFA 

Participant 

ID 
Age Gender 

Months post 

onset 

Highest level of 

education 

Naming 

objects 

(BNT) 1 

(max. 60) 

Digit Span by 

recognition 

(PALPA-13) 2 

(max. 7) 

Spoken word 

comprehension 

(CAT subtest) 3 

(max. 30) 

Nonverbal IQ 

(WASI-II MR) 4 

 

(max. 30) 

P1 48 f 46 Secondary school 30 6 28 17 

P2 63 m 84 Secondary school 25 3 28 13 

P3 60 m 165 University degree 10 4 24 12 

P4 68 f 24 College 7 3 24 10 

P5 60 f 137 
Postgraduate 

degree 
55 6 28 15 

Average 59.8 - 91.2 - 25.4 4.4 26.4 13.4 

SD 7.4 - 59.5 - 19.2 1.5 2.2 2.7 

1Boston Naming Test (BNT; E. Kaplan et al., 2001); 2Subtest 13 from the Psycholinguistic Assessments of Language Processing in Aphasia (PALPA; Kay et al., 

1992); 3Subtest from the Comprehensive Aphasia Test (CAT; Swinburn et al., 2004); 4Matrix Reasoning subscale from the Wechsler Abbreviated Scale of 

Intelligence – Second Edition (Wechsler, 2011) 
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As shown in Table 5.1, all participants showed relatively preserved spoken word 

comprehension (range: 24-28 out of 30), as determined by the CAT subtest (Swinburn 

et al., 2004). However, the group was heterogeneous with regard to object naming-, 

digit span- and nonverbal IQ performance, as measured by the BNT (E. Kaplan et al., 

2001), subtest 13 from the PALPA battery (Kay et al., 1992) and the WASI-II subtest 

(Wechsler, 2011), respectively. The background profiles revealed variability with 

respect to aphasia severity: P4 presented with the most severe aphasia, followed by P3 

and P2 (Table 5.1). P1’s and P5’s background profiles indicated less severe aphasia 

compared to the rest of the group, although P1’s object naming was considerably more 

affected by her aphasia than P5’s naming performance. 

 

5.2.2. Study design 

 

Employing a case series design, each participant was involved in a 16-week 

study, consisting of three phases: baseline (weeks 1-3), intervention (weeks 4-9), and 

post-intervention probes (weeks 10-16). Section 5.2.3 details the intervention and 

section 5.2.4 describes the measures used in the baseline and post-intervention phases. 

 

5.2.3. Intervention  

 

During the 6-week intervention phase (weeks 4-9), individual sessions in the 

UCL Department of Language & Cognition alternated with home visits. These visits 

were provided to ensure that participants could complete self-managed activities on a 

laptop supplied by the research team. The main aim of the intervention was to train 

flexible use of 12 constructions (see Chapter 2 for a definition of this term). Each 

represented a familiar collocation with high usage frequency (a source construction 

such as “I like it”) which mapped onto a semi-fixed frame with open slots (e.g., 

“[REFERENT] like [THING / PERSON / LOCATION / PROCESS]”, as in “you like 

cake”). Table 5.2 shows the full list of target constructions, as well as their semantic-

pragmatic functions. These corresponded to ‘topics’, overarching interactional 
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functions relevant to everyday talk about experiences, opinions and exchanging 

information. The topics listed in Table 5.2 reflect the order in which constructions were 

practiced. 
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Table 5.2: Target constructions (source constructions and frames) of the intervention 

Source construction and 

frame 
Semantic-pragmatic function ‘Topic’ 

I made it accomplishing or producing something 

1.1: Giving 

information 

[REFERENT] made [THING] 

I want that to wish for a particular thing or plan of action 

[REFERENT] want [THING] 

I said it  
referring to something that has been reported before / that 

someone said 

[REFERENT] said [UTTERANCE] 

I went to Spain reporting about having travelled or moved to a place 

1.2: Giving 

information 

[REFERENT] went to [LOCATION / EVENT] 

I had it to own; experience something; eat or drink something 

[REFERENT] had [THING] 

I want to swim to wish for a particular plan of action 

[REFERENT] want to [PROCESS] 

It’s alright assessing a situation / a person / etc. 

2: Giving 

an opinion 

[REFERENT / THING]'s [PROPERTY] 

I like it 
enjoying or approving of something or someone / an 

activity 

[REFERENT] like [THING / PERSON / LOCATION / PROCESS] 

I hate it disliking something / someone / an activity very much 

[REFERENT] hate [THING / PERSON / LOCATION / PROCESS] 

Where is it? seeking information with regard to place or location 

3: Asking a 

question / 

expressing 

lack of 

knowledge 

Where is [THING / PERSON / EVENT]? 

When is it? seeking information with regard to time 

When is [THING / PERSON / EVENT]? 

I don’t know declaring insufficient knowledge 

[REFERENT] don't know [SOMETHING] 
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The 12 source constructions were derived from the spoken BNC (average raw 

frequency = 1049 occurrences; range: 35-9034). Relative frequencies and t-scores of 

the source constructions can be found in Appendix C.5. First, the most frequent 

“[pronoun] + [verb] + it” and “it’s + [adjective]” constructions were searched in the 

spoken BNC. Phrases that were regarded as representative of everyday language use 

were selected and categorized into the broader interactional functions of ‘giving an 

opinion’ or ‘giving information’. The aim was to identify three constructions to 

represent each interactional topic (Table 5.2). In order to achieve this aim, the “want” 

and “went to” constructions completed the existing topics 1.1, 1.2 and 2. To reduce 

lexical-semantic demands, the open slots in source constructions mostly consisted of 

pro-forms (e.g., “that” or pronouns such as “I”, “he” etc) – items with high unigram 

frequency (e.g., “I”, “he”, and “that” have 24,602, 7,552, and 22,780 occurrences per 

million words in the spoken BNC, respectively) and versatile as to the conversational 

contexts in which they can be used. Finally, the phrase IDK was added as it represents 

the most frequent trigram in neurotypical talk and was found to be a relatively fixed, 

yet frequently used phrase in NFA (study 1). The prototypical ‘lack of knowledge’ 

usage of IDK (e.g., “I don’t know where”) was targeted. To complete a set of three 

constructions around the topic of ‘expressing lack of knowledge and asking a 

question’, two wh-questions with high usage frequency were added (Table 5.2). 

The intervention was divided into three phases (Figure 5.1), and the following 

underlying techniques and principles were applied: self-voice, structural priming, 

superimposition, errorless learning and increasing dose through home practice. Phase 

1 (week 4) elicited fluent as possible versions of a participant’s own productions of 

the target phrases (self-voice). In Phase 2 (week 5), participants were exposed to 

variations of the target constructions within a gamified RT experiment using the word 

monitoring paradigm (structural priming), and Phase 3 (weeks 6-9) served as a 

production training phase (practicing flexible use of constructions via superimposition, 

self-voice, errorless learning and increasing dose through home practice). 
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Figure 5.1. Three phases of the intervention. 

 

Phase 1 consisted of one recording session of target constructions (e.g., “I had 

it”, “I made it”) and variations of these (e.g., “she had it”, “he made cake”). 

Participants repeated phrases or read them aloud. Each participant recorded the same 

set of 59 phrases (names were individualised, e.g., “[NAME] had dinner”). If parts of 

a recording were effortful and non-fluent, the phrase was modified using the sound-

editing software Audacity (version 2.1.2; available at https://www.audacityteam.org/). 

Modifications through waveform editing included deleting fillers and reducing long 

vowel durations or long pauses between words, similar to the procedures described in 

Harmon et al. (2016). Figure 5.2 gives an example of such a modification. If a 

recording included errorful elements (e.g., apraxic errors), more than one attempt was 

recorded and correctly produced words were ‘copied and pasted’ into the final sound 

file. In this way, fluent versions of all 59 phrases were created for each participant. 

These recordings were part of the computerised practice for Phase 3 of the 

intervention. 
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Figure 5.2. Example: Researcher models “they want to swim”, participant (P2) repeats the phrase (highlighted with a dashed line). The final 

phrase (edited) is shown on the right hand side (highlighted with a solid line): pauses have been shortened compared to the original recording. 
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During Phase 2 (week 5), participants were exposed to variations of 

constructions via a ‘word monitoring game’ (WMG), a gamified, computerised WMT. 

In the WMG, the participant reacts as quickly as possible (via button press) to a pre-

specified target word (presented in written and auditory form) once it is encountered 

in an auditory sentential context. A total of 320 trials were created, and divided into 

three categories (see Figure 5.3 for an example of each): a) typical trials (TT), where 

participants reacted to words embedded in target constructions (structural priming), b) 

filler trials (FT) where target words were not part of target constructions, but appeared 

at a different place in the sentence, and c) catch trials (CT), where the target word did 

not appear in the sentence, i.e., the participant was not supposed to press the button. 

FT and CT were included to ensure participants were not aware of the purpose of the 

task. 

 

Table 5.3: Examples of WMG conditions 

Condition Target word Sentential context 

Typical trial made This bread recipe shows you how I made it. 

Filler trial game If you make a mistake the game plays a sound. 

Catch trial market All those clothes are made by hand. 

 

200 trials represented TT (62.5%), 50 represented FT (15.6%), and the remaining 

70 were CT (21.9%). The program randomly generated fourteen unique sets of 20 

items (consisting of 13-14 TT, 3 F and 3-4 CT) to form sessions of four minutes. After 

each trial, participants received feedback on accuracy, using smiley / neutral faces and 

short messages such as “too early” (if pressing the button before the actual target word 

occurred in the sentence) or “it wasn’t there this time” (if pressing the button in a CT). 

After each four-minute session, the program displayed two feedback graphs, providing 

an overview of RTs and accuracy of the previous 10 sessions (see Figure 5.3 for an 

example of a RT feedback graph). 
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Figure 5.3. Screenshot of a WMG feedback graph (displaying RT). 

 

The target words and sentential contexts were recorded in a sound treated room 

at UCL, using the program ProRec (version 2.2, Huckvale, 2016; downloaded in June 

2016). A female native speaker of English read out the target words and the sentential 

contexts with a relatively slow pace and natural prosody. The WMG was self-managed 

and the program automatically recorded when and for how long the WMG was 

practiced. Each participant was loaned a laptop and was provided with aphasia-friendly 

instructions of how to start / shut down the laptop and play the WMG. The researcher 

set up the laptop in each participant’s home during week 4 and provided initial training 

including practicing using the laptop and playing the WMG. 

The intended learning mechanism of Phase 2 was structural priming. In the 

current study, the WMG was comparable with a bias phase. By reacting to target words 

that were part of trained constructions, participants were paying attention to 

constructional schemas. The aim here was to activate constructional schemas by 

repeated exposure in week 5, which may prime and thus facilitate production of these 

constructions in the following weeks (Phase 3). The WMG was removed from a 

participant’s laptop during week 6, when the focus shifted to Phase 3 activities. 
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In Phase 3, the sound files from Phase 1 (recording session) were incorporated 

into a computerised program designed to practice more flexible use of constructions. 

Phase 3 consisted of individual sessions, home visits and additional self-managed 

home practice, using the same laptop that had already been used for the WMG. In each 

week during weeks 6-9, three different constructional schemas were practiced. Four 

slide shows were created using Microsoft PowerPoint, where constructions were 

presented in written form, accompanied by the participant’s audio recordings. Each 

slide show (referred to as ‘topic’, Table 5.2) included three constructions that related 

to one overarching interactional function such as ‘giving an opinion’. 

The main underlying usage-based principle in Phase 3 was superimposition 

(Dąbrowska, 2014a), where lexical items (e.g., “Claire”) were superimposed over an 

open slot (e.g., “Where is ____?”  “Where is Claire”).17 Moreover, a lexically 

complex construction (in this study, for example “they like flowers”) was grounded in 

a relatively simple source construction (e.g., “I like it”). Open slots in source 

constructions were often filled with pro-forms (e.g., pronouns and deictic expressions 

such as “that”) as well as high-frequency verbs and nouns (e.g., “dinner”, “swim”) to 

reduce lexical demands. Semantically more rich items were used in following steps. 

During Phase 3, the three steps used in SWORD (Whiteside et al., 2012) were 

applied, motivated by errorless learning strategies. Figure 5.4 demonstrates these steps 

based on the “[REFERENT] like [THING / PERSON / LOCATION / PROCESS]” 

constructional schema which started with the source construction “I like it”, followed 

by two variations of the pre-core word slot (e.g., “you like it”) and finally two 

variations where both open slots were replaced (“they like flowers”). The first step of 

practicing each phrase was listening to a pre-recorded self-voice model (i.e., errorless 

modelling). Importantly, in this step, participants could listen to a recording several 

times by pressing a button (Figure 5.4). This was followed by a step where the 

participant imagined saying the phrase aloud, and only in a third step the target phrase 

was actively produced. Thus, these three steps reflect a combination of self-voice / 

social learning factors and errorless learning techniques. 

 

                                                           
17 All names of people or places referred to in the data are pseudonyms. 
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Figure 5.4. Demonstration of practicing variations of the ‘[REFERENT] like [THING]’ construction. 
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The element of superimposition was further highlighted during the ‘listening’ 

step, where variations of a core construction were animated (Figure 5.4). For instance, 

in the “you like it”-‘listen’-slide, the animation started with the text box “______ like 

it”, accompanied by a sound file where the open slot was filled by a beep (“*beep* 

like it”, created with Audacity). Next, the pronoun “you” option was flown into the 

open slot, accompanied by the sound file of the whole phrase “you like it”. The same 

procedure was applied to all ‘listen’ slides where one or both open slots were replaced 

with lexical items (Figure 5.4). 

Each week of Phase 3 consisted of two one-to-one sessions that focused on a 

single ‘topic’. The first session was typically spent on the ‘standard form’ of a topic 

(i.e., the pre-recorded phrases from Phase 1), followed by a second session where 

personally relevant variations of constructions were practiced. For example, one 

participant decided to practice the following variations of the “[REFERENT] like 

[THING / PERSON / LOCATION / PROCESS]” construction: “We like red wine / 

caravans / cruise” and “I like CDs / Jake Bugg / Elton John”. The researcher assisted 

in identifying these individualized lexical items and modelled the whole phrase for the 

participant to repeat. Again, fluent versions of each of these individualized phrases 

were created using Audacity, and sound files were incorporated into the PowerPoint 

program. The individualized phrases could be practiced on the participant’s laptop in 

a self-managed way throughout Phase 3. Laptops were withdrawn in week 10, when 

reassessment was carried out. 

 

5.2.4. Outcome measures 

 

The following sections describe primary and secondary outcome measures, the 

control measure and questionnaires to assess acceptability of the intervention. Table 

5.4 provides an overview of when each measure was administered. 
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Table 5.4: Overview of outcome and control measures 

 Baseline Intervention Post-intervention probes 

Variable(s) of 

interest 
Week 1 2 3 4-9 10 11 12 

13

-

15 

16 

Primary outcome measures 

Dinner Party 1          Combination 

ratio; 

bi- and 

trigram t-

scores 

Jogging 1          

Spontaneous 

speech 2 
         

Secondary outcome measures 

Story Completion 

Test 3 
         

‘Expected 

answer’ 

score; 

Number of 

well-formed 

utterances 

TROG-2 4          
Number of 

items correct 

AIQ-21 5          
Participant 

ratings 

Control measure 

Synonym 

matching task 6 
         

Number of 

items correct 

Other measures 

Acceptability 

questionnaire 
         

Participant 

ratings and 

comments 

Conversation 

videos 
         

Not analysed 

as part of the 

current report 

1 (Fletcher & Birt, 1983) 2 questions to elicit personal narratives; 3 adapted from Goodglass et 

al., 1972; 4 Test for Reception of Grammar – Version 2 (TROG-2, Bishop, 2003); 5 Aphasia 

Impact Questionnaire (AIQ-21, available from https://www.aiq-21.net/); 6 shortened form of 

a written Synonym Matching Task, taken from the Action for Dysphasic Adults Auditory 

Comprehension Battery (A.D.A., Franklin et al., 1992). 
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5.2.4.1. Primary outcome measures 

 

Personal and picture-based narratives served as primary outcome measures to 

assess participants’ language production at the multiword level. Narratives were 

administered at multiple baselines (weeks 1 and 3), once after the intervention (week 

10) and after a 6-week no treatment period (week 16) to assess the stability of any 

communicative change. All narratives were audio recorded. 

The Dinner Party narrative (Fletcher & Birt, 1983), carried out in weeks 1, 10 

and 16, is a black and white cartoon about a dinner party where the main meal, a fish, 

disappears, because it was eaten by the pet cat. It consists of eight separate scenes. In 

addition, a second cartoon from the same resource (Fletcher & Birt, 1983) was used, 

called ‘Jogging’, depicting a series of events where an overweight man goes running 

to lose weight, but comes back home soaked and injured because he was bitten by a 

dog and it started to rain. It is comparable with the Dinner Party narrative in that there 

are eight scenes and the style of the black and white drawings is similar. The Jogging 

narrative was administered in weeks 3, 10 and 16. The cartoons were shown to each 

participant and the instruction was: “Have a look at these pictures. Together, these 

pictures constitute a story. Tell me in your own words everything you see going on 

(whenever you are ready).” 

Personal narratives were elicited using four different questions: a) “Can you tell 

me about the last time you went on holiday, or the last trip you took” (week 1, baseline 

1); b) “Thinking back, can you tell me a story about the most frightening experience 

you’ve had? It could be from any time from when you were a kid or more recently” 

(week 3, baseline 2); c) “Can you tell me a story about the most interesting person 

you’ve met” (week 10, post-intervention); d) “Can you tell me about the best / most 

recent film you’ve seen” (week 16, maintenance). These questions were designed to 

elicit extended monologues. The researcher was allowed to give general 

encouragement for more speech (e.g., “Can you tell me more about X?”). 

Narrative outcome variables were frequency-based measures from the FLAT 

Version 2 (Zimmerer et al., 2018; Zimmerer & Wibrow, 2015). The main outcome 

variable was combination ratio which quantifies the amount of a participant’s 

connected speech by dividing the number of trigram tokens by number of words. 
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Higher combination ratio indicates a higher proportion of trigrams in a speaker’s 

connected speech. Secondary variables were bi- and trigram t-scores. These measures 

quantify the degree of association strength of word combinations and point to the 

degree of creativity of connected speech. Higher t-scores suggest combinations which 

may represent (parts of) familiar collocations, lower t-scores point to more weakly 

collocated combinations, i.e., more flexible and creative language production. For 

instance, the trigram “I said it” has a t-score of 15, while the more creative variation 

“you said yes” has a t-score of 3. For t-scores, type-based values were used, as they 

point to the inventory of constructions rather than the usage. By contrast, token-based 

values are biased by repeated utterances (constructions such as “I’m sorry” that may 

be overused by a participant). Since several samples were collected at each time point 

(e.g., one picture-based and one personal narrative at baseline 2, two picture-based and 

one personal narrative at post-intervention assessment), average combination ratio and 

t-score averages per assessment point were calculated across each participant’s 

samples. 

 

5.2.4.2. Secondary outcome measures 

 

Secondary outcome measures were an adaptation of the Story Completion Test 

(Goodglass et al., 1972), the TROG-2 (Bishop, 2003) and the Aphasia Impact 

Questionnaire 21 (AIQ-21; Swinburn et al., 2018; https://www.aiq-21.net/). 

The Story Completion Test was originally developed by Goodglass et al. (1972) 

to study the availability of abstract syntactic structures in NFA. In the current study, it 

was adapted to probe a participant’s ability to produce the constructions targeted in the 

intervention. It was administered at multiple baselines (weeks 1 and 3) and twice 

during the post-intervention phase (weeks 10 and 16), and was audio recorded. The 

task with scoring examples is shown in Table 5.5. As in Goodglass et al. (1972), the 

researcher presented a short story orally, where the final sentence or phrase was 

missing, as in the following example (item 4): “I’m fond of ball games. My friend asks 

me: ‘What are your thoughts on football?’, so I say...?”. Seven out of 12 story 

situations ended with “…, so I say…?” / “…, so he says…?”, and participants 

attempted to complete each story with a single sentence. 
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Table 5.5: Study-specific Story Completion Test including scoring examples 

Scenarios [target phrase] Answer Score (out of) G 

P1 My friend comes in. I want him sit down, so I say…? [Sit down] Sit down! (laughing)  (34)  

P2 My cousin is at the door. I want him to come in. I open the door and say…? [Come in] Hello, come in! Sit down, chill!  (88)  

1 My friend looks for his keys. He asks me if I know where they are, but I don’t, so I say…? [I don’t know] Sorry, I don't know. 39 (39) 1 

2 
I broke my arm last year, and it has healed well. The doctor asks me, “How is your arm?”, so I say…? 

[It’s alright] 

Brilliant. It's really good now. 100 (100) 1 

3 I baked a cake. My friend asks: “Did you buy this cake?”, so I say…? [I made it] er…I-no? I make it myself. 85 (85) 1 

4 
I’m fond of ball games. My friend asks me: “What are your thoughts on football?”, so I say...? [I like 

it] 

Yeah it’s really good. But I ('ll) no 

play it though. 
0 (71) 1 

5 
Tom swore in class. The teacher heard and asked Marc “Marc, did you say this?”, so Tom confessed and 

admitted…? [I said it] 

No, sorry, it was me. 0 (7) 1 

6 I detest spicy food. My friend asks how I find spicy food, so I say…? [I hate it] It's it's too hot. I can't take it. 0 (49) 1 

7 
My husband looks for the last piece of the cake, but I ate it for lunch. He asks “where’s the cake?”, so I 

say…? [I had it] 

Oh, I don't know, it's it's erm it's my 

mice coming (and) eat it up. 

(laughing) 

0 (76) 1 
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8 
Sarah was looking for a holiday destination and saw a lovely picture of a beach in the brochure. She 

had a smile on her face and thought to herself…? [I want to go (there)] 

I'm bookin’ (it) now. (sighs) 0 (27) 1 

9 
The woman heard that her flight was delayed and was keen to find out more about the delay. She thought 

to herself…? [I want to know (what’s going on)] 

I'm going to the…the: erm ts (again), 

oh my god there is er really weird is 

I, I (sighs) erm. d'y know, I phone 

(laughing) to er and why is er is the 

plane, what's going on? (sighs) 

0 (7) 1 

10 
Jane can’t find her coat. Her mother has just cleaned the flat. She knows her mother put it somewhere. 

Jane wants to know where the coat is, so she asks her mum…? [Where is my coat] 

Where's the coat, mum? 71 (71) 1 

11 John can’t remember the day of the football match, so he asks his friend…? [When is the match] What day is the football match? 100 (0) 1 

12 
Paul lives in Bristol. He spent the weekend in London. He wants to tell his friend what he did on the 

weekend, so he says…? [I went to London] 

Gosh er I went football, I want to 

the… the play, is erm…erm Covent 

Garden, everything is... really good. 

76 (76) 1 

Total: 395   / 708 12/12 

Scoring examples are taken from P1’s maintenance probe; P1 / P2 = Practice items; Answer: P1’s answer; Score: for every expected construction; G: assign 

1 for every grammatically well-formed utterance; “I don’t know”: target phrase for item 1, did not count as a grammatical utterance unless it was produced for 

item 1; “(I’m) sorry” did not count as a grammatical utterance unless it was produced for items 5 and 7, depending on intonation; “No way” was accepted as a 

grammatically well-formed utterance for items 3 and 6, where it was judged as an appropriate utterance given the semantic context. 
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There were two categories for scoring participants’ answers, an ‘expected 

answer’ category and a ‘grammatically well-formed utterance’ category (Table 5.5). 

As an example, for item 4 (see above), where the expected construction was “I like it”, 

the answer “it’s fun” would be scored with a 0 in the ‘expected answer’ category, while 

a 1 would be noted in the ‘grammatically well-formed utterance’ category. The scoring 

procedures are described in more detail in the following paragraphs. 

Although story situations were designed to elicit trained constructions within 

highly predictable sentential contexts, a norming sample of 41 native speakers of 

English revealed that the probabilities with which the target constructions were 

produced varied considerably across items (range: 7-100%). The ‘expected answer’ 

scores were therefore weighted according to the normative cloze probability. For 

instance, if an item elicited a normative cloze probability of 39% (i.e., 39% of the 41 

neurotypical speakers answered with the target construction), the score a participant 

would receive for producing an expected construction for that item was 39, while a 

normative cloze probability of 100% would mean that a score of 100 would be 

assigned to that item if the participant answered with the target construction. The score 

(e.g., 39 for item 1; 100 for item 11) was given for the target construction or a 

construction with the same grammatical structure (e.g., item 4: “I like it” / “I enjoy 

football”), and a score of 0 was assigned if the answer reflected another structure (e.g., 

“it’s fun” instead of “I like it”). 

Similarly to Goodglass et al. (1972), in addition to the ‘expected answer’ score, 

described above, the number of grammatically well-formed utterances was recorded 

in the following way. For every answer reflecting a grammatically well-formed 

utterance (disregarding semantics), a score of 1 was given. Ellipsis was allowed (e.g., 

“fantastic” instead of “I like it”; “fixed” instead of “it’s alright”). Formulas such as 

“oh dear”, “dear me”, “oh gosh” and “come on” were not scored as grammatically 

well-formed utterances. Other formulas (“I don’t know”, “(I’m) sorry”, “no way”) 

however, counted as a grammatically well-formed utterance for certain items (Table 

5.5). 

The TROG-2 (Bishop, 2003) was administered once before and after the 

intervention (weeks 2 and 10), to investigate whether there was change a participant’s 

spoken sentence comprehension. Additionally, the AIQ-21 (Swinburn et al., 2018; 
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https://www.aiq-21.net/) was used as a participant-reported measure of 

communication abilities, emotional state / well-being, and participation. It was 

administered once during the baseline- and the post-intervention phase (weeks 3 and 

16). 

 

5.2.4.3. Control measure 

 

A shortened form of a written Synonym Matching Task, taken from the A.D.A 

(Franklin et al., 1992), was created as a control measure. This was administered over 

multiple baselines (week 1 and 3), and twice during the post-intervention phase (weeks 

10 and 16). In this task, the participant judges whether pairs of written words (e.g., 

“grin” and “smile”) have a similar meaning or not, by ticking ‘yes’ or ‘no’ for each 

pair. The original task includes a set of 40 high- and 40 low-imageability, as well as 

40 high- and 40 low-frequency word pairs (160 pairs in total). The revised version 

consisted of 40 out of the 160 items, with 50% representing ‘same’ and 50% ‘different’ 

judgements. For the subset, 16 low- and 4 high imageability word pairs (e.g., “clumsy 

– frail” versus “mail - post”), plus 16 low- and 4 high frequency (e.g., “couch – sofa” 

versus “lunch – river”) word pairs were chosen (Appendix C.6). This test was devised 

to assess written word processing which was not directly targeted in the intervention, 

and it was expected that a higher proportion of low frequency/imageability word pairs 

would elicit a performance above chance and below ceiling, i.e., would make the task 

more suitable as a control measure. 

 

5.2.5. Acceptability of the intervention 

 

Acceptability of the intervention to both participants with NFA and their CPs 

was investigated through post-intervention study-specific questionnaires (Appendices 

C.7-C.8). These were designed to capture the views of participants regarding different 

aspects of the intervention. Questions for participants with NFA focused on a) helpful 

and unhelpful elements of the intervention; b) the overall usefulness of the 
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intervention; c) the level of difficulty of practicing the WMG and activities at home; 

d) the frequency with which they use the trained constructions, and e) self-reported 

change in communicative abilities. The questions for CPs were similar, focusing on 

perceived helpful and unhelpful elements of the intervention, its overall usefulness for 

their family member or friend with aphasia, and any observed changes in the person 

with aphasia’s communicative abilities after the intervention. Open-ended questions 

allowed both participants with NFA and their CPs to add further comments on the 

intervention in general. Participants filled in the questionnaires in their own time 

without the researcher present, and participants with NFA were encouraged to fill in 

the questionnaire together with their CP. To reduce participant bias, questionnaires 

were posted back to the researcher’s primary supervisor. 
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5.2.6. Conversation videos 

 

During the baseline- and post-intervention phases, participants videotaped 

weekly 10- to 20-minute conversation samples (weeks 1, 2, 3, 10, 11, 12, 16) with a 

regular CP (Table 5.4). All videos were recorded in the participant's home, with no 

persons other than the participant and their CP present. The instructions were to video 

record 20 minutes of conversation in total each week, and participants could choose 

topics themselves. The project supplied digital video cameras for this purpose. 

 

5.2.7. Data analysis 

 

Audio-recorded connected speech samples (personal and picture-based 

narratives) were orthographically transcribed by a student research assistant blinded 

as to the sample collection point. Pre-, post-intervention and maintenance data were 

analysed individually for each participant, using the frequency-based analysis tool 

FLAT, Version 2 (Zimmerer et al., 2018; Zimmerer & Wibrow, 2015). Before 

performing the frequency-based analysis, the researcher checked all transcriptions for 

accuracy and formatted them in line with FLAT transcription conventions (study 1). 

Since the group represented a relatively small, heterogeneous sample of 

individuals with NFA, all results were evaluated at the individual rather than the group 

level. However, group means were plotted for the main outcome variables and the 

control measure, to identify patterns across individuals. Individual recurrent phrases 

(e.g., “oh dear me” or “the work”, frequently produced by P4) were included in 

analysis of spontaneous speech samples as each participant acted as their own control. 

For primary outcome measures, the mean combination ratio and type-based t-scores 

were compared within participants across the four assessment points (baseline 1, 

baseline 2, post-intervention and maintenance) using descriptive statistics. Because of 

the novelty of these FLAT measures, reference values from a normative sample were 

reported for each variable, taken from Zimmerer, Coleman, Hinzen, & Varley (in 

prep). Zimmerer et al. (in prep) analysed personal and picture-based narratives (‘Last 
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Holiday’ spontaneous speech samples and ‘Dinner Party’ narratives) from of 30 

neurotypical adults with the FLAT Version 2. 

Performance on secondary outcome measures was analysed by comparing pre- 

and post-intervention scores for each participant. For the adapted Story Completion 

Test, McNemar tests for related samples were conducted individually to investigate 

whether baseline performance was stable (baseline 1 versus 2). Where baseline 

performance was found to be stable, Cochran’s Q tests were used to examine each 

participant’s performance prior to and following the intervention (baseline 2 versus 

post-intervention versus maintenance). For these comparisons, the final baseline 

measurement was used as the pre-intervention measure as participants were more 

familiar with the tasks and the researcher at the second probe compared to baseline 1. 

The same analysis was applied to the control measure. Conversation videos were not 

analysed as part of this thesis. 

 

5.3. Results 

 

All five participants completed the intervention study. Results are reported 

measure by measure, evaluating individual change patterns after intervention. 

 

5.3.1. Control measure: Synonym matching task 

 

The results of the synonym matching task, administered at multiple baselines 

(weeks 1 and 3) and twice during post-intervention probes (weeks 10 and 16), detected 

relatively stable performance across participants (Figure 5.5). Baseline scores were 

stable (as indicated by McNemar tests, P1: p = .375; P2: p = .625; P3: p = .625; P4: p 

= .754; P5: p = .500). When comparing baseline 2, post-intervention and maintenance 

using Cochran’s Q tests, there was no significant change for any of the participants’ 

scores (P1: Q = 1.2, ns, p = .549; P2: Q = 1.0, ns, p = .607; P3: Q = 2.0; ns, p = .368; 

P4: Q = 2.8, ns, p = .247; P5: Q = 3.5, ns, p = .174). 
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Figure 5.5. Synonym matching task – number of correct items by participant over 

time. 

 

P3’s pattern, however, stood out in that he performed just above chance level at 

baseline 1, baseline 2 and post-intervention (22, 22 and 24 items correct, respectively), 

as he had difficulty with single-word reading. Whenever he could not read a word in a 

pair, he ticked ‘no’ (indicating that the words of a pair have a different meaning), 

whereas he only ticked ‘yes’ if he could read both words of a pair and judged them to 

mean something similar. His performance at maintenance, with 28 correct items, 

seems to have improved, compared to previous attempts. Further analysis of correct 

‘yes’ (same) judgements revealed that these judgements increased from 4 at baseline 

2 to 6 post-intervention and 13 at maintenance. Thus, his relatively good performance 

at maintenance could be explained by the increased number of correct ‘same’ 

judgements which needs to be interpreted in light of his strategy, outlined above (that 

he only ticked ‘yes’ if both words could be read and were judged to mean something 

similar). This may point to improved single word reading in P3, following 

intervention.  
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5.3.2. Narratives 

 

For the primary outcome variable, combination ratio, it was expected that the 

intervention would lead to increased connected speech, i.e., higher values during post-

intervention probes. While within-participant comparisons indicate an increase in 

combination ratios between baseline 2 and the first post-intervention probe for four 

participants (P2, P3, P4, P5), these differences did not exceed the baseline variation in 

three of these participants. For one participant (P5), however, the increase between 

baseline 2 and post-intervention values was higher than the baseline variation and 

remained stable across both post-intervention probes. Figure 5.6 displays participants’ 

scores over time as well as a group mean for each assessment point. 

 

 

Figure 5.6. Mean combination ratio by participant over time. 

 

P1’s combination ratio was .46 and .51 at baseline 1 and 2, respectively, 

dropping back to .46 after intervention, with a value of .48 at maintenance. Thus, over 
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time, P1’s amount of connected language appeared relatively stable. P2 showed more 

variability before the intervention, with .51 at baseline 1 and .43 at baseline 2. Post-

intervention, the combination ratio was .48, and the highest value of .52 was observed 

at maintenance, indicating a slight increase in connected speech across post-

intervention assessment points. However, the increase of .08 between post-

intervention and maintenance was not greater than the variation observed between 

baseline 1 and 2. P3’s combination ratio varied considerably before intervention, with 

.12 at baseline 1 and .02 at baseline 2. After intervention, values were .09 and .07 

(maintenance), which, however, did not exceed the average combination ratio at 

baseline 1. For P4 and P5, results provided some evidence for positive treatment 

effects: P4’s average combination ratio showed an increase from baseline (.13 and .16 

at baseline 1 and 2, respectively) to post-intervention (.18) and maintenance (.19). 

However, the increase from baseline 2 to maintenance (.03) was not greater than the 

pre-intervention variation. The pattern observed for P5 shows an increased average 

combination ratio after the intervention which exceeded baseline variation, and this 

increased combination ratio remained stable across both post-intervention probes: 

compared to .39 at baseline 1 and .33 at baseline 2, values increased to .46 at post-

intervention and maintenance. 

As a comparison, normative combination ratio values, taken from Zimmerer et 

al. (in prep) were .73 (SD = .05) for ‘Last Holiday’- and .79 (SD = .05) for ‘Dinner 

Party’ narratives. As shown in Figure 5.6, all five participants presented with 

combination ratios below these values, indicating less connected speech compared to 

neurotypical speakers. While these results confirm the limited ability of participants to 

create word combinations, with lower combination ratios as compared to normative 

controls, they point to enhanced connected speech as a result of intervention for P5. 

Turning to secondary outcome variables for connected speech, lower bi- and 

trigram t-scores were expected following intervention as compared to baseline 

performance, since lower t-scores point to more flexible and creative combinations. 

Thus, lower scores in Figure 5.7 and Figure 5.8 denote progress. The following 

paragraphs report type-based values, indicative of a participant’s inventory of 

constructions. 
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An overview of average bigram t-scores by assessment point and participant is 

shown in Figure 5.7. Overall, a decrease from baseline 2 to post-intervention values 

was observed for P1, P2, P4 and P5. However, none of the five participants showed 

the expected pattern which was a relatively stable baseline, a clear decrease of average 

t-scores between baseline 2 and post-intervention probe, and a relatively stable 

performance during the post-intervention phase. 

 

 

Figure 5.7. Mean type-based bigram t-scores by participant over time. 

 

Normative values for bigram t-scores are 22.3 (SD = 4.57) for ‘Last Holiday’- 

and 19.29 (SD = 3.17) for ‘Dinner Party’ samples (Zimmerer et al., in prep). For P1, 

the values appeared relatively stable over time and all values were within the 

normative range (baseline 1 = 19.97, baseline 2 = 21.45, post-intervention = 18.47, 

maintenance = 18.63). For P5, all four average bigram t-scores were close to normative 

values, and while there was considerable variation in baseline t-scores (baseline 1 = 
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17.19, baseline 2 = 26.69), P5’s post-intervention values were similar to the first 

baseline probe (post-intervention = 19.96, maintenance = 17.99). 

P2 and P4 displayed a variable baseline, but showed the greatest decrease in 

bigram t-scores when comparing baseline 2 and post-intervention probes (P2: baseline 

1 = 24.87, baseline 2 = 41.48, post-intervention = 29.90; P4: baseline 1 = 26.30, 

baseline 2 = 20.01, post-intervention = 10.87). In terms of stability across post-

intervention probes, P2’s bigram t-scores decreased further by 2.07 (from 29.90 to 

27.83), while P4’s scores increased by 5.85 (from 10.87 to 16.72). 

P3’s average bigram t-scores varied most dramatically over time, with 45.68 

(baseline 1), 24.40 (baseline 2), 37.25 (post-intervention) and 18.63 (maintenance). 

This was the only participant where there was an increase in bigram t-scores between 

baseline 2 and post-intervention. This may have been related to the relatively low 

overall number of bigram types produced by this participant. As a consequence, P3’s 

t-scores may have been biased towards a small number of combinations with very high 

t-scores (e.g., “it’s” with a t-score of 243, “don’t” with a t-score of 199) or very low t-

scores (e.g., P3’s picture-based narrative at baseline 2 consisted of three bigram types 

ranging between t-scores of -15 and 6). 

For trigram t-scores, control values, taken from Zimmerer et al. (in prep), range 

between an average of 8.3 (SD = 1.61) for ‘Last Holiday’- and 7.56 (SD = 1.57) for 

‘Dinner Party’ samples. As shown in Figure 5.8, scores decreased from baseline 2 to 

post-intervention assessment for all participants. Overall, P2’s values most closely 

resembled the expected pattern of more creative trigram combinations following the 

intervention and stability across post-intervention samples. 

 



184 
 

 

Figure 5.8. Mean type-based trigram t-scores by participant over time. 

 

P1 presented trigram t-scores within the normative range (baseline 1 = 9.43, 

baseline 2 = 10.70, post-intervention = 8.72, maintenance = 9.20). While there was a 

slight decrease in t-scores following intervention as compared to baseline 2, P1’s 

values appeared relatively stable over time, mirroring her performance in other 

frequency-based measures (see combination ratio and bigram t-scores). For P2, P3, P4 

and P5, there was a more marked decrease in trigram t-scores between baseline 2 and 

the post-intervention samples. However, there was variability in all four participants’ 

baseline values (Figure 5.8). Baseline 1 and 2 varied between 12.19 and 20.10 (P2), 

34.09 and 49.09 (P3), 21.60 and 14.14 (P4) and 7.47 and 18.20 (P5). Only P2’s and 

P4’s decrease in average t-scores between baseline 2 and post-intervention probes 

exceeded their baseline variation (P2: baseline variation of 7.91, decrease baseline 2 

versus post-intervention of 8.85; P4: baseline variation of 7.46, decrease baseline 2 

versus post-intervention of 11.05). For P2 and P5, the decrease between baseline 2 and 

post-intervention was stable across post-intervention assessment points: post-

intervention and maintenance scores increased only minimally for these two 
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participants (+.35 and +.77, respectively). For P4, on the other hand, the decrease from 

baseline 2 to post-intervention did not appear stable, with a higher maintenance 

average t-score of 9.95, as compared to 3.09 at post-intervention assessment. 

Again, P3’s pattern represented a special case. Compared to others, his language 

production consisted of more strongly associated trigrams, as indicated by t-scores, at 

all assessment points. However, he was the only participant showing further decrease 

of t-scores between post-intervention (35.27) and maintenance (18.78) which may 

point to consolidation. 

 

5.3.3. Story Completion Test 

 

Performance on the adapted Story Completion Test was analysed separately for 

scores in the ‘expected answers’ category and for number of grammatically well-

formed utterances. Figure 5.9 shows each participant’s overall scores in the four 

assessment probes. P3 was unable to retrieve any constructions at baseline (“dunno” 

answers for all items, resulting in scores of 0 at baseline 1 and 2), but did so following 

intervention. As noted for the narratives, participants’ raw scores at baseline varied 

considerably, and only P5’s performance after the intervention showed a significant 

increase compared to pre-intervention scores. 
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Figure 5.9. Story Completion Test – overall score based on expected answers by 

participant over time. 

 

To statistically investigate change before versus after intervention, raw scores in 

the ‘expected answer’ category were converted into a binary scale (1 = expected 

construction, 0 = unexpected answer) to perform McNemar- and Cochran’s Q tests. 

McNemar tests revealed no significant difference between baselines 1 and 2 for P1, 

P2, P4 and P5 (P1: p = .25; P2: p = .50; P3: stable 0 baseline; P4: p = 1.00; P5: p = 

1.00). There was a significant difference between P5’s baseline 2 versus post-

intervention and maintenance scores, as indicated by Cochran’s Q test, Q = 8.0, p = 

.018. This result points to an increase in overall score immediately after intervention 

which dropped back to baseline level at maintenance, as shown in Figure 5.9. For the 

remaining participants, there were no significant differences (P1: Q = 3.50, ns, p = 

.174; P2: Q = 2.00, ns, p = .368; P3: Q = 2.00, ns, p = .368; P4: Q = 2.00, ns, p = .368). 

P3 was included here since both baselines resulted in a score of zero, which was 

regarded as stable. 

In terms of grammatically well-formed utterances, participants’ patterns over 

time are shown in Figure 5.10. P1’s and P2’s proportions of grammatically well-
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formed utterances increased significantly after the intervention. Although P3 was able 

to give differentiated responses after the intervention and produced more 

grammatically well-formed utterances across post-intervention probes, this difference 

was statistically not significant. 

 

 

Figure 5.10. Story Completion Test – number of grammatically well-formed 

utterances by participant over time. 

 

Again, stability at baseline for P1, P2, P4 and P5 was examined using McNemar 

tests, where non-significant results were found for P1 (p = .625), P4 (p = 1.00) and P5 

(p = .500) and a trend toward significance for P2 (p = .063). This indicates that 

performance at baseline 1 versus baseline 2 was not significantly different for these 

participants. Note that P3’s scores were 0 prior to the intervention (explained above). 

Change in the proportion of grammatically well-formed utterances following the 

intervention was analysed using Cochran’s Q tests (where baseline 2 was used as the 

pre-intervention score). While there was no significant change in performance over 

time for P3, P4 and P5 (P3: Q = 4.8, ns, p = .091; P4: Q = 1.2, ns, p = .549; P5: Q = 



188 
 

.500, ns, p = .779), P1 and P2’s proportion of grammatically well-formed utterances 

changed significantly (P1: Q = 6.0, p = .05; P2: Q = 9.6, p = .008). It should be noted, 

however, that for both P1 and P2, post-intervention scores exceeded baseline 1 probes 

by only 1 point. As shown in Figure 5.10, P1 and P2’s increase from baseline 2 to post-

intervention remained stable at maintenance, or improved further by 1 point (P2). 

 

5.3.4. TROG-2 

 

A comparison of TROG-2 scores before and after intervention (weeks 2 and 10), 

shown in Table 5.6, revealed a relatively stable performance for P2 (18/28 and 20/28 

items correct, respectively). While P4’s and P1’s sentence comprehension scores 

decreased by 1 block (-14 and -3 items, respectively), P3’s score increased by 2 blocks 

(+23 items), and P5’s score by 3 blocks (+1 item). This tentatively suggests that some 

participants with NFA may show improved sentence comprehension after this novel 

intervention. 

 

Table 5.6: TROG-2 scores before and after intervention 

Comprehension of spoken sentences (TROG-2) 

Participant Pre (week 2) Post (week 10) Change pre- vs 

post-intervention 

(number of blocks)  Blocks Items (out of) Blocks Items (out of) 

P1 16 75 (80) 15 72 (80) -1 

P2 2 18 (28) 2 20 (28) 0 

P3 6 39 (52) 8 62 (80) +2 

P4 5 46 (72) 4 32 (52) -1 

P5 12 71 (80) 15 72 (80) +3 
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5.3.5. AIQ-21 

 

An overview of AIQ-21 ratings (sampled at weeks 3 and 16) is presented in 

Table 5.7. Findings suggested an increase in perceived well-being and emotional state 

following intervention. However, with regard to communication, the ratings indicated 

that for some, there was increased awareness of communication difficulties after 

intervention. 
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Table 5.7: AIQ-21 ratings before intervention (week 3) and at maintenance (week 16) 

 

P1 P2 P3 P4 P5 

Before After Before After Before After Before After Before After 

Average 

ratings 

Communication 1.83 1.83 1.83 1.50 2.17 2.33 0.50 0.83 1.67 1.83 

Participation 0.00 0.00 0.75 1.00 1.25 1.25 0.25 0.25 1.50 1.25 

Emotional state 

/ wellbeing 1.36 1.00 2.36 2.36 1.27 0.73 0.55 0.36 1.64 1.55 

Difference 

score 

Communication 0.00 -.33 .17 .33 .17 

Participation 0.00 0.25 0.00 0.00 -.25 

Emotional state 

/ wellbeing -.36 0.00 -.55 -.18 -.09 

The AIQ-21 uses a Likert type scale from 0 (most positive rating) to 4 (most negative rating). Difference scores were expected to be 0 or negative, 

e.g. 1.00 – 1.36 = -.36. 
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Four out of five participants (P1, P3, P4, P5) showed improved ratings in 

emotional state / well-being, while there was no change in this area for P2. In the area 

of participation, no change was detected in three participants (P1, P3, P4). P5, 

however, showed an improved average rating, and P2's average rating decreased. In 

terms of communication, three participants (P3, P4, P5) rated their communicative 

skills more negatively after the intervention, and for P1, there was no change. P2, on 

the other hand, showed improved ratings. 

 

5.3.6. Difference scores: narratives and Story Completion Test 

 

Despite the mixed findings in the evaluation of outcomes, promising changes 

were found for some participants after this pilot intervention. Table 5.8 presents an 

overview of outcomes for frequency-based measures and the main secondary outcome 

measure, the adapted Story Completion Test. Difference scores were calculated by 

participant to evaluate communicative change between baseline average and the post-

intervention probe, as well as between post-intervention and maintenance. An average 

baseline score was used for calculating difference scores, as some descriptive measures 

(e.g., bigram t-scores) pointed to an inconsistent performance across these two 

assessment points. With respect to a successful response to the intervention, some 

difference scores were expected to be negative (bi- and trigram t-scores), while others 

were expected to be positive (combination ratio, Story Completion Test). In Table 5.8, 

scores that are highlighted in green reflect the expected direction. Since a difference 

of zero (i.e., no change) between post-intervention and maintenance probes indicated 

stability, these zeros were highlighted in green. 
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Table 5.8: Difference scores: baseline average versus post-intervention (B – P) and post-intervention versus maintenance (P – M) 

  Narratives Story Completion Test Total number of 

difference scores 

reflecting the 

expected 

direction 

  

Combination ratio Bigram t-scores Trigram t-scores 
Expected 

answers 

Grammatically 

well-formed 

utterances 

  B - P P - M B - P P - M B - P P - M B - P P - M B - P P - M 

Expected difference score + + / 0 - - / 0 - - / 0 + + / 0 + + / 0  

P1 -0.02 0.02 -2.25 0.17 -1.34 0.47 36 85 2 0 7 

P2 0.01 0.04 -3.27 -2.07 -4.90 0.35 12 47 3.5 1 9 

P3 0.02 -0.02 2.22 -18.62 -6.32 -16.49 0 39 2 2 7 

P4 0.03 0.01 -12.29 5.85 -14.78 6.86 19.5 0 0.5 1 8 

P5 0.10 0.00 -1.98 -1.97 -1.73 0.77 322.5 -298 1 1 8 

B – P = Change baseline average versus post-intervention; P – M = Change post-intervention versus maintenance; 

+ = positive difference score was expected; + / 0 = positive difference score or zero was expected; 

- = negative difference score was expected; - / 0 = negative difference score or zero was expected. 
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As Table 5.8 shows, for P2, most of the comparisons yielded the expected 

change patterns (nine out of 10 difference scores). P2’s difference scores in connected 

speech variables mostly reflected the expected patterns. One exception was trigram t-

scores which did not remain stable after the intervention. The progress in P2’s 

performance on the Story Completion Test which was observed between baseline and 

post-intervention probes, improved even more from post-intervention to maintenance. 

Another participant that seemed to have benefitted from the intervention was P5, with 

eight out of 10 difference scores representing the expected direction or zero. For P5, 

the increased combination ratio between the baseline and post-intervention probe 

should be highlighted, as well as the improvement in grammatically well-formed 

utterances and expected answers in the Story Completion Test. However, these 

positive changes did not consistently remain stable across post-intervention probes 

(see Story Completion Test). 

P4’s language output, throughout the assessment probes, consisted of a large 

number of recurrent phrases (e.g., “oh dear me”). Despite more impaired language 

output compared to other participants, P4 presented with eight out of 10 expected 

difference scores. Her connected speech variables showed positive changes following 

intervention, although some of these changes were not stable across post-intervention 

assessment points. P4’s performance in the adapted Story Completion Test revealed 

little evidence of availability of target constructions after the intervention, but a slight 

increase in the number of grammatically well-formed utterances. 

P3 and P1 showed the smallest number of expected difference scores (seven out 

of 10). P3’s expressive language was characterized by relatively few bi- and trigrams 

at all four assessment points. This restricted inventory of word combinations might 

have resulted in the great variation of connected speech variables across assessment 

points. On the other hand, P3 showed signs of consolidation in trigram t-scores during 

the post-intervention period. With regard to the adapted Story Completion Test, P3 

could give differentiated responses after the intervention, where the number of 

grammatically well-formed utterances increased across post-intervention probes. 

For P1, difference scores in frequency-based measures did not consistently 

reflect the expected direction, despite some evidence of expected change in trigram t-

scores. This could be explained by frequency-based values (t-scores) within the 
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neurotypical range prior to intervention, which may have limited further progress in 

these frequency-based measures. P1’s outcomes in the adapted Story Completion Test 

were more positive, with a greater number of grammatically well-formed utterances 

after the intervention, and some evidence of more expected answers, i.e., better 

availability of target constructions following intervention. 

Finally, Table 5.9 presents participants’ average number of uni-, bi- and trigram types 

and tokens across personal and picture-based narrative samples. It displays the sizes 

of participants’ inventories of words and word combinations for each assessment 

point. After intervention, there was no clear increase in bi- and trigram use for P1, P3, 

P4 or P5. However, P2 showed improvement in producing word combinations. He 

produced an average of 93 and 103 bigram types per sample after the intervention, as 

compared to 88 and 63 before. In terms of trigram types, he produced an average of 

86 and 91 after the intervention compared to 79 and 52 before. This points to an 

extended inventory of P2’s word combinations as a result of the intervention (Table 

5.9), mirroring the high number of expected difference scores (Table 5.8). 
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Table 5.9: Narratives: average bi- and trigram types and tokens produced by each participant 

  Unigram tokens Unigram types Bigram tokens Bigram types Trigram tokens Trigram types 

P1 

Baseline 1 215 80 146 114 98 89 

Baseline 2 166 66 120 91 88 80 

Post intervention 210 77 140 106 92 86 

Maintenance 219 81 148 110 104 93 

P2 

Baseline 1 201 61 142 88 99 79 

Baseline 2 146 48 99 63 65 52 

Post intervention 218 59 152 93 103 86 

Maintenance 231 66 165 103 117 91 

P3 

Baseline 1 50 26 13 10 6 5 

Baseline 2 45 21 9 6 2 1 

Post intervention 48 26 12 10 5 5 

Maintenance 66 29 14 11 4 4 

P4 

Baseline 1 104 25 44 22 13 8 

Baseline 2 106 24 45 22 17 14 

Post intervention 100 24 47 23 18 12 

Maintenance 141 24 66 24 27 15 

P5 

Baseline 1 139 68 77 67 52 51 

Baseline 2 153 73 80 70 51 49 

Post intervention 113 58 73 62 50 46 

Maintenance 119 61 77 68 54 54 
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5.3.7. Self-managed home practice: WMG 

 

Phase 2 of the intervention, where participants practiced with the WMG, lasted 

between 9 and 12 days across participants, depending on when the laptop was set up 

at a participant’s home and the date of the next home visit during week 6 (i.e., when 

the WMG was removed and replaced with Phase 3 activities). During these 9 to 12 

days, participants engaged in the WMG as often as they liked, but the recommendation 

was to practice ‘little and often’. As shown in Table 5.10, the frequency with which 

participants played the WMG varied between 14 and 32 times. Exposure to test trials 

(where target words were embedded in constructions targeted in the intervention) 

varied between 149 and 434 trials. P2, P3 and P4 engaged more frequently in these 

home activities than P1 and P5. It should be noted, however, that P5 practiced on most 

days, but played few sessions per day which may have been related to technical 

difficulties experienced by P5 during some trials (as reported by the participant and 

visible from results files recorded by the program). 
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Table 5.10: WMG practice overview 

 P1 P2 P3 P4 P5 

WMG phase duration 

(in days) 
11 12 9 12 11 

Number of days practiced 2 8 6 7 7 

Number of times practiced 18 31 32 27 14* 

Test trials (n) 245 420 434 364 149 

* In three of these sessions, there were technical difficulties. 

 

5.3.8. An exploration of the relationship between intervention 

dose and outcome 

 

An exploration of intervention dose and outcome was performed. A participant’s 

intervention dose consisted of the number of one-to-one sessions (which was held 

constant across participants) plus additional self-managed home practice with the 

WMG as well as Phase 3 activities between weeks 6 and 9. While the WMG 

automatically recorded how often and how long a participant practiced, the time a 

participant spent on their home practice in weeks 6-9 could not be recorded by the 

computer program. To attempt to quantify engagement, the researcher made field notes 

each week after asking participants whether they practiced, on how many days, and 

whether they had any problems using the laptop / program. 

In order to quantify intervention dose, the number of days each participant 

practiced with the WMG was regarded as most systematic. This figure was used as an 

estimate for dose (the number of trials was judged to be less representative due to 

technical difficulties experienced by P5) and was correlated with pre-post-intervention 

difference scores of the main outcome variable (combination ratio). To calculate 

difference scores, the baseline average was used and the difference between this 

average and the post-intervention probe was determined. A positive difference score 

suggests more connected speech following intervention. 
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It was expected that there would be a positive relationship between the number 

of days that the WMG was practiced and the combination ratio difference score. Figure 

5.11 shows the dose-outcome scatterplot, suggesting that there was a positive 

relationship between these two variables. Due to the small sample size, it is not 

possible to identify whether this resembles a linear relationship. 

 

 

Figure 5.11. Exploration of the relationship between intervention dose and outcome. 

 

5.3.9. Acceptability 

 

5.3.9.1. Feedback from participants with aphasia 

 

The feedback forms for participants with NFA included a list of intervention 

elements. Participants were asked to tick which of these they found particularly helpful 

(Appendices C.7-C.8). All five participants selected ‘one-to-one sessions to practice 

speaking’, four participants selected ‘practicing speaking at home’; ‘making 
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recordings of own voice and listening back to them’; and ‘three steps to practice 

speaking’. One participant also gave critical feedback, evaluating on what was not 

helpful. This included comments such as “too posh” for ‘making recordings of my own 

voice and listening back to them’, and “too vague” as a comment for ‘playing the game 

on the laptop’, as well as constructive feedback for future refinement of the 

intervention: “home therapy – a microphone to make your own recordings” (which 

was not a feature of the current intervention). 

The overall usefulness of the intervention was rated on a scale from 1 (“not at 

all helpful”) to 5 (“very helpful”). The resulting average rating was 4.7. Ease of playing 

the WMG at home was rated from 1 (“not at all easy”) to 4 (“very easy”). The average 

rating was 3.2, with two participants circling ‘4’, two ‘3’ and one participant ‘2’. The 

same scale was used for a question about doing home practice in weeks 6-9. Three 

participants indicated a ‘4’, one a ‘3’ and one did not provide a rating, resulting in an 

average of 3.75, indicating that the home practice during Phase 3 was perceived 

slightly easier than the WMG during Phase 2. When asked how often participants used 

the constructions practiced in the intervention, the answers included “every day” (one 

participant) and “a few times a week” (four participants). This is suggestive of the 

everyday relevance of the linguistic material practiced in the intervention. In terms of 

self-reported changes in communication, one participant circled the statement “my 

speaking got much easier”, while the remaining four participants circled “my speaking 

got a bit easier”. Some qualitative comments pointed to a short duration of the 

intervention: “it’s all too brief”; “more one to one sessions speaking”. 

 

5.3.9.2. Conversation partner feedback 

 

CPs were asked to rate the overall usefulness of the intervention for their friend 

/ family member with aphasia. Answers were mainly positive, with two CPs selecting 

“very helpful” another two “a little helpful”, and one “not very helpful”. This resulted 

in an average of 4.0 which was lower than the average of ratings from participants with 

NFA (4.7, see above), suggesting that participants with NFA perceived the 

intervention as more helpful compared to their CPs. Qualitative comments about 
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elements that CPs found particularly helpful included one-to-one sessions and 

practicing at the computer. One CP wrote “taking time to reflect before answering was 

useful, but I'm not sure how much of that will be a permanent change”. CPs reported 

that, after intervention, the expressive abilities of their friend or family member with 

aphasia “got a bit easier” (two CPs) or “no change” (three CPs). 

 

5.4. Discussion 

 

The present investigation piloted a novel computerised intervention to enhance 

the connected speech of individuals with NFA. The intervention was motivated by 

usage-based principles, training semi-fixed constructions with high functional value 

by making use of superimposition. Moreover, the three intervention phases employed 

psycholinguistic and neuroscientific learning elements (structural priming, errorless 

learning, and increased dose through home practice) and self-voice, a social-

motivational learning component. Findings from a case series of five individuals with 

NFA revealed promising changes in some participants which encourage further 

development of the intervention program and future testing of its effectiveness using 

a larger trial. 

 

5.4.1. The current intervention in the context of previous 

approaches to NFA 

 

The focus of the current intervention on practicing flexible use of functionally 

relevant constructions by inserting lexical units makes it similar to elements of existing 

approaches for NFA such as REST (Ruiter et al., 2010; Schlenck et al., 1995; Springer 

et al., 2000) or Carragher’s hybrid intervention (Carragher et al., 2015). While 

Carragher et al.’s intervention used action verbs and a lexical insertion element, 

motivated by mapping therapy (where participants were encouraged to find similarities 

between the words that can be inserted into open slots such as the ‘agent’ slot), the 

present intervention used overall semantic-pragmatic meaning of constructions when 
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inserting lexical items. REST was designed to train a compensatory elliptical style. 

The participants of the present study all had chronic aphasia, and so compensation is 

a valid principle to target. Practicing more flexible use of high frequency, residual 

utterances (e.g., “I don’t know”), combined with techniques that facilitate building 

novel utterances (superimposition) can be viewed as a compensatory strategy, and the 

present intervention therefore overlaps – to a certain extent – with REST. 

The core words of constructions often represented semantically light verbs, e.g., 

“made” or “had”, instead of semantically more specified verbs such as “baked” or 

“ate”. The advantage of using light verbs is that they are usually of high frequency, 

less constrained by semantic context (Carragher et al., 2013) and can therefore be 

applied to more conversational topics. All 12 target constructional schemas mapped 

onto a specific semantic-pragmatic meaning, a key tenet of usage-based grammar. 

The present intervention made use of fluent versions of participants’ production 

of phrases. Recording and playing back a participant’s language production is a vital 

element of SentenceShaper® (Linebarger, 2015; Linebarger et al., 2008). 

SentenceShaper® is a program that was designed to overcome working memory 

limitations by allowing a user to listen back and re-order parts of sentences. In contrast, 

the present intervention incorporated fluent versions of target phrases both as a social-

motivational component and as part of an errorless learning technique that has been 

found effective in a previous intervention study (Whiteside et al., 2012). 

 

5.4.2. Outcomes and outcome measures 

 

This study, for the first time, used FLAT variables to evaluate outcomes of 

aphasia intervention. To address the first research question, “Is there evidence that 

after intervention participants with NFA demonstrate enhanced connected speech, as 

measured by a higher proportion of multiword utterances in narratives”, results were 

evaluated at the individual level (i.e., combination ratio was compared for each 

participant across the four assessment points). P5 showed remarkable change in 

combination ratio, with more connected speech produced after intervention, and 

performance stayed stable across post-intervention assessment points. P2 and P4 also 



202 
 

showed change in the expected direction, but their pre-post intervention difference 

scores were smaller compared to P5. This is indicative of the intervention’s potential 

to enhance the ability to combine words into well-formed utterances, at least for a 

subset of participants. In addition, group means showed a promising increase of 

combination ratio values across participants. 

With regard to type-based t-scores, trigrams, in comparison to bigrams, seemed 

to reveal a clearer picture of intervention outcomes. For trigram t-scores, the expected 

decrease in post-intervention t-scores as compared to baseline 2 could be observed for 

all participants. Lower t-scores indicate more creative word combinations. Although 

P2’s and P4’s lower trigram t-scores after intervention stood out from the group, there 

was little evidence that this decrease was retained across post-intervention assessment 

points; for P4, the maintenance probe was more similar to baseline level. P3 was the 

only participant whose trigram t-scores showed further change in the expected 

direction during the post-intervention phase. This may be indicative of consolidation. 

Another finding was that, if a participant’s word combinations in the baseline phase 

were characterised by t-scores within the normative range (P1), little or no change after 

the intervention was detected. Thus, in such cases, the usage-based intervention may 

not be beneficial to enhance connected speech, or t-scores may not be sensitive 

measures to capture change in expressive abilities. 

FLAT variables do not answer the question of whether participants showed an 

increased use of trained constructions after intervention. To address this question, 

performance on the adapted Story Completion Test was analysed. While the results 

showed that availability of target constructions was enhanced in four participants at a 

descriptive level, these gains were only significant for one participant (P5). However, 

this result was not stable across post-intervention assessment points. There was more 

evidence for positive change with regard to the number of grammatically well-formed 

utterances, where two participants (P1 and P2) showed significant gains following 

intervention. The results of the Story Completion Test and its suitability to detect 

change after intervention should also be considered in light of P3’s performance. This 

participant was unable to retrieve any answers other than “dunno” prior to the 

intervention, but did so after the intervention, where he showed promising gains, 

especially with regard to grammatically well-formed utterances. 
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The limited outcomes on the ‘expected answers’ category of the adapted Story 

Completion Test might be related to the variable cloze probabilities that the items 

elicited in the norming sample of 41 neurotypical adults. Despite adjusting the scoring 

procedure to account for this, ‘expected answer’ scores fluctuated considerably across 

the baseline and post-intervention probes. The findings suggest that the second layer 

of scoring, number of grammatically well-formed utterances, was more sensitive to 

communicative change following intervention. However, the ‘grammatically well-

formed utterance’ score did not measure whether a participant produced a target 

construction, and since ellipsis was allowed, the score did not necessarily reflect the 

presence of word combinations either (e.g., “fixed” was permitted instead of “it’s 

alright”). While this task was well-suited for the purposes of the studies by Goodglass 

et al. (1972) and Gleason et al. (1975), the adapted version was not ideal to evaluate 

the availability of the target constructions used in the present intervention. Moreover, 

the present Story Completion Test did not probe the “I want [THING]” construction, 

but included two items on the “I want to [PROCESS]” construction, which is a point 

for future refinement. 

This leads to the next research question, “Which is the most appropriate outcome 

measure?”. Findings suggest that the less functional outcome measures (e.g., number 

of grammatically well-formed utterances in the Story Completion Test) might be better 

at capturing change than purely frequency-based, FLAT variables, which were applied 

to connected speech measures. Combination ratio, however, is a useful variable to 

characterize an individual’s ability to combine single words into well-formed word 

combinations, and the difference between bigram and trigram t-scores in the current 

data set suggests that the more sensitive measure might be at the trigram level. While 

frequency-based variables are well-suited to evaluate a participant’s ability to create 

well-formed word combinations, and may be useful to detect more creative 

combinations, further investigations should explore how pre-post difference scores 

correspond to small / medium / large effects. 

Whitworth et al. (2018) suggest that one baseline probe might be sufficient for 

some connected speech measures (for example, narratives). If sampling takes place 

twice within a baseline period, samples seem to be more stable when taken 3 weeks 

apart than when they are taken within a shorter interval (1 week). In contrast to 
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Whitworth et al. (2018), the current case series indicates considerable intra-individual 

variation in connected speech across two baseline assessment points (2 weeks apart). 

However, the present study reported descriptive statistics to compare connected speech 

samples across the two baseline probes, while Whitworth et al. (2018) applied 

inferential statistics to investigate stability of monologic discourse samples. Future 

evaluations of this intervention should further examine intra- and inter-individual 

stability of connected speech probes (potentially comparing personal and picture-

based narratives), ideally using a baseline of at least 4 weeks to ensure sampling occurs 

with a minimum interval of 3 weeks. 

With regard to research question 3 “How acceptable is the intervention to 

participants with NFA and their CPs?” results suggest that the intervention, with its 

combination of usage-based principles, underlying learning mechanisms and inclusion 

of self-voice is an acceptable format for this client group. Acknowledging this is a 

small case series, participants with NFA and their CPs rated the intervention as helpful, 

with slightly higher ratings from participants with NFA. Critical feedback related to 

the short duration of the intervention phase and the related suggestion of including 

more one-to-one sessions during the intervention phase. 

There is some tentative evidence that the intervention may raise awareness of 

communicative abilities in some participants, as reflected in more negative scores on 

the AIQ-21 communication section. The results also suggest positive changes in 

participants’ perceived well-being and emotional state, a finding in line with the 

suggestion that practicing FEs might have positive non-linguistic effects such as 

improved well-being and quality of life (Stahl & Van Lancker Sidtis, 2015). This 

intervention might also lead to changes in sentence comprehension abilities, as 

measured by TROG-2 performance. These effects could be further explored in future 

investigations. 

In intervention studies, a common issue is whether any of the change patterns 

identified could be attributed to a Hawthorne or ‘charm’ effect (e.g., Riches, 2013), 

where participants show change due to the fact that they take part in testing or therapy 

sessions. In the current study, the relatively stable performance in the control measure 

indicates that any effects are likely to be related to the intervention. However, the 



205 
 

results of the acceptability questionnaires need to be interpreted with participant bias 

in mind. 

There were two participants with more severe aphasia (P4 and P3) compared to 

the remaining participants. Although each participant acted as their own control, the 

outcome patterns found for these two participants did not consistently point to positive 

change. Together with the findings for P1, who had relatively slight aphasia, and 

whose performance in connected speech measures was relatively stable across 

baseline- and post-intervention probes, the question of who benefits most from this 

intervention could tentatively be answered by examining P2’s and P5’s language 

profiles more closely. Overall, due to the mixed outcomes and the multifaceted nature 

of this intervention, it is not possible at this stage to specify which elements may have 

been most beneficial to individual participants. 

Finally, Bhogal et al. (2003) recommend at least 8.8 hours over 11 weeks for 

speech and language therapy to be effective. The present intervention has the potential 

to reach a high intensity in a relatively short amount of time (6 weeks intervention) via 

self-managed computerised home practice. In the current study, there were eight 60-

minute intervention sessions over four weeks (intervention Phase 3), plus a structural 

priming element (WMG, intervention Phase 2) and one to two individual recording 

sessions (intervention Phase 1). Participants also undertook self-managed home 

practice during Phase 3 of the intervention. However, the exact amount of time that 

participants spent on these self-managed Phase 3 activities at home could not be 

evaluated. Therefore, dose was estimated by using the number of days each participant 

spent on the WMG and these figures were correlated with outcome (combination ratio 

difference score), indicating that there may have been a positive relationship between 

dose and outcome (which would be in line with previous findings, e.g., Varley et al., 

2016). This would be one tentative explanation for P1’s response to intervention: this 

participant spent the least amount of time on the WMG and made little change in 

primary outcome measures and the Story Completion Test, as compared to the 

remaining four participants. Further investigations using a larger sample size and a 

refined version of the current intervention should measure self-administered 

therapeutic dose more accurately, to explore whether there is a positive dose-outcome 

correlation. 
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5.4.3. Suggestions for future research 

 

Initially, 10 individuals with aphasia were contacted via email or telephone. The 

recruitment rate therefore was 50%. Barriers to participation included the time-

consuming nature of the project, that speech and language therapy sessions were 

already being received, and that the participant with NFA did not have a friend or 

family member with whom they could record conversation videos. This information 

should be taken into account when designing future trials using a refined version of 

the current intervention. 

For most outcome measures, considerable baseline variability was observed. 

One suggestion might be to reduce the range of talk types, for instance by focusing on 

picture-based narratives only, to reduce variability and allow better comparison to 

existing literature (Beales et al., 2018; Whitworth et al., 2018). In order to detect 

meaningful gains following intervention, a quantitative, automated analysis could be 

combined with a qualitative analysis, examining the number of constructional schemas 

and their variations. In the present study, such a combined approach was attempted by 

evaluating frequency-based characteristics of word combinations produced within 

narratives, and availability of constructions by analysing performance in the Story 

Completion Test. However, since the Story Completion Test did not seem to be an 

ideal tool to capture the ability to produce the target constructions, analysis of 

combination ratio could be combined with a qualitative analysis of the types of 

constructions and their variations. An example of P1’s narrative production is the 

presence of the “[REFERENT] is-TENSE [PROPERTY]” construction, with 

examples of variations including: “he’s really funny” and “it’s okay”. The availability 

of such constructions and their variations could be compared before and after 

intervention and would thereby add a valuable layer to an evaluation of whether this 

type of intervention facilitates more productive use of target constructions. Although 

such a qualitative analysis would require raters to categorize each utterance, which can 

be time-consuming, it would provide insight into the availability and use of specific 

constructions. Such a procedure would be similar to the techniques applied in 

Dąbrowska & Lieven (2005) and Lieven et al. (2009) who analysed fixed phrases and 

frames with slots in the language of children (Chapter 2). 
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The results raise the question of whether the Story Completion Test, in its present 

form, can capture change for trained constructions, given that one participant was 

unable to retrieve any constructions prior to the intervention (floor effect) and also the 

mixed cloze probabilities found in the normative sample. One way of refining the Story 

Completion Test would be to include different levels of difficulty, as in the SPPA 

(Helm-Estabrooks & Nicholas, 2000), where a story completion format with two levels 

is applied. Level A reflects repetition of a sentence included in a probe such as: “It is 

very hot in the kitchen, so Mary says to Paul, ‘Open the window’. What does Mary say 

to Paul?” Level B follows level A if the participant repeats a phrase correctly. It uses 

the principle of benefit of repetition (i.e., delayed repetition). An example for level B 

is: “It is very hot in the kitchen, so what does Mary tell Paul to do?” These two levels 

could be applied to a refined version of the Story Completion Test. By starting with 

level A, the test a) would resemble the format of the intervention more closely, and b) 

would be more suitable for participants with more severe aphasia. Level A could also 

be utilized to rate the fluency with which constructions are repeated before as 

compared to following the intervention. However, what would be measured by 

employing these two levels would not require participants to generate constructions on 

their own, which would be the ultimate aim of an outcome measure evaluating this 

type of intervention. 

The original Story Completion Test was successfully administered with nine 

individuals with moderate to severe aphasia in a study by Gleason et al. (1975). 

Interestingly, Gleason et al. report that the most difficult items in their original task 

were structures that required three elements (e.g., WH-questions such as “where did 

you put my shoes”, declarative transitive structures such as “the dog chases the cat”). 

Most of the constructions in the current study required three elements (e.g., SVO 

structures, WH-questions) for a full ‘expected answer’ score, which is another factor 

to consider when using a similar task in future studies. 

The same 12 constructional schemas were practiced with every participant in the 

current study. Although the activities at the end of each topic allowed for personalized 

items, future studies could try to further individualize parts of the intervention, to 

ensure they build upon a speaker’s existing inventory of constructions and have 

relevance to their everyday activities. For instance, a more detailed analysis of existing 
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construction frames produced by a participant during the pre-intervention phase could 

inform selection of relevant intervention stimuli. 

While these phrases can be applied to several scenarios, it is difficult to relate 

them to events that can be illustrated on pictures which could add to or replace written 

forms of the phrases. It would be ideal, however, to map some of the constructions 

practiced in the intervention to everyday events. For instance, some items from the 

SPPA (Helm-Estabrooks & Nicholas, 2000) consist of similar constructions such as 

“Where is the pen” which are embedded in short stories, and are linked to illustrations 

– this could be one aim for a refined version of the present intervention. In this context, 

another idea for refining this intervention could be to practice the structures within 

dialogic settings, as is the case in ILAT. Possible formats could be to structure sessions 

according to themes such as talking about opinions or asking for information (similarly 

to the ‘topics’ used in the present intervention). The researcher or clinician could 

support production of phrases by embedding these into dialogues. 

For home activities, it would be ideal if the computerised program automatically 

recorded participants’ attempts at producing constructions. This refinement was also 

suggested by one participant with NFA as a comment in the post-intervention feedback 

questionnaire. Moreover, the WMG could be implemented as an ongoing module 

throughout the entire intervention phase (weeks 5-9). For instance, each home practice 

activity could begin with a 5- to 10-minute WMG practice, before moving on to 

production of phrases. In this way, structural priming could be embedded in a more 

systematic and consistent way in the weekly practice, and the duration of Phase 3 could 

be extended by one week. 

A study by J. T. Kaplan et al. (2008) suggests that the RH has a major role in the 

processing of self-referential stimuli such as self-voice, and the RH has also been 

associated with the processing of FEs (Van Lancker Sidtis & Yang, 2017). It would be 

interesting to investigate further in what way the RH might be involved in this type of 

intervention, where usage frequency and self-voice are core elements. This might be 

achieved by carrying out an fMRI analysis with participants in future trials, to 

investigate whether there was a shift in RH activity after intervention. 

As stated in Lancaster, Dodd, & Williamson (2004, p. 308), “a major reason for 

conducting a pilot study is to determine initial data for the primary outcome measure, 
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in order to perform a sample size calculation for a larger trial”. Using the combination 

ratio mean difference score for the five participants of this case series (baseline average 

versus post-intervention probe; .03) and the standard deviation (.04) as an indicator of 

the combination ratio effect size, the minimum sample size for reaching a medium 

effect size in trial with a control group would be 23 (when using a one-tailed 

independent t-test), with an alpha level of .05 and power of .08. This estimation is 

based on G*Power (version 3.1.9, Erdfelder, Faul, Buchner, & Lang, 2009), where a 

hypothetical control group was assigned a mean of 0 and the same SD as in the current 

dataset. 

Finally, although weekly samples of everyday conversations were collected 

during the pre- and post-intervention phase, the scope of the current report did not 

allow for their analysis. Future investigations could explore whether participants 

showed positive change in their conversational inventories within naturalistic 

conversations, using methods similar to Carragher et al. (2015). 

 

5.5. Conclusion 

 

The novel intervention for NFA was based on common constructions and their 

communicative functions. The intervention was acceptable to participants with NFA 

and their CPs, and shows promise to be effective for some individuals with NFA. 

Results from this case series suggest that the intervention may have the potential for 

transfer to participants’ connected speech. Outcome measures for future trials could 

focus on more general linguistic variables (e.g., grammatically well-formed multiword 

utterances in narratives) and examine further the intra- and inter-individual stability of 

connected speech. 

This study should be further evaluated by taking into account everyday 

conversational data and a qualitative analysis of the availability of constructions before 

and after intervention. It could then be followed by a larger trial in which hypotheses, 

generated by the present case series, could be tested (Carey & Boden, 2003), for 

instance with regard to the relationships between aphasia severity, dose and outcome. 
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6. Discussion and future directions 

 

To gain greater understanding of the importance of usage-based effects in 

aphasia, this thesis explored the use of familiar collocations in Broca’s aphasia (study 

1), examined the sensitivity to collocation strength in real-time processing by testing 

a large group of participants with various types of aphasia (study 2) and investigated 

the impact of a novel intervention aimed at training flexible use of semi-fixed 

constructions in NFA (study 3). All three studies used collocation strength to 

operationalize familiarity and to approximate formulaicity. Collocation strength was 

determined by using corpus-derived t-scores, an association measure calculated on the 

basis of the spoken BNC. In this way, more or less collocated combinations were 

identified in different speaker groups and used to design experimental stimuli and 

intervention targets. 

In study 1, for the first time, everyday conversations of speakers with Broca’s 

aphasia and their CPs were explored with regard to the degree to which residual multi-

word utterances resemble strongly collocated phrases. Based on previous findings on 

FE usage, it was hypothesized that speakers with Broca’s aphasia would rely more on 

familiar, strongly collocated word combinations. As predicted, word combinations in 

Broca’s aphasia largely consisted of strongly associated bi- and trigrams, as compared 

to the combinations employed by neurotypical speakers. Furthermore, these 

frequency-based profiles were stable across a second group of 39 speakers with 

Broca’s aphasia engaged in semi-structured interviews. These findings suggest that 

residual word combinations in aphasia can be explained by their frequency-based 

properties, a conclusion that is in accordance with Zimmerer et al. (2018). If t-scores 

are accepted as indicative of formulaicity, the findings also support previous literature 

(Van Lancker Sidtis & Postman, 2006) where, using raters to identify FEs, higher 

proportions of FEs were found in speakers with aphasia compared to participants with 

RHD. However, all of the PWA reported by Van Lancker Sidtis & Postman (2006) 

were individuals with fluent aphasia. Study 1 therefore extends our knowledge of FEs 

in NFA. 

Study 1 provides novel evidence of the proposal that familiar collocations in 

aphasia act as residual constructions (e.g., “I suppose”-construction, Beeke, 2003), 
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where linguistic form is paired with semantic-pragmatic meaning. In the literature, 

strongly collocated word combinations, acting as conversationally rich building blocks 

in neurotypical discourse, are often termed ‘automatisms’ or ‘stereotypical language’ 

when they occur in aphasic spoken language output. However, these terms are 

associated with disordered language. In this dataset, where speakers with Broca’s 

aphasia engaged in dyadic discourse, conversational functions of one prominent 

phrase, IDK, were studied by applying a rating scheme motivated by previous studies 

(Diani, 2004; Hildebrand-Edgar, 2016; Pichler & Hesson, 2016). Results showed that 

IDK fulfilled a variety of conversational functions across speakers with Broca’s 

aphasia and their CPs, which confirms previous findings of IDK usage (Diani, 2004; 

Grant, 2010). However, the functional profile of IDK was shown to be adapted to 

aphasic difficulties. For instance, IDK was used by CPs as a strategy to signal 

difficulties with understanding the meaning of a previous aphasic turn. A higher 

proportion of turn-constructional functions such as turn-yielding was identified in the 

group of speakers with aphasia, relative to the neurotypical group. Moreover, the 

interactional linguistic analysis provided new evidence of interpersonal and 

multifunctional uses of IDK in aphasia, although these instances were relatively rare. 

These findings confirm and extend previous reports, for example a single case report 

by Simmons-Mackie & Damico (1997), where IDK in a speaker with NFA was 

described as a tool to yield the conversational floor. Taken together, these results 

indicate that a larger study, deploying both corpus-based and interactional linguistic 

methods is likely to yield further insights into the discourse profiles of familiar 

collocations such as IDK. 

The results from study 1 further indicate that, in more severe aphasia, IDK 

functions might reduce to purely turn-constructional roles. These findings tentatively 

suggest an important role of FEs in severe aphasia, where they may become crucial to 

participate in conversation. This is in line with Simmons-Mackie et al. (2004) who 

found that a speaker with severe aphasia was able to place FEs strategically into a turn 

to help the CP to interpret the intended message based on shared knowledge and the 

conversational context. Moreover, the present study suggests that IDK, used to take a 

turn, can become more meaningful by combining it with gestures that add semantic 

content, although there was only a small number of examples in the current dataset. 

Further, not every IDK token could be assigned a function. While in some cases, this 
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was due to a lack of conversational context, it may also be indicative of over-reliance 

on such phrases in more severe aphasia, given the limited inventory of constructions. 

In this context, it is important to keep in mind that familiar collocations represent a 

conversational resource in most cases, but are also associated with disadvantages if 

overused in discourse. Wray (2012a) discusses the consequences of over-reliance on 

FEs in speakers with AD, a condition associated with abnormally high proportions of 

FEs (Van Lancker Sidtis, Choi, Alken, & Sidtis, 2015). Wray (2012a) emphasizes that 

formulaic language can be a barrier to conversation. Her argument is that an 

abnormally high amount of FEs, particularly repetitions and ‘empty’ language, leads 

to negative feelings in an interlocutor, who might feel “diminished and undervalued” 

(Wray, 2012a, p. 173). As a consequence, the interlocutor may use more FEs as an 

unconscious way of distancing and protecting themselves. This leads to what Wray 

(2012a, p. 173) calls a “downward spiral” which can cause a breakdown of meaningful 

conversational exchanges. Thus, it is important that regular CPs of people with 

communication difficulties (such as AD or aphasia), where FEs are a main resource, 

understand the positive and negative effects of FEs. 

Together, the findings from study 1 suggest that strongly collocated word 

combinations, residual to aphasic language difficulties, may be processed as formulas. 

This interpretation is supported by some of the assumptions made by Ruiter et al. 

(2010) who argue that speakers with Broca’s aphasia employ neurotypical elliptical 

utterances such as “washing hands” as they require less processing load than full 

sentences (Ruiter et al., 2010). Similarly, some familiar phrases in aphasia, for 

example IDK, which seem to be fixed in form, may not require grammatical 

processing. Instead, they “have become grammaticised as discourse particles by virtue 

of the fact that they form such regular and frequent combinations” (Beeke et al., 2007a, 

p. 265). The results from study 1 support this proposal, which may explain why more 

strongly collocated phrases are often retained in Broca’s aphasia. Overall, this shows 

how association measures in combination with a qualitative, interactional linguistic 

analysis can provide new insights into grammatical behaviour in aphasia. 

Relatively little is known about the recognition of familiar collocations in 

listeners with aphasia. Study 2 presented a combination of on-line, psycholinguistic 

(word monitoring) and corpus-based methods (t-scores) to measure sensitivity to 
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collocation strength in three participant groups: younger adults, older adults and PWA. 

The study explored how listeners with aphasia recognized final words of stronger 

versus weaker collocations embedded in sentences, as compared to an age-matched 

group of neurotypical listeners. In particular, word monitoring latencies to the final 

words of stronger, relative to weaker collocated trigrams were measured. In line with 

predictions, all participant groups showed shorter monitoring latencies for stronger 

collocations, suggesting a processing speed advantage of stronger compared to weaker 

collocations. In the aphasic group, however, effects were smaller than in neurotypical 

participants. Further, the trigram pairs in study 2 were either modified by manipulating 

the first or the second word of a trigram. While these two experimental conditions 

affected the size of the effect in both control groups such that facilitatory effects were 

stronger when the critical word directly preceded the target, PWA, somewhat 

surprisingly, did not seem to show a boost in this condition. These results point to 

weakened anticipatory activation in the aphasic group across first- and second-word 

modifications. This tentatively suggests that the presence of aphasia leads to more 

effortful listening in real-time, such that anticipatory activation of strongly collocated 

words seems slower or diminished compared to neurotypical listeners. However, it 

should be noted that the aphasic group consisted of participants with a variety of 

underlying language and cognitive profiles and a relatively low proportion of 

participants with severe aphasia. Thus, it is necessary to design future experiments that 

explore factors such as aphasia type, severity, or the role of word class and distance 

between the critical word and the target, which may have influenced these results. 

The results in both younger and older adults replicate findings from previous 

studies (e.g., Arnon & Snider, 2010; Jiang & Nekrasova, 2007), where a processing 

speed advantage for stronger collocations over less common/formulaic counterparts 

was found. Moreover, in the current study, sentences where there was a distance 

between the critical and the target words seemed to be more sensitive to education-

related differences in older neurotypical participants, as well as off-line processing in 

PWA. This indicates that monitoring for a word that occurs with a distance to the 

critical word may make a WMT more sensitive to the amount of linguistic experience, 

and severity of language difficulties in aphasia. This distance effect could be further 

investigated in future research. 
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Phrases can be more or less strongly collocated, or, to put it differently, we can 

be more or less certain about the presence of a collocation. In study 2, this degree of 

association strength was operationalized by ranking pairwise t-score differences (i.e., 

between the stronger and weaker collocation of a pair). The degree of collocation 

strength appeared to influence the processing advantage in adults between 18 and 30 

years of age. On the other hand, in adults older than 40, stronger collocations seemed 

to influence RTs regardless of the size of the t-score difference. While this was an 

unexpected result, it seems to be in line with Dąbrowska (2014b) who found a peak of 

collocational knowledge (as measured by an off-line test using multiple choice 

questions) at around 32 years of age, while participants older than 50 years showed a 

decline in collocational knowledge. However, an explanation for Dąbrowska’s result 

could be that age results in more exposure, and as a consequence, people accept more 

potential collocations. This may lead to a weaker effect if the task is to select one 

collocation. Hence, the age difference in the current study may reflect more robust 

sensitivity to collocation strength in older adults, independent of the difference in 

degree of collocation strength between the trigram pair. Moreover, older adults, as 

compared to younger adults, showed stronger effects for binomials. This may be 

indicative of a different mechanism (e.g., semantic or associative priming) that 

explains facilitation in semantically salient word combinations such as binomials. 

In study 2, average z-scores across speakers were used to perform mixed 

ANOVAs. These traditional ANOVAs and correlational analyses were complemented 

with Bayesian equivalents, using BFs, methods which are relatively new to the area of 

speech and language therapy research. BFs enable quantification of how much 

evidence there is in favour of the null and alternative hypotheses (Marsman & 

Wagenmakers, 2017). They are useful to complement traditional hypothesis testing 

methods such as ANOVAs. 

A common focus of research into NFA is to develop effective intervention 

programmes that enhance the ability to access and produce multi-word utterances 

relevant to everyday life. Study 3 presented a case series of a novel computerised 

intervention for NFA. Underpinned by a usage-based approach, the intervention aimed 

to increase participants’ repertoires of constructions and to enhance their connected 

speech. Although familiar, high-frequency phrases have high functional value, 
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discourse situations, topics and contexts vary across every individual language user. 

Hence, practicing a pre-determined set of phrases is not an ideal method to improve a 

speaker’s inventory of conversational building blocks (Linebarger et al., 2008). This 

problem was addressed by focusing on superimposition, a mechanism that facilitates 

productivity and thus communicative flexibility. The target constructions were 

grounded in generic, high-frequency phrases such as “I like it” or “it’s alright”, with 

high functional relevance to everyday conversation. Lexical items were inserted into 

open slots (e.g., “they like flowers”, “she’s nice”). Participants also practiced 

personally relevant variations of constructions. 

The intervention program consisted of a combination of usage-based principles 

and neuroscientific and psycholinguistic learning principles (self-voice, structural 

priming, errorless learning and enhancing dose through home practice). The 

combination of these principles, new to aphasia intervention, was found to be 

acceptable to participants. While it remains unclear to what degree each of these 

principles contributed to intervention outcomes, they offer potential for further 

applications in aphasia therapies. For instance, self-voice is a useful motivational 

component that can be harnessed to model fluent production of word combinations, 

for example for individuals with non-fluent language output. 

Outcomes of the intervention study were evaluated by measuring frequency-

related variables in personal and picture-based narrative samples. In addition, an 

adapted Story Completion Test, normed with a large sample of neurotypical adult 

speakers, was used to investigate the availability of constructions targeted in the 

intervention. The intervention was acceptable to all participants and resulted in 

increased connected speech for some. More generic linguistic measures, i.e., number 

of grammatically well-formed utterances, were the most sensitive in capturing change 

after intervention, as compared to more targeted measures such as the ability to form 

word combinations (combination ratio) or to access constructions targeted in the 

intervention. This was a somewhat unexpected finding which, however, needs to be 

interpreted in light of the small case series, and needs to be followed up by additional 

analysis of conversation samples and potentially a larger trial using a refined version 

of the intervention. This will be necessary to explore which candidates benefit most 
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from this type of intervention, and to refine suitable outcome measures that can reliably 

and sensitively capture change in connected speech output. 

The present intervention suggests that usage-based theory, where constructions 

map onto semantic-pragmatic functions, represents a fruitful model to use in 

intervention for chronic aphasia. It is compatible with principles employed in previous 

interventions (e.g., lexical insertion used by Carragher et al., 2015, or training phrases 

with everyday relevance as used in script training for aphasia, e.g., Kaye & Cherney, 

2016), but embeds these techniques in a theoretical model that is able to account for 

aphasic language production and comprehension at the level of bi- and trigrams. 

Furthermore, one interesting finding from the case series was that most participants 

self-rated their well-being and emotional state more positively after as compared to 

before the intervention. This result provides support for Stahl & Van Lancker Sidtis' 

(2015, p. 3) hypothesis, that using constructions such as FEs in aphasia intervention 

may have “a possible beneficial influence on motivation, subjective well-being, and 

quality of life”. 

In summary, the empirical findings demonstrate that a frequency- or usage-based 

perspective on language in aphasia is useful to profile aphasic language output at the 

level of multi-word utterances and to research grammatical behaviour and 

collocational processing in aphasia. Usage-based principles are suitable to inform 

aphasia interventions. In the following paragraphs, theoretical and clinical 

implications will be further discussed, and suggestions for future research will be 

made. 

 

6.1. Theoretical implications 

 

Wray (2012b, p. 245) explains that “formulaic language has become very 

productively associated with the new generation of grammatical theories that locate 

multiword strings at the center, rather than the periphery, of our linguistic experience”. 

Referring to Ellis (2008b) and Taylor (2002), Wray’s statement is well-suited to 

highlight a way to theorise about grammar that can account for FEs. There is an overlap 

between the presence of fixed phrases or collocations in the speech produced by 
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speakers with aphasia (study 1), and experimental evidence which shows that usage-

based information at the multiword level plays a role in aphasic language processing 

(study 2). The findings from this thesis suggest that frequency at the multi-word level, 

one aspect of language usage, is not only important in neurotypical language 

processing, but it is one driver of language production and recognition in aphasia. This 

confirms and expands previous findings on the importance of usage-based factors to 

aphasic language processing such as single word frequency and AoA (e.g., Brysbaert 

& Ellis, 2016; Kittredge et al., 2008; Nickels & Howard, 1995), frequency effects in 

sentences (DeDe, 2013; Gahl et al., 2003; Knilans & DeDe, 2015), and the fact that 

speakers with aphasia often rely on FEs when they converse (e.g., Van Lancker Sidtis, 

2012). 

Moreover, this thesis contributes to exploring the syntax-lexicon continuum in 

aphasia, at the level of bi- and trigrams. The syntax-lexicon continuum is a useful 

conceptualization to explain why individuals with Broca’s aphasia are able to access 

single words as well as familiar well-formed word combinations when they produce 

language, and why familiar word combinations such as IDK are used in interactionally 

beneficial ways (as form-meaning pairings). More strongly associated word 

combinations, as opposed to less associated combinations, are processed more easily 

by individuals with aphasia because they occur more frequently in language usage, 

and thus are thought to be fused more strongly. Since association measures can be used 

to approximate the level of entrenchment (Stefanowitsch & Flach, 2016), these 

findings suggest that combinations with high t-scores, i.e., those that are likely more 

entrenched, are more readily available. This may lead to differential, easier processing 

of collocations compared to more creative, novel combinations. As indicated by study 

2, the first words of strongly collocated word combinations may activate subsequent 

words by spreading activation due to their relatively high association strength (e.g., 

Collins & Loftus, 1975; Vilkaite & Schmitt, 2017). This was especially true for 

binomials, where a semantically rich word (noun) seemed to prime the final word of 

the trigram (noun). Results from study 2 suggest that while association strength 

contributes to a processing advantage in aphasia, additional semantic relatedness and 

saliency of collocations may increase this processing advantage. The contribution of 

collocation strength on its own, versus collocation- and semantic association needs to 

be investigated in further experiments with PWA. 
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Overall, the building blocks of language output in NFA seem to be represented 

as lexically concrete forms such as words and fixed units (e.g., “it’s alright”). At the 

same time, many of these multiword units have the potential to map onto more abstract 

patterns (e.g., “X is alright” / “it’s X”), which would allow for communicative 

flexibility. Study 3 attempted to bridge a gap between familiar collocations as fixed 

expressions versus familiar collocations as exemplars of more abstract schematic 

frames with open slots. However, these relationships have been postulated based on 

theoretical assumptions, and more work needs to be done with regard to applying 

suitable methods to verify how constructions are mental representations of individuals 

with aphasia. We know that “it’s” represents a strongly collocated combination that is 

frequently used by individuals with aphasia, but a purely frequency-based approach 

does not answer the question of which construction this combination is a part of (e.g., 

whether the “it’s alright” construction maps onto a “X is alright” or “it’s X” schema), 

and how the type and severity of aphasia may influence representations and processing 

of constructions. One hypothesis arising from the present thesis is that the idiom 

principle (i.e., retrieving stored units such as formulas) may operate at the uni- 

(“look”), bi- (“this one”) and trigram level (“don’t know”, “I want X”) in aphasia, with 

the potential to teach an open choice pathway via superimposition, utilizing unigrams 

or chunks at the bi- and trigram level (e.g., “I want [this one]”). 

 

6.2. Clinical implications 

 

The frequency-based method used in this thesis is an objective and effective way 

to study FE usage and has the potential to be developed for application to clinical 

research. Past methods, using rater reliance on meta-knowledge of their language (e.g., 

Van Lancker Sidtis & Postman, 2006), classified a given utterance either as a 

formulaic or a nonformulaic utterance. In contrast, the frequency-based approach 

allows for estimation of the degree of familiarity or collocation strength. This is an 

advantage over having raters decide about formulaic status, given that classification of 

FEs may not be binary. 
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As shown by Dąbrowska (2014b), not every corpus-derived collocation may be 

represented in a speaker’s mind. Thus, a purely frequency-based approach has its 

limitations. While it is one tool to extract and identify strongly associated chunks, it 

does not tell us about how such chunks might be used by an individual engaged in 

dyadic discourse, or how the meaning of such word combinations may be adjusted to 

aphasic difficulties or the conversational context. In study 1, analysis of the 

conversational functions of IDK complemented the frequency-based analysis in that it 

shed light on the ‘full picture’ of use of this collocation. This mixed-methods approach 

can inform development of assessments that take into account naturalistic language 

use. For instance, narrative samples could first be analysed from a frequency-based 

perspective, followed by extracting specific familiar collocations to examine the 

conversational functions. 

The main advantage of using the word monitoring paradigm is that it allows 

examination of real-time processing of spoken language. Thus, it is a useful method to 

study the processing of connected speech, reflecting the speed with which typical 

spoken discourse happens. Similarly, a recent study by Conroy, Sotiropoulou 

Drosopoulou, Humphreys, Halai, & Lambon Ralph (2018) tested whether participants 

with different types of aphasia (including Broca’s, anomic and transcrortical motor 

aphasia) showed improved naming abilities following a combined speed- and 

accuracy-focused treatment, as opposed to a more traditional treatment focusing on 

accuracy only. The primary aim was to improve participants’ real-time lexical retrieval 

(i.e., decreased speed, improved accuracy and greater use of target words in connected 

speech samples). Findings showed that the novel speed- and accuracy training was 

more effective in increasing performance in naming pictures compared to a traditional 

approach, and led to enhanced vocabulary within connected speech production. The 

word monitoring paradigm represents a suitable on-line processing measure that may 

be useful as an instrument evaluating outcomes of such novel speed- and accuracy 

treatments with regard to real-time recognition of words occurring in sentences. 

The intervention tested in study 3 aimed to increase a speaker’s repertoire of 

constructions, by practicing familiar phrases using superimposition. The approach of 

inserting lexical units into a sentential frame is not new to aphasia therapy. Carragher 

et al. (2015), for example, used lexical insertion, motivated by mapping principles 
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(where words were mapped onto roles in a sentence such as agent or theme). Thus, 

practicing flexible use of functionally relevant constructions is similar to this approach, 

but here the focus was on semi-lexicalised frames with pragmatic functions in 

conversation, rather than on abstract thematic roles. A focus on the mapping between 

linguistic form (a specific trigram such as “I like X”) and semantic-pragmatic meaning 

(expressing an opinion) is similar to and may be compatible with script training in 

aphasia, but is embedded in a theoretical framework that allows for incorporation of 

principles such as lexical insertion or juxtaposition. Thus, it helps to explain outcomes 

within a plausible theoretical linguistic framework. Future developments of this novel 

intervention could consider implementing dialogic settings, to emphasize real-life 

applications of the linguistic material even more. 

Finally, the intervention was designed to be computerised, which offers a useful 

format to implement principles such as increased dose, errorless learning or structural 

priming training, all of which are considered effective learning strategies in aphasia 

(e.g., Lee & Man, 2017; Varley, 2011). For the first time, this thesis evaluated an 

intervention using a combination of such learning strategies and self-voice, and 

outcomes of the case series indicate that this intervention has the potential to motivate 

future development of usage-based interventions for aphasia. 

 

6.3. Future research 

 

While the current thesis informed our knowledge of the inventory and processing 

of constructions in aphasia, it stimulated further research questions. These include: 

 Is the t-score the most suitable measure to operationalise degree of 

familiarity / collocation strength of word combinations? 

 Does AoA of word combinations influence language processing in aphasia? 

 What is the most comprehensive way to investigate use of constructions? 

 What is the role of familiar collocations in people with different degrees of 

aphasia severity and types of aphasia? 
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The techniques used in the present thesis, where frequency characteristics of 

word combinations were derived from the BNC, have proven to be useful to analyse 

speech samples of individuals with aphasia engaged in discourse, and to characterise 

different speaker groups. Moreover, t-scores are a rich resource to derive experimental 

stimuli. However, frequency characteristics of word combinations can be quantified 

using a number of measures, and t-scores are only one option of association measures. 

As stated in Chapter 2, another variable commonly reported in corpus-based research 

is MI. While “the MI-score tends to highlight infrequent combinations” (Gablasova et 

al., 2017, p. 172), i.e., is well-suited for words with a very low frequency, t-scores are 

said to be more robust for high co-occurrence frequencies (Gries, 2010). However, it 

should be noted that neither of these two take into account directionality which 

becomes important to explore how much one word might prime the next word (Durrant 

& Doherty, 2010). Such processes may be relevant in study 2 in relating facilitatory 

effects to anticipatory activation. In such cases, probability-based measures such as 

transitional probability (i.e., the likelihood that word b follows word a), could be useful 

to consider. Another disadvantage of the t-score is that it cannot be used to compare 

collocations across different corpora (Hunston, 2002). Instead, it is recommended to 

rank t-scores within each individual study. This needs to be kept in mind when 

selecting frequency-based measures in future usage-based experiments. There are 

other measures of association strength such as Log Dice, recommended by Gablasova 

et al. (2017). Log Dice addresses the above-mentioned weaknesses of t- and MI-scores. 

It operates on a fixed scale with a maximum of 14 which allows the comparison of 

values across corpora (a weakness of the t-score), and it is not biased towards 

rewarding lower-frequency combinations (a disadvantage of MI). 

AoA is another usage-based variable which has been shown to be linked to 

single-word frequency. Likewise, AoA of word combinations might intercorrelate 

with phrase frequency and collocation strength. Future work could study the influence 

of AoA of word combinations on aphasic language processing. Arnon et al. (2017) 

provided a first report of how to operationalize and study the effect of AoA on 

multiword processing in neurotypical adults. These methods could form a starting 

point for incorporating multiword AoA in experimental aphasia research and for 

studying its possible influence on the processing of multiword sequences. 
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Use of frequency-related measures could be combined with other existing usage-

based methods such as traceback analysis (Lieven et al., 2009). This could inform 

exploration of a speaker’s individual language experience and use of fixed phrases / 

frames with slots, for example in the context of evaluating intervention outcome. 

However, in order to use traceback, a given corpus needs to be of a certain size to 

enable division into a main and a test corpus. Thus, relatively large corpora are 

required (as was the case in Dąbrowska & Lieven, 2005, for example, where the corpus 

consisted of approximately 30 hours per child at each time point). One can imagine 

that in order to study non-fluent language output in aphasia, it is likely that corpora 

would have to be even bigger due to the limited amount of word combinations 

produced by speakers with NFA as compared to typically developing children. On the 

other hand, such methods could be appropriate for examining language produced by 

individuals with fluent aphasia. One existing collection that offers a relatively large 

sample of aphasic speech is AphasiaBank (MacWhinney et al., 2011), a data source 

that was successfully incorporated into the current thesis (study 1). Moreover, there is 

a trend to collect naturalistic data such as everyday conversations over long periods of 

time, for example to evaluate conversation-based intervention (e.g., Best et al., 2016; 

Carragher et al., 2015). As demonstrated in study 1, such data are well-suited for 

usage-based analysis, to study which constructions are available to a speaker. 

Although the present thesis was largely focused on NFA (study 1 and 3), there 

are reports suggesting that speakers with fluent aphasia make use of a high proportion 

of FEs (Van Lancker Sidtis & Postman, 2006), many of which may represent semi-

fixed frames with slots (Wray, 2002a). However, these speakers might have greater 

difficulty to fill open slots with lexical units due to their word finding difficulties. 

Thus, one area for future research would be to explore to what degree familiar 

collocations might be a conversational tool in fluent aphasia. Furthermore, future 

research could include measures of listener perceptions on narratives (Carragher, 

Talbot, Devane, Rose, & Marshall, 2018) to investigate how use of familiar 

collocations such as IDK or “I went to ___” are perceived. Such methods could expand 

our understanding of when these constructions are perceived as ‘empty’ speech, as 

helpful to keep conversations going, or as a tool for a speaker with (more severe) 

aphasia to contribute to the conversation (e.g., IDK + gesture). 
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Finally, just as collocations represent appropriate targets for second language 

learning (Durrant & Doherty, 2010), individuals with aphasia may benefit from being 

encouraged via therapy to use their collocational language as a resource. One 

suggestion from this thesis is to use those collocations that are available to an 

individual as intervention targets, and to combine these with techniques to enhance 

language productivity. In this context, one main suggestion for further developing the 

findings from this thesis is to evaluate study 3 outcomes from a quantitative 

(frequency-based) and qualitative perspective (i.e., which constructions were available 

before versus after the intervention, did the productivity of these change following 

intervention), along with the analysis of everyday conversational data. 

 

6.4. Conclusion 

 

Usage-based theory has recently attracted more and more attention in 

aphasiology. Previous studies show how this framework can account for the presence 

of familiar collocations, which are often observed in the speech of individuals with 

aphasia. Study 1 showed that speakers with Broca’s aphasia rely on strongly collocated 

word combinations when engaged in everyday conversations. Moreover, the common 

phrase IDK, a ubiquitous feature of both neurotypical and aphasic speech, represents 

a construction with multiple pragmatic functions, adapted to aphasic difficulties. The 

results of a word monitoring experiment in study 2 suggest that collocation strength in 

language use affects ease of recognizing final words of combinations in listeners with 

aphasia. However, the effects were weaker compared to neurotypical controls. Finally, 

a novel intervention for NFA, underpinned by usage-based principles, was developed 

and piloted within a case series (study 3). Results show promising trends with regard 

to enhanced connected speech within narratives. Together, this thesis provides further 

support that usage-based accounts are well-suited for examining language processing 

in aphasia at the multi-word level. 
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Appendix A.1: Number of uni-, bi- and trigrams produced by PWA and CPs in the naturalistic dataset (all utterances appear in the spoken 

BNC). 

  BL DM DC GL JH KK PM PG SC* 

Bigram tokens: CPs 

(types) 

414 

(317) 

1268 

(872) 

1106 

(836) 

731 

(556) 

695 

(534) 

1054 

(709) 

1028 

(699) 

1228 

(862) 

3636 

(2082) 

Bigram tokens: PWA 

(types) 

101 

(30) 

113 

(74) 

413 

(262) 

145 

(83) 

193 

(68) 

224 

(115) 

109 

(66) 

264 

(158) 

247 

(132) 

Trigram tokens: CPs 

(types) 

236 

(210) 

781 

(674) 

653 

(610) 

415 

(378) 

413 

(384) 

607 

(507) 

632 

(525) 

747 

(666) 

2160 

(1751) 

Trigram tokens: PWA 

(types) 

57 

(14) 

14 

(11) 

196 

(172) 

49 

(34) 

62 

(19) 

102 

(58) 

43 

(31) 

79 

(69) 

96 

(61) 

Average trigram t-scores (token-based): CPs 16 16 13 14 11 13 17 14 14 

Average trigram t-scores (token-based): PWA 89 26 18 13 83 49 19 18 38 

Average trigram t-scores (type-based): CPs 12 10 11 12 11 9 10 10 9 

Average trigram t-scores (type-based): PWA 20 14 16 11 20 20 17 16 16 

In the last four rows, average trigram t-scores are shown, note the high inter-subject variability in the aphasic group. 

* Based on eight conversation samples; whereas the values of the remaining dyads are based on four conversation samples. 
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Appendix A.2: Rating system for IDK conversational functions. 

Code 
Conversational 

function 

Examples 

(PWA = participant with aphasia; 

CP = conversation partner) 

LOK 
L

ac
k

 o
f 

k
n

o
w

le
d
g

e 
--- (KK_2.2_3_4) 

CP: where do the other people live from the stroke 

 club are  they all round [NAME] area? 

PWA:          ehm: I don’t know             where 

    ((shakes head and folds arms))  

PWA: no             

CP: you don’t know (.)ri:ght 

 

 

 

(BL_4.2_7_8) 

CP: what will you have for y' pudding 

  (1.4) 

PWA: I don't know 

  (3.6) 

PWA: bu:m bu:m bu:m bu:m     

 ((interrogative gesture with left hand, palm    

 facing up))      

  (.) 

CP: whatever they've got 

  (0.3) 

PWA: °yep° 

  (3.6) 

PWA: ice cream 

  (0.3) 

CP: ice cream hm 
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Code 
Conversational 

function 

Examples 

(PWA = participant with aphasia; 

CP = conversation partner) 

INT 

In
te

rp
er

so
n
al

 

- Avoiding 

disagreement 

- Prefacing 

disagreement 

- Avoiding 

assessment 

- Avoiding 

commitment to 

the answer / 

statement 

- Minimising 

compliments 

- Hedging 

 

Avoiding disagreement (DM_1.2_1) 

PWA: pork (1.8) nice (.) 

 we::  

CP: wha  roast pork  

 (0.6) 

PWA: u::m dunno:, (0.8) (gristles) 

 (1.6) 

CP: grilled,       like      a chop, 

PWA:        gri lls   grilled 

PWA:  gris (.) yeah 

 

 

Avoiding assessment (JH_4.3_2_3_4_5) 

CP: what you could do is see if the railway’s running. 

 (2.3)      

  ((CP and PWA start eating))   

PWA: mmm (1.5) °I don’t know°  

CP:   then  

  (1.5)     

  ((cutlery noise))  

PWA: (about nine or ten ↑pound) 

CP: don’t matter (how much it is) does ↑it? 

 

Revised definition of “hedging”: 

A speaker distances themselves from what they are saying, but they don’t have any direct evidence 

for it, i.e. the speaker is not fully committed to a proposition. Speculation is different from hedging 

because a speaker acknowledges that they don’t have enough knowledge to form a definite opinion. 

Raters should distinguish between an IDK token that functions as a hedge versus one that 

accompanies it. 

 

Practical implications for final IDK ratings: 

After assessing IRR, all instances marked as hedges by R1 were subsequently checked against the 

revised definition. As a result, 12 out of 16 CP group cases were designated to not be instances of 

hedging (but three of the 12 remained in the INT domain); in the aphasic group, three out of six cases, 

were no longer judged to be hedges (but two of the three remained in the INT domain). Thus, final 

IDK ratings consist of both individual and consensus ratings. 
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Code 
Conversational 

function 

Examples 

(PWA = participant with aphasia; 

CP = conversation partner) 

TC 

T
u

rn
-c

o
n

st
ru

ct
io

n
al

 

- Turn holding 

device (e.g., turn 

construction 

difficulty / 

verbalize on-line 

planning 

processes) 

- Floor yielding 

device 

- Taking a turn 

- Other 

Verbalizing on-line planning process (KK_1.6_1_2_3) 

CP: well there’s you (1.0) what job was you doing? 

PWA: right                   (2.3)    oil 

   ((puts pen and paper at the side))  

CP: oil 

PWA: oil 

CP: what did (.) what did you do in oil? 

PWA: (1.8) I don’t know 

CP: yourr: 

PWA: riggers 

CP: rigger 

PWA: yeah     but 

CP: yeah  

CP: you’re a rigger 

PWA:         rigger   

 ((reaching for his mug))  

(4.2) 

 

Yielding conversational floor (SC_7_1_2) 

PWA: erm (.) Catherine 

CP: yeah  

 are you filming? 

PWA: yeah 

CP: oh (.) Catherine what Catherine Jones? 

 (1.0) 

PWA: yeah 

CP: yeah? 

 (1.0) 

PWA: erm (.) I don’t know 

 (1.5) 

CP: don’t know about what love 

 (1.0) 

 oh what the (.) the (.) erm 

PWA: e-mail 
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Code 
Conversational 

function 

Examples 

(PWA = participant with aphasia; 

CP = conversation partner) 

M 

M
u

lt
if

u
n

ct
io

n
al

 

e.g., mixed turn-

constructional and 

interpersonal  

Mixed TC and INT (SC_1_1) 

CP: when the pict=when she showed you the pictures 

PWA: yeah  

(2.0) 

CP: and you had to say some=say what it was 

PWA: hmm 

CP: you got those (.) you did those really well 

PWA: er yeah 

PWA: one or two but (.) but er: (2.0) picture 

CP: hmm? 

(.) 

PWA: er above or 

 (4.5)         

CP:  ((nods))    

PWA: but I (.)  I don’t know ((looks thoughtful)) 

CP: the one that said underneath 

CP: and on top of 

PWA: yeah 

CP: did you find that hard? 

 (3.5) 

PWA: ye:s sort of  

 

U 

U
n

cl
ea

r 
fu

n
ct

io
n

 --- Not enough context - beginning of clip (BL_3.2_1_2) 

PWA: I don't know for- er= 

CP: =I don't know how to do the(se) 

 (0.4) 

PWA:   di di di di:::::                    

  ((sings and shakes head))  
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Appendix A.3: CA transcription symbols used in extracts 1-3 and in Appendix A.2. 

 

PWA:   participant with aphasia 

 

CP:   conversation partner 

 

I don’t know  square brackets show where there is overlap 

((shakes head))  

 

((looks at CP))  text in double brackets gives a description of what people are doing 

 

what (will)  single brackets indicate a syllable/word/phrase that is hard to understand 

 

(2.5) a number in single brackets denotes a pause in seconds, e.g. 2.5 seconds 

 

(.)   micropause of less than 1 second 

 

er:        colons indicate a lengthening of the sound or syllable they follow  

 

?       a question mark indicates a rising tone 

 

.        a full stop indicates a falling tone  

 

,      a comma indicates a continuing tone, as if a speaker will say more 

 

=     an equals sign marks where there is no hearable gap between two words 

 

but-        a single dash indicates a word or sound that is abruptly cut off 

 

I need   an upward arrow marks a noticeable upward shift in tone 

 

ye:s sort of a downward arrow marks a noticeable downward shift in tone 

 

I don’t know     underlining indicates emphasis 

 

yeah what degree signs indicate quiet speech, two or more indicate very quiet speech  

 

OOH   capital letters indicate loud speech 

 

>em, em, em< lesser than/greater than signs indicate sections of speech that are faster 
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Appendix A.4: IDK profiles for individual speakers in the two speaker groups 
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Appendix B.1: Underlying trigram structures of WMT stimuli 

 Stronger collocation Weaker collocation 
Underlying structure: 

Stronger collocation 

Underlying structure: 

Weaker collocation 

Same 

structure? 

F
ir

st
-w

o
rd

 m
an

ip
u
la

ti
o
n
s 

at the back up the back prep + det(article) + noun yes 

on the bottom with the bottom prep + det(article) + noun yes 

in the city at the city prep + det(article) + noun yes 

round the corner near the corner prep + det(article) + noun yes 

in the country from the country prep + det(article) + noun yes 

on the door from the door prep + det(article) + noun yes 

in the future on the future prep + det(article) + noun yes 

in the garden for the garden prep + det(article) + noun yes 

on the ground from the ground prep + det(article) + noun yes 

at this point from this point prep + det(demonstrative) + noun yes 

in the process for the process prep + det(article) + noun yes 

in the summer of the summer prep + det(article) + noun yes 

on the table up the table prep + det(article) + noun yes 

in the town from the town prep + det(article) + noun yes 

go to sleep have to sleep verb + prep + noun verb +  to-infinitive + verb no 
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a few days the few days det(article) + det(quantifier) + noun yes 

the other side that other side det(article) + det + noun det(demonstrative) + det + noun yes 

cup of tea box of tea noun + prep + noun yes 

S
ec

o
n

d
-w

o
rd

 m
an

ip
u
la

ti
o
n
s 

in the bin in that bin prep + det(article) + noun prep + det(demonstrative) + noun yes 

in the car in this car prep + det(article) + noun prep + det(demonstrative) + noun yes 

in this case in one case prep + det(demonstrative) + noun prep + det(number) + noun yes 

in some cases in three cases 
prep + det(quantifier-unknown 

amount) + noun 

prep + det(number - specified amount) + 

noun yes 

all the people all three people det(quantifier) + det(article) + noun det(all) + det(number) + noun yes 

in a position in no position prep + det(article) + noun prep + det(negation) + noun yes 

in my view in the view prep + det(possessive) + noun prep + det(article) + noun yes 

on the bus on his bus prep + det(article) + noun prep + det(possessive) + noun yes 

on the floor on your floor prep + det(article) + noun prep + det(possessive) + noun yes 

go to bed go in bed verb + prep + noun yes 

a little bit a lovely bit det(article) + det(quantifier) + noun det(article) + adjective + noun no 

the other day the only day det(article) + det + noun det(article) + adjective + noun no 

a great deal a fair deal det(article) + adjective + noun yes 

the same sort the light sort det(article)+ adjective + noun yes 
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a long time a nice time det(article) + adjective + noun yes 

a hundred percent a twenty percent det(article) + det(quantifier) + noun yes 

the first place the one place det(article) + det(ordinal) + noun det(article) +  det(demonstrative) + noun yes 

on the phone on your phone prep + det(article) + noun prep + det(possessive) + noun yes 

B
in

o
m

ia
ls

 

body and soul spirit and soul 

noun + coordinating conjunction + noun yes 

bride and groom horse and groom 

shirt and tie hat and tie 

milk and sugar fruit and sugar 

fish and chips bread and chips 

knife and fork plate and fork 

ladies and gentlemen scholars and gentlemen 

salt and pepper juice and pepper 

shoes and socks books and socks 

wine and cheese leeks and cheese 

gin and tonic lime and tonic 

cats and dogs birds and dogs 

Note. Critical words of trigrams are highlighted in bold; det = determiner; prep = preposition  



263 
 

Appendix B.2: Complete list of stimuli including the frequency-related measures of trigrams and target words 

C
o

n
d

it
io

n
 

P
a

ir
 #

 

Stronger 

collocation 

Weaker 

collocation 

Freq of 

critical 

word 

strong 

Freq of 

critical 

word 

weak 

Sentential context stronger coll. Sentential context weaker coll. 

Target 

position 

(both 

sent.) 

Trigram 

freq 

(strong / 

weak) 

Trigram 

t-score 

(strong / 

weak) 

F 1 at the back up the back 47616 34930 
I can see the mouse. It's running 

at the back of the park. 

I can see the rat. It's running up 

the back of the park. 
10 589 / 20 24 / 4 

F 2 
on the 

bottom 

with the 

bottom 
81083 47043 

We should complete all the 

paperwork. We could perhaps 

start on the bottom of this form. 

We should complete all the 

paperwork. We could perhaps 

start with the bottom of this form. 

13 151 / 5 12 / 2 

F 3 in the city at the city 142193 47616 

We had a great evening. The pub 

in the city of London was very 

cosy. 

We had a great afternoon. The 

pub at the city of London was 

very cosy. 

10 150 / 12 12 / 3 

F 4 
round the 

corner 

near the 

corner 
7171 1403 

It's a tricky situation. The lorry 

round the corner of the side street 

was parked there since yesterday. 

It's a tricky situation. The lorry 

near the corner of the side street 

was parked there since yesterday. 

9 138 / 3 12 / 2 

F 5 
in the 

country 

from the 

country 
142193 24121 

I'm interested in wildlife 

photography. There is a great 

exhibition in the country next to 

Brazil. 

I'm interested in ceramic 

sculptures. There is a great 

exhibition from the country next 

to Peru. 

13 212 / 7 15 / 3 

F 6 on the door 
from the 

door 
81083 24121 

Claire's new mirror looks lovely. I 

can see it on the door of her room. 

Gwen's new bookshelf looks 

lovely. I can see it from the door 

of her room. 

12 132 / 7 11 / 3 
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F 7 in the future on the future 142193 81083 

We see each other twice in June. 

In the future plans, we will 

discuss our ideas. 

We see each other twice in May. 

On the future plans, we will 

discuss our ideas. 

10 230 / 14 18 / 4 

F 8 in the garden 
for the 

garden 
142193 67047 

I think your shopping trip was a 

success. The chair in the garden is 

comfortable. 

I think your shopping trip was a 

success. The chair for the garden 

is beautiful. 

13 194 / 9 14 / 3 

F 9 
on the 

ground 

from the 

ground 
81083 24121 

I will take care of the laundry 

tonight. The picnic blanket on the 

ground looks dirty. 

I will take care of the laundry 

tomorrow. The picnic blanket 

from the ground looks dirty. 

14 141 / 19 12 / 4 

F 10 at this point 
from this 

point 
47616 24121 

The new hotel looks massive 

already. At this point, I even think 

it is higher than the church. 

The new building looks massive 

already. From this point, I even 

think it is higher than the city hall. 

9 115 / 8 11 / 3 

F 11 
in the 

process 

for the 

process 
142193 67047 

We should check whether we 

have enough flowers. They need 

them in the process of decorating. 

We should check whether we 

have enough ivy. They need them 

for the process of decorating. 

14 93 / 3 10 / 2 

F 12 
in the 

summer 

of the 

summer 
142193 174549 

I like iced coffee a lot. This was 

my favourite drink in the summer 

when it was really hot. 

I like mango juice a lot. This was 

my favourite drink of the summer 

when it was really warm. 

14 193 / 20 14 / 4 

F 13 on the table up the table 81083 34930 

I have seen a spider. It was 

crawling on the table in the living 

room. 

I have seen a beetle. It was 

crawling up the table in the 

kitchen. 

11 242 / 5 16 / 2 

F 14 in the town 
from the 

town 
142193 24121 

The results from the election are 

official. Many people in the town 

support the new mayor. 

The results from the election are 

official. Many people from the 

town support the new president. 

12 156 / 15 12 / 4 
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F 15 go to sleep have to sleep 31180 77272 

Alex and Katy's twins are 

adorable. When they go to sleep, 

however, they cry a lot. 

Paul and Anne's children are 

adorable. When they have to 

sleep, however, they cry a lot. 

11 114 / 5 11 / 2 

F 16 a few days the few days 206203 409715 

We could go to the supermarket 

now. It will not be too crowded 

except a few days before 

Christmas. 

We could go to the lido now. It 

will not be too crowded except 

the few days before Easter. 

17 100 / 2 10 / 1 

F 17 
the other 

side 

that other 

side 
409715 227030 

There are three clients visiting 

this afternoon. They are interested 

in the other side of the housing 

market. 

There are three customers visiting 

this morning. They are interested 

in that other side of the housing 

market. 

14 560 / 4 24 / 2 

F 18 cup of tea box of tea 1160 1356 
Mike is queuing up. He's buying a 

cup of tea for his sister. 

Chris is queuing up. He's buying a 

box of tea for his daughter. 
10 452 / 2 21 / 1 

S 19 in the bin in that bin 409715 227030 

There is one more task I have for 

you. Please put the letter in the 

bin for me. 

There is one more task I have for 

you. Please put the letter in that 

bin for me. 

16 93 / 3 10 / 2 

S 20 in the car in this car 409715 58180 

Rachel and I spoke about the 

Christmas presents. She rang me 

when she was in the car yesterday 

evening. 

Lucy and I spoke about the 

birthday presents. She rang me 

when she was in this car 

yesterday morning. 

17 392 / 7 20 / 3 

S 21 in this case in one case 58180 58149 
Let's check the paperwork. In this 

case he received a bill. 

Let's check the folder. In one case 

he received a bill. 
7 181 / 6 13 / 2 

S 22 
in some 

cases 

in three 

cases 
20590 17738 

The organisation of the concert 

seems strange. In some cases they 

sold cheaper tickets. 

The organisation of the festival 

seems odd. In three cases they 

sold cheaper tickets. 

10 92 / 2 10 / 1 
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S 23 
all the 

people 

all three 

people 
409715 17738 

It's an exciting programme. All 

the people from our team are 

looking forward to the event. 

It's an interesting programme. All 

three people from our team are 

looking forward to the 

conference. 

7 101 / 5 10 / 2 

S 24 in a position 
in no 

position 
206203 59809 

Let me summarize the situation 

with the house. We're in a 

position to exchange contracts at 

any time. 

Let me summarize the situation 

with the flat. We're in no position 

to exchange contracts at any time. 

12 152 / 3 12 / 2 

S 25 in my view in the view 23518 409715 

A lot of people went to vote on 

Monday. In my view of the 

situation this was a good result. 

A lot of people went to vote last 

week. In the view of the 

government, this was a good 

result. 

12 104 / 11 10 / 3 

S 26 on the bus on his bus 409715 14047 
Tom just called. He is going to 

come to me on the bus on Sunday. 

Marc just called. He is going to 

come to me on his bus on 

Monday. 

13 118 / 3 11 / 2 

S 27 on the floor on your floor 409715 29544 

I know what I would do. If I 

found a pound on the floor I'd 

pick it up. 

I know what I would do. If I 

found a pound on your floor I'd 

pick it up. 

14 376 / 2 19 / 1 

S 28 go to bed go in bed 233692 142193 

Remember to turn the heating off. 

You can do that when you go to 

bed for a nap. 

Remember to close all the 

windows. You can do that when 

you go in bed for a nap. 

15 185 / 3 14 / 2 

S 29 a little bit a lovely bit 9071 2398 

We went to the restaurant 

yesterday. We had a little bit of 

fish and some potatoes. 

We went to the pub yesterday. We 

had a lovely bit of fish and some 

potatoes. 

11 1716 / 2 41 / 1 
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S 30 the other day the only day 15093 13663 

I'm happy about the result of the 

exam. I was helping John the 

other day I saw him. 

I'm happy about the result of the 

essay. I was helping Phil the only 

day I saw him. 

15 591 / 7 24 / 3 

S 31 a great deal a fair deal 3878 1416 

I went to the garage yesterday 

evening. The salesman luckily 

offered me a great deal to replace 

the engine. 

I went to the garage this morning. 

The salesman luckily offered me a 

fair deal to replace the engine. 

15 404 / 10 20 / 3 

S 32 the same sort the light sort 6843 1462 

I'm not going to the shop. The 

same sort of material is available 

online. 

I'm not going to the market. The 

light sort of material is available 

online. 

9 145 / 2 12 / 1 

S 33 a long time a nice time 6165 6247 

Your plan looks good. Six weeks 

is a long time for travelling in 

Italy. 

Your plan looks good. Eight 

weeks is a nice time for travelling 

in Australia. 

10 667 / 22 26 / 5 

S 34 
a hundred 

percent 

a twenty 

percent 
10513 9507 

I have checked the radiator. I 

would say there is a hundred 

percent chance that it works. 

I have checked the radiator. I 

would say there is a twenty 

percent chance that it works. 

13 86 / 5 9 / 2 

S 35 
the first 

place 
the one place 10027 58149 

We might move to South London. 

There was a balcony in the first 

place that we saw yesterday. 

We might move to Southampton. 

There was a balcony in the one 

place that we saw yesterday. 

13 260 / 4 16 / 2 

S 36 on the phone 
on your 

phone 
409715 29544 

I can't believe it. I wish to have 

our boss here on the phone and 

talk about this proposed pay rise. 

I can't believe it. I wish to have 

our manager here on your phone 

and talk about this proposed pay 

rise. 

14 378 / 5 19 / 2 

B 37 
body and 

soul 

spirit and 

soul 
1124 443 

I like running. It is good for body 

and soul and is fun. 

I like hiking. It is good for spirit 

and soul and is fun. 
10 - - 
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B 38 
bride and 

groom 

horse and 

groom 
30 636 

I don't like this picture. The bride 

and groom both look tired. 

I don't like this painting. The 

horse and groom both look tired. 
9 - - 

B 39 shirt and tie hat and tie 219 335 
Peter looked great. He had his 

best shirt and tie on. 

Andrew looked great. He had his 

best hat and tie on. 
10 - - 

B 40 
milk and 

sugar 

fruit and 

sugar 
667 330 

I've sent Jamie to the shop. Milk 

and sugar are an essential addition 

to our afternoon tea. 

I've sent Johnny to the shop. Fruit 

and sugar are an essential addition 

to our afternoon tea. 

9 - - 

B 41 
fish and 

chips 

bread and 

chips 
750 628 

It's a great place. I love the fish 

and chips served in this pub. 

It's a great place. I love the bread 

and chips served in this pub. 
10 - - 

B 42 
knife and 

fork 

plate and 

fork 
185 310 

Please bring along my rucksack. 

And don't forget your knife and 

fork for the BBQ. 

Please bring along your jacket. 

And don't forget your plate and 

fork for the BBQ. 

12 - - 

B 43 
ladies and 

gentlemen 

scholars and 

gentlemen 
437 5 

Thanks for coming. Good 

morning ladies and gentlemen and 

welcome to our weekly jazz 

concert. 

Thanks for coming. Good evening 

scholars and gentlemen and 

welcome to our weekly jazz 

concert. 

8 - - 

B 44 
salt and 

pepper 

juice and 

pepper 
294 163 

That's unbelievable. I forgot the 

salt and pepper for our breakfast. 

That's embarrassing. I forgot the 

juice and pepper for our breakfast. 
8 - - 

B 45 
shoes and 

socks 

books and 

socks 
553 894 

Let's go to the shopping centre. 

We need to buy shoes and socks 

for him. 

Let's go to the city centre. We 

need to buy books and socks for 

him. 

13 - - 

B 46 
wine and 

cheese 

leeks and 

cheese 
406 12 

We need to remember to buy 

butter. Wine and cheese is already 

on the shopping list. 

We need to remember to buy 

bread. Leeks and cheese is 

already on the shopping list. 

10 - - 
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B 47 gin and tonic 
lime and 

tonic 
54 38 

This is a great barman. I want to 

go and get gin and tonic for all of 

us. 

This is a great barman. I want to 

go and get lime and tonic for all 

of us. 

14 - - 

B 48 
cats and 

dogs 

birds and 

dogs 
173 281 

It's common sense. Cats and dogs 

should not be kept indoors for too 

long. 

It's common sense. Birds and 

dogs should not be kept indoors 

for too long. 

6 - - 

Note. F = First-word manipulations; S = Second-word manipulations; B = Binomials 
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Appendix B.3: Cloze task score sheet 
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Appendix B.4: Pilot data: z-score differences per trigram pair and participant 

Condition Pair 

Participant Average z-

score 

difference 

Stronger collocation 

of pair 
1 2 3 4 5 6 7 8 9 10 

F
ir

st
-w

o
rd

 m
an

ip
u

la
ti

o
n

s 

1 0.53 1.01 -1.51 0.17 -1.13   0.31 0.57 0.35 0.03 0.04 at the back 

2 -1.17 -1.44 -1.22 1.03 0.01 0.48 0.33 0.69 0.11 0.71 -0.05 on the bottom 

3 0.76 0.54   0.11 0.61 -0.09 -0.36 0.28 0.06 -2.31 -0.04 in the city 

4 0.20 0.26 0.26 -0.55 0.58 5.17 -0.25 0.16   -1.05 0.53 round the corner 

5 1.86 1.01 0.01 -0.31 0.11 -1.21 2.12 -0.02 0.27 0.86 0.47 in the country 

6 0.74 -0.11 -0.57 1.36 -0.42 -0.73 1.82 -0.58 1.26 0.66 0.34 on the door 

7 0.93     -0.44 1.06 1.53 0.93 0.61 1.18   0.83 in the future 

8 0.46 0.43 0.38 0.14 0.73 0.23 -0.32 0.33 0.14 -0.55 0.20 in the garden 

9   1.24 -0.21 0.99 -0.44 -0.32 1.60 -1.52 1.15 3.87 0.71 on the ground 

10 0.09 -0.42 0.54 0.67 -1.97 -0.38 0.98 0.23 -0.53 -0.47 -0.13 at this point 

11 0.91 -0.12 -0.92 0.09 1.04 0.19 -0.87 -0.59 -1.03 -3.15 -0.44 in the process 

12 0.01   1.06 0.04 2.11 0.39 0.04 -0.32 1.32 1.02 0.63 in the summer 

13 -0.15 2.07 -0.14 0.10 -1.38 -0.01 -0.75 -0.42 -0.84 0.18 -0.13 on the table 

14 0.55 1.25 0.58 0.71 -0.01   0.20 -0.54 0.69 0.47 0.43 in the town 

15 -0.87 0.50 1.19 1.92 0.95 0.30 -0.02 6.06 2.78 1.60 1.44 go to sleep 

16 0.43 -0.76 0.06 -0.97 0.66 -0.30 0.05 -0.84 0.20 -1.11 -0.26 a few days 

17 0.37   -0.87   -1.62 -0.36 -1.05 0.60 0.16 0.52 -0.28 the other side 

18 0.54 0.18 0.44 0.08 0.61   1.14 0.71 1.71 -0.45 0.55 cup of tea 
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S
ec

o
n

d
-w

o
rd

-m
an

ip
u

la
ti

o
n

s 

19 1.08   0.34 0.32 2.15 -0.05 0.26   1.39 1.07 0.82 in the bin 

20 0.77     1.52 1.44 -0.05 1.47 0.87 1.41 -0.57 0.86 in the car 

21 -0.44 1.95 -0.21 0.70 -1.90 -1.24 2.96 0.40 -0.41   0.20 in this case 

22 0.50 1.91 0.50 -0.17 -0.44 0.14 0.49   -3.05 0.45 0.04 in some cases 

23 -0.12 1.17 0.26 -0.64 0.46 -0.06 2.85 -0.89 1.98 -1.96 0.31 all the people 

24 -1.02 -1.26 0.93 -1.22 -0.38 -0.83 0.27 -2.43 -0.17 -0.73 -0.69 in a position 

25 4.07 0.73 0.03   1.92   2.39 1.27 2.58 -1.85 1.39 in my view 

26 0.71 1.25 1.92 3.20 1.98   1.32 0.57 0.40 1.72 1.45 on the bus 

27 0.89 -1.00 0.02 -0.64 0.73 0.10 0.83 0.21 -1.21   -0.01 on the floor 

28 2.28 0.45 1.56 2.10 1.46 0.77 1.64 0.63 0.69 1.86 1.35 go to bed 

29 2.74   1.30 -0.77 0.39 0.09 -1.72 3.69 0.66 -0.65 0.64 a little bit 

30 1.83 3.81 2.08 1.35 1.13 -0.61 2.18 0.66 -0.34   1.34 the other day 

31 -0.53 1.57 0.96 -1.63 0.69   -0.78 0.10 0.21   0.07 a great deal 

32           0.59   0.37 2.99 1.95 1.48 the same sort 

33 0.78   0.19 0.77 0.81 0.49 1.06 0.41 0.16 1.50 0.68 a long time 

34 0.43 -0.35 -0.66   -1.49 -0.05 -0.55 -0.83 1.70 0.38 -0.16 a hundred percent 

35     -0.03     0.77 0.54 1.36 2.59   1.05 the first place 

36 0.19 0.71 1.11 0.31 0.39 -1.87 0.81 0.32 0.55 -0.23 0.23 on the phone 

B
in

o
m

ia
ls

 37 -1.29 2.62         2.26   2.32 0.51 1.28 body and soul 

38 0.01 2.13 -0.01   0.20 0.09 1.80 2.22 0.43 1.49 0.93 bride and groom 

39 0.89   0.05 -0.42 -0.33 0.14 0.46 -0.29 -0.28 -0.45 -0.02 shirt and tie 

40 0.51   0.38 1.87 0.65 0.03   1.04 2.38   0.98 milk and sugar 

41 1.26   3.34 1.46 -1.87   2.01 1.63 0.88 0.98 1.21 fish and chips 
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42 0.19 1.14 -0.09 0.42 -0.38 -0.09 0.89 1.43 -1.56 0.51 0.25 knife and fork 

43 -0.40 -0.26 1.03 -0.25 2.02 -2.78 -0.85 0.62 1.75 -1.11 -0.02 

ladies and 

gentlemen 

44 -0.08 1.13 2.18 2.03 1.97 0.30 -0.16 1.21 2.12 2.68 1.34 salt and pepper 

45 1.56 0.60 0.22 2.39 -0.31 1.07 1.14 -0.68 -1.71 0.69 0.50 shoes and socks 

46 -1.29 -0.51   -1.24 -2.14 -0.39 0.55 0.64 -2.32 -1.09 -0.87 wine and cheese 

47 -0.77 -0.70 2.37   -0.34 0.48 0.27 1.28 -0.43 -0.32 0.21 gin and tonic 

48 0.35 2.23   -0.86 1.61 -0.92 -0.45 2.32 1.01 0.16 0.61 cats and dogs 

NB: Coloured numbers highlight positive z-score differences, i.e. shorter monitoring latencies in the stronger collocation compared to the 

weaker collocation. 
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Appendix B.5: Pilot data: Correlation plots of a) raw trigram t-score difference and z-score difference and b) t-score difference ranks and z-

score difference 

 (a)         (b) 
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Appendix B.6: Pilot data: Results of the cloze task 

Target 
Participant Cloze 

probability 1 2 3 4 5 6 7 8 9 10 

 

1 aboard    onboard       .9 

2 in      here  quickly   .8 

3 worry    panic       .9 

4 here there 

here, there, I 

don't know there there there    there  .4 

5 night           1 

6 yourself yourselves yourselves yourself me yourselves me yourself yourself yourself me .7 

7 one    dress       .9 

8 you           1 

9 know    care       .9 

10 sure           1 

11 sorry           1 

12 go           1 

13 you           1 

14 all    
the moment 

[R] Tesco 
     

this time [R] I 

don't know 
     .8 

15 you           1 

16 alright fine okay okay okay okay fine  okay  okay .2 

17 way           1 

18 about           1 

19 happened          wrong .9 

20 mind           1 

Sum expected 18 18 18 12 18 17 20 18 19 16  

Percentage correct 90% 90% 90% 60% 90% 85% 100% 90% 95% 80% 

[R] = repetition of sentence; for item 6, both ‘yourself’ and ‘yourselves’ are accepted as the expected answer
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Appendix B.7: Example PALPA score sheet including scoring procedures 
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Appendix B.8: Information Sheet: younger control participants 
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Appendix B.9: Consent form: younger control participants 
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Appendix B.10: Information sheet: older control participants 
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Appendix B.11: Consent form: older control participants 
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Appendix B.12: Aphasia-friendly information sheet 
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Appendix B.13: Aphasia-friendly consent form 
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Appendix B.14: Average z-score differences by participant and condition for 

younger adults 

ID 

Average z-score difference 

First-word 

manipulations 

Second-word 

manipulations 
Binomials 

YC1 0.36 0.32 0.52 

YC3 -0.07 0.61 0.54 

YC4 0.76 0.23 0.64 

YC5 0.36 0.48 1.13 

YC6 0.27 0.95 0.12 

YC7 0.24 0.72 0.60 

YC8 0.59 0.41 0.36 

YC9 0.32 0.27 0.23 

YC10 0.59 0.26 0.22 

YC11 0.09 0.27 0.83 

YC12 0.72 0.99 0.71 

YC13 0.21 0.67 0.79 

YC14 0.18 0.05 0.33 

YC15 0.32 0.51 0.57 

YC16 -0.21 0.77 1.01 

YC17 0.24 0.16 0.87 

YC18 0.11 0.69 -0.12 

YC19 0.33 0.07 0.41 

YC20 0.00 0.83 0.27 

YC21 0.33 0.67 0.54 

YC22 0.81 0.69 0.51 

YC23 -0.21 0.75 0.57 

AVERAGE 0.29 0.52 0.53 

SD 0.28 0.28 0.30 

Effect of the 

manipulation? 
yes yes yes 

Highlighted cells: Effect in opposite direction compared to the prediction  
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Appendix B.15: Average z-score differences by participant and condition for older 

adults 

Highlighted cells: Effect in opposite direction compared to the prediction 

  

ID 

Average z-score difference 

First-word 

manipulations 

Second-word 

manipulations 
Binomials 

OC1 0.08 0.76 0.58 

OC2 0.39 0.96 1.23 

OC3 0.20 0.78 1.21 

OC4 0.27 1.17 0.22 

OC5 0.45 0.36 1.45 

OC6 0.32 0.61 1.14 

OC7 0.32 0.59 0.47 

OC8 0.19 0.75 0.72 

OC10 0.06 0.62 0.57 

OC12 -0.22 0.52 1.09 

OC13 0.15 0.40 0.76 

OC14 0.08 0.55 0.77 

OC16 0.39 0.84 0.67 

OC17 -0.16 0.52 1.46 

OC18 0.22 0.93 0.54 

OC19 0.18 0.38 1.11 

OC20 0.60 0.19 0.19 

OC21 0.43 0.74 0.39 

OC22 -0.07 -0.48 1.14 

OC23 0.62 0.76 0.42 

OC24 0.19 0.47 0.57 

OC25 0.49 0.20 1.20 

OC26 0.26 0.83 1.47 

AVERAGE 0.24 0.58 0.84 

SD 0.22 0.33 0.40 

Effect of the 

manipulation? 
yes yes yes 
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Appendix B.16: Average z-score differences by participant and condition for PWA 

ID 

Average z-score difference 

First-word 

manipulations 

Second-word 

manipulations 
Binomials 

A1 0.42 0.85 -0.20 

A2 -0.25 0.07 1.03 

A3 0.14 0.54 0.44 

A4 -0.22 0.23 0.29 

A5 0.54 0.28 0.53 

A6 0.30 0.79 0.14 

A7 0.46 0.50 0.63 

A8 0.29 0.55 1.01 

A10 0.03 0.29 1.80 

A11 0.12 0.43 0.66 

A13 0.56 0.25 0.75 

A14 0.33 0.56 1.26 

A15 0.14 0.13 0.58 

A16 -0.13 -0.32 0.44 

A17 -0.20 0.68 0.09 

A18 0.34 0.44 0.52 

A19 0.06 -0.16 -0.11 

A20 0.22 0.03 0.76 

A21 0.30 -0.32 0.59 

A23 0.35 0.49 0.27 

A24 0.23 -0.19 -0.53 

AVERAGE 0.19 0.29 0.52 

SD 0.24 0.34 0.52 

Effect of the 

manipulation? 
yes yes yes 

Highlighted cells: Effect in opposite direction compared to the prediction 
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Appendix B.17: Cloze probabilities of 20 items across 22 younger and 23 older neurotypical control participants 

 

Item “in”: the most common alternative answer was “here” (younger: 4, older: 0). Item “worry”: the most common alternative answer was “panic” (older: 5, younger: 1). Item 

“here”: the most common alternative answer was “there” (older: 9, younger: 12). Item “go”: the most common alternative answer was “hurry” (older: 7, younger: 3). Item 

“alright”: the most common alternative answer was “okay” (older: 11, younger: 11). 
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Appendix C.1: Aphasia-friendly information sheet 
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Appendix C.2: Information sheet for CPs 
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Appendix C.3: Aphasia-friendly consent form 
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Appendix C.4: Consent form for CPs 
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Appendix C.5: Frequency characteristics of the 12 source constructions 

Source construction 
Raw frequency 

(spoken BNC) 

Frequency per million words 

(spoken BNC) 

t-score 

(as determined by FLAT Version 2) 

I made it 35 4 5 

I want that 58 6 6 

I said it 222 22 15 

I went to 638 64 25 

I had it 106 11 8 

I want to 1285 129 36 

it's alright 766 77 28 

I like it 164 17 11 

I hate it 72 7 9 

Where is it 166 17 13 

When is it 43 4 5 

don't know 9034 907 95 

Average 1049.1 105.3 21.3 

SD 2543.8 255.3 25.2 
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Appendix C.6: Subset of A.D.A. Synonym Matching Task 

No No in original version Word pair HI LI HF LF 

1 2 listen attend   S     

2 3 rug stomach D       

3 5 gem jewel       S 

4 6 idle heartless       D 

5 8 lovely nice     S   

6 15 smell scent   S     

7 17 astute stop   D     

8 21 dirt filth       S 

9 37 boulder rock S       

10 41 magician  wizard       S 

11 42 gloom deceit   D     

12 44 mail post S       

13 45 biscuit crocodile       D 

14 47 command  order   S     

15 54 jail  spook       D 

16 56 stupid genuine   D     

17 72 road lane     S   

18 75 clumsy frail   D     

19 78 stream coat     D   

20 80 forbid prohibit       S 

21 87 courteous gallant   S     

22 93 fraud charlatan   S     

23 94 gorilla ape       S 

24 95 misery orderly   D     

25 102 sever lie   D     

26 105 elegant graceful       S 

27 111 robbery cookie       D 

28 115 couch sofa       S 

29 119 lazy thrifty       D 

30 121 rule law   S     

31 122 film boat D       

32 123 dungeon spade       D 

33 129 yell glutton       D 

34 132 germ bacteria       S 

35 133 lack deficiency   S     

36 136 clever weak   D     

37 141 thick  authentic   D     

38 145 labour toil   S     

39 149 lunch river     D   

40 151 slap ghost       D 

HI / LI = high - / low-imageability pairs; HF / LF = high- / low frequency pairs; 

S / D = similar / different meaning 
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Appendix C.7: Acceptability questionnaire for participants with NFA 
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Appendix C.8: Acceptability questionnaire for CPs 
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