
Accounting for spectral shape in simplified fragility analysis of case-

study reinforced concrete buildings 
 

Stylianos Minas, and Carmine Galasso* 

 

Department of Civil, Environmental & Geomatic Engineering and Institute for Risk & Disaster 

Reduction, University College London, London, UK 

 

 

ABSTRACT 

This paper deals with the selection of optimal intensity measures (IMs) for displacement-based 

seismic demand assessment and fragility derivation of case-study mid-rise reinforced concrete (RC) 

frames. The considered frames represent distinct RC vulnerability classes in the Mediterranean 

region. Optimal IM selection is performed by means of probabilistic seismic demand models 

considering multiple IMs and various engineering demand parameters (EDPs). Based on findings 

from previous and concurrent studies, a small subset of potential IMs is investigated here, including 

conventional peak IMs and two advanced scalar IMs accounting for spectral shape over a range of 

periods. Probabilistic seismic demand models are built on data obtained from analysis of the case-

study frames subjected to over nine hundred ground motions by employing an innovative capacity 

spectrum method using inelastic response spectra derived from actual earthquake accelerograms to 

estimate seismic demand and derive fragility curves. This approach has the advantage of simplicity 

and rapidity over other methods as nonlinear dynamic analysis. 

This study concludes that advanced IMs, and particularly the ones accounting for the period 

elongation (due to the nonlinear structural behavior) and structure-specific parameters, can effectively 

satisfy all the selection criteria, including the hazard computability criterion.  
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1. Introduction 

Recent earthquakes worldwide (e.g., the 1999 Izmit earthquake in Turkey; the 2009 L’Aquila 

earthquake in Italy; the 2016 Central Italy seismic sequence; the 2016 Ecuador earthquake) have 

resulted in extensive concentration of damage and significant economic losses in low seismic 

performance reinforced concrete (RC) buildings, and particularly mid-rise structures for both 

residential and commercial occupancy. The limited availability and poor quality (e.g., in terms of data 

aggregation) of historical damage data associated with several seismic-prone areas (e.g., [1]), makes 

the derivation of analytical fragility functions [2] an essential component of probabilistic seismic risk 

assessment. In particular, nonlinear dynamic analysis (NLDA) represents the analytical tool 

providing the most accurate approximation of the actual inelastic structural response. NLDA 

combines site- and/or structure-specific record selection and highly detailed nonlinear computational 

models capturing both monotonic and hysteretic structural behavior. However, such a level of detail 

is not always feasible or necessary, for instance, in catastrophe risk modelling applications [3] (e.g. 

large-scale earthquake risk assessment exercises). These applications focus on ‘average’ structural 

models for vulnerability assessment, often coupled with very limited exposure information, which 

are not compatible with the level of detail and computing required by NLDA. 

In contrast, less complex, nonlinear static analysis procedures, which are often variants of the 

capacity-spectrum assessment methods, also exist. These procedures, such as the N2 method [4], 

FRACAS (FRAgility through CApacity Spectrum assessment) [5] among others, are widely 

implemented for fragility analysis of building classes, and rely on simplifying assumptions in 

assessing both the structural capacity and the seismic demand.  
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Specifically, FRACAS, developed by the authors, uses suites of scaled and/or unscaled ground 

motion records (simply ground motions hereinafter) and quickly outputs a set of fragility functions 

for a considered index building†. One common, well-acknowledged, limitation of nonlinear static 

procedures is their inability of capturing ground motion spectral shape (e.g., [6]), which has been 

shown to have a significant influence on the estimated seismic response and resulting structural 

fragility. However, this limitation does not apply to FRACAS as it utilizes spectra from actual (real 

or simulated) ground motions to perform the structural assessment. The ability of FRACAS to 

properly account for ground motion spectral shape and its variability is further investigated in this 

paper. To this aim, the effect of implementing different combinations of intensity measure (IMs) and 

engineering demand parameters (EDPs) in simplified fragility analysis by FRACAS is explored 

herein.  

In particular, one faces the question of how suitable the adopted IM is for representing ground motion 

uncertainty. This in turn will affect the required number of analysis and the accuracy of the resulting 

seismic demand estimates. Indeed, the development of fragility functions requires the choice of an 

IM which is 1) able to predict seismic demands involved in the considered performance objectives 

with the smallest scatter; and 2) providing a significant amount of information with respect to other 

ground motion features [7]. There are several recent papers explicitly addressing the selection of 

optimal ground-motion IMs intended to be used in performance-based assessment of existing 

structures, e.g., Mollaioli et al. [8] for RC base-isolated buildings, Bojórquez and Iervolino [9] for 

steel structures, Lucchini et al. [10] for torsional RC building subjected to bi-directional earthquake 

ground motion, Padgett et al. [11] for highway bridges portfolios, Kazantzi and Vamvatsikos [12] for 

analytical vulnerability loss assessment, Kohrangi et al. [13,14] for structural response estimation of 

RC buildings, Kohrangi et al. [15] for seismic loss assessment of 3D RC buildings, etc. A 

comprehensive overview of this previous research is not within the scope of this paper. However, it 

is worth noting that none of those past studies has focused on simplified demand assessment (and 

fragility analysis) based on nonlinear static (pushover-based) procedures for the seismic performance 

assessment of structures. In addition, only in recent years, advanced IMs (i.e., spectral-shape based) 

and innovative selection criteria (e.g., the relative sufficiency measure based on the information 

theory [7]) have been introduced and tested in separate studies (and for different structural types). 

The present study convolves all these state-of-the-art concepts and aims to identify optimal IMs to be 

used in probabilistic seismic demand analysis through nonlinear static procedures. Specifically, this 

paper aims to shed light in comparing different IM/EDP combinations for the fragility analysis of 

typical mid-rise RC frames by using FRACAS. For each case-study structure, different IMs are tested 

in order to identify an optimal IM or subset of optimal IMs, which can estimate structural response 

with minimum record-to-record variability, largest amount of information on ground motion features, 

yet hazard computable. Based on recent research findings, only a small subset of potential (and 

typical) IMs are considered in this study, namely peak ground acceleration (PGA), peak ground 

velocity (PGV), peak ground displacement (PGD), spectral (pseudo-) acceleration at the initial 

fundamental period (for a damping ratio of 5%), and two recently-proposed advanced scalar 

parameters accounting for spectral-shape over a range of periods. It is noted that integral (i.e., 

duration-based) IMs are omitted from this work as the effect of ground motion duration cannot be 

properly captured within the response spectrum inputs used in FRACAS. Moreover, it is widely 

known that duration has a secondary effect on displacement-based seismic demands, especially in the 

case of low-to-moderate ground motion intensities. Different local and global displacement-based 

EDPs are considered in the analysis. Three regular mid-rise (4-story) RC bare frames are selected as 

case-study structural models for this study. These structures provide representative examples of both 

the existing and the modern code-conforming European RC building stocks. Finite element models 

of these structures are developed in SeismoStruct [16] and analyzed using two sets of conventional 

static pushover analysis depending on the distribution of loads, namely uniform and triangular 
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pushover (PO) analysis. The resultant pushover curves are then transformed to capacity curves and 

implemented as inputs to FRACAS. Over 900 real (i.e., recorded during past events) ground motions 

are selected from the recent-developed SIMBAD database (Selected Input Motions for displacement-

Based Assessment and Design; [17]). These records are used to estimate the seismic demand of each 

case-study building utilizing different EDPs. 

In Section 2, the FRACAS approach is briefly reviewed, while Section 3 introduced the considered 

IMs. Sections 4 and 5 describe the case study buildings and the selection process for the ground 

motions used in the analysis. Section 6 discusses the methodology steps followed in this study and 

Section 7 outlines the most commonly used IM selection criteria, with particular focus on the ones 

utilized herein. Results and discussion are presented in Section 8, followed by Section 9, which 

compares the fragility functions obtained from two different IMs. Finally, Section 10 presents some 

concluding remarks. 

 

2. FRACAS - FRAgility from CApacity Spectrum assessment 

In the current study, the simplified capacity assessment methodology, known as FRACAS is 

implemented in order to determine the performance points (PPs) of case-study structures for different 

ground motion inputs. FRACAS uses the basic methodology proposed in [9] and, through a new 

software tool built upon it, includes new features, such as more sophisticated capacity curve 

idealizations, the use of various hysteretic models for the single degree of freedom (SDoF) in the 

inelastic demand calculation, and the construction of fragility functions through several statistical 

model fitting techniques. The ability of FRACAS to consider multiple ground motions and building 

frames, makes it a powerful and efficient tool to account for the different sources of variability and 

evaluate the resulting uncertainties in the fragility prediction. 

The step-by-step implementation of FRACAS procedure is described below (Figure 1): 

1. A representative building, the so-called “index building”, is selected; variations of the index 

building, with differing structural detailing or geometrical characteristics, can also be generated. 

Computational models for each index building variation are developed. 

2. Static pushover (PO) analysis or static adaptive PO (APO, e.g., [18]) is carried out to analyze the 

obtained computational models for each index building variation.  

3. The resultant PO curve is transformed into a capacity curve in Acceleration-Displacement 

Response Spectrum (ADRS) space, taking into consideration the relative floor displacements and 

floor masses.  

4. An idealized model is implemented to fit to the obtained capacity curve. There are several 

modelling options for this step, including the selection of the yielding and ultimate points, the 

number of fitting segments (bilinear or trilinear), and the presence of hardening/softening (e.g., 

Figure 1a).  

5. The idealized curve is discretized into a number of analysis points (APs) (Figure 1b), where each 

AP represents an inelastic SDoF with the elastic stiffness, ductility and post-elastic properties 

shown by the capacity curve up to the considered AP. The number of APs can be selected by the 

user. 

6. The response of the corresponding SDoF under the selected ground motion record is assessed at 

each AP through the Newmark-beta time-integration method. The elastic response is then 

computed for the APs preceding yield and the inelastic response for those on the inelastic 

branch(es) of the capacity spectrum (e.g. Figures 1c and 1d).  

7. Both elastic and inelastic parts of the response spectrum are utilized to determine the PP as the 

intersection of the capacity curve and response curve.  No iterative process is required.  

8. The value of the selected EDP is back calculated from the capacity curve coordinates at the PP. 

Specifically, the PP coordinates are used to determine the corresponding load step of the 

nonlinear static analysis, and relevant response parameters are read from the analysis outputs. 

By default, FRACAS adopts maximum inter-story drift ratio (MIDR) as EDP, but others can be 

determined if required (e.g., roof drift, or RD). Different IMs associated with the given 

accelerogram used in the assessment are also calculated and stored.  
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9. The previous steps are repeated for different earthquake ground motions by either linearly scaling 

up a given record set (i.e., using a similar approach to the incremental dynamic analysis procedure 

[19]) to cover the desired range of intensities; or by using a larger record set selected to represent 

a wide range intensities of ground shaking (similarly to the cloud procedure; e.g., [20]). The 

number of PPs generated equals the product of the number of structural models, number of 

accelerograms and number of scaling factors used. 

10. Based on the resultant set of IM and EDP pairs, fragility curves are generated through an 

appropriate statistical curve fitting approach. 

 

 
Figure 1. Main steps of FRACAS for the derivation of the performance point (PP) using the 

trilinear idealization model: (a) shows the fitting of the idealized trilinear curve to the structure 

capacity curve; (b) shows the identification of Analysis Points (AP), (c) compares the elastic 

demand spectrum with the capacity curve at the point of intersection of the demand curve with 

the line representing the yield period of the structure; (d) shows the determination of the PP. 

 

For more details about the FRACAS procedure one may refer to [5]. It is noteworthy to mention that, 

in contrast to other capacity spectrum methods, FRACAS does not rely on reduction factors or indices 

to compute the inelastic spectrum from the elastic one. Instead, it carries out, for each target ductility 

and period, a simplified dynamic analysis on the idealized nonlinear SDoF model corresponding to 

the capacity curve. This process proves to be more time-consuming than the commonly-used static 

approaches, but it is more robust and remains faster than performing full time history analyses on 

finite element models of full structures.  

This feature has also the advantage of permitting the use of various ground motions generating 

unsmoothed spectra as opposed to standardized design spectra. Therefore, the record-to-record 

variability can be directly introduced and the resulting cloud of PPs leads to fragility curves that 

account for the natural variability in the seismic demand.  
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3. Considered intensity measures 

To identify the ground motion features most influencing the nonlinear response of a given structure 

of interest, several types of IMs can be considered. Conventional IMs (Table 1), including the peak 

ground responses (PGA, PGV and PGD) and spectral acceleration at the first period, ( )1TSa , for 5% 

damping, are the most commonly used IMs. In general, PGA and ( )1TSa  poorly predict the structural 

response of mid- to high-rise moment resisting frames (MRFs), although the latter IM can sufficiently 

capture the elastic behavior of first-mode dominated multi degree of freedom (MDoF) systems, 

especially in the case of low-to-moderate fundamental periods [21]. However, the behavior of highly 

nonlinear structures or structures dominated by higher-mode periods (less than T1 - e.g., high-rise 

buildings) is not very well captured by utilizing ( )1TSa  due to the lack of information on the spectral-

shape provided by this IM. Therefore, it is essential to implement advanced IMs (Table 2) accounting 

for higher-mode/elongated periods, and/or considering nonlinear demand-dependent structural 

parameters (e.g. [22]). Kazantzi and Vamvatsikos [12] and Kohrangi et al. [13] amongst others have 

investigated the adequacy of numerous advanced scalar IMs taking into consideration the 

aforementioned parameters. 

The first advanced scalar IM considered here is c

aS  (proposed by Cordova et al. [23]), which utilizes 

spectral-shape information (in terms of period elongation), and is expressed as:  

 

( )
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where c and α are coefficients assumed to be c = 2 and α = 0.5 respectively, based on the calibration 

carried out by the authors in the original study. 

Bojórquez and Iervolino [9] also proposed the advanced scalar IM, 
pNI , which is based on ( )1TSa  and 

the parameter pN , defined as: 

 

( ) 
paN NTSI

p 1=           (2) 

 

where α parameter is assumed to be α = 0.4 based on the tests conducted by the authors and pN  is 

defined as: 
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NT corresponds to the maximum period of interest and lays within a range of 2 and 2.5T1, as suggested 

by the authors. In this study T1 is assumed to be equal to 1s for all the considered buildings, as this is 

the representative natural period for mid-rise building class in catastrophe modelling; NT  is assumed 

to be equal to 2T1 (i.e. 2s); and only one intermediate period is considered (i.e., 1.5s). Ten different 

values, from 0.1 to 1, for the -parameter are considered here in order to identify the optimal value 

for , as discussed in the following sections. 

 

 

Table 1. Conventional scalar IMs used in this study. 
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Intensity Measure Name Reference Study 

( ))(max taPGA =  Peak ground acceleration - 

( ))(max tvPGV =  Peak ground velocity - 

( ))(max tdPGD =  Peak ground displacement - 

( )1TSa  Spectral acceleration at T1 - 

 

Table 2. Advanced scalar IMs used in this study. 

Intensity Measure Name Reference Study 

( )
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
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1
1

TS

cTS
TSS

a

a
a

c

a  - Cordova et al. (2000) 

( ) 
paN NTSI

p 1=  - 
Bojórquez and Iervolino 

(2011) 

 

 

4. Case-study structures 

Three regular RC 4-story, 4-bay bare frames, representing different vulnerability classes based on the 

building codes used for their design, are selected to illustrate the optimal IM selection. The selected 

case-study frames share the same geometry (bay widths and story heights) but are characterized by 

different material properties, cross-section dimensions, and reinforcement detailing. The first frame 

is designed to only sustain gravity loads following the Royal Decree n. 2239 of 1939 that regulated 

the design of RC buildings in Italy up to 1971, hereafter Pre-Code building [24]; the second frame is 

designed according the Decreto Ministeriale of 1972, hereafter Low-Code building [25]; and the third 

frame is designed according to the Italian seismic code of 2008 (or IBC08, fully consistent with 

Eurocode 8), following the High Ductility Class (DCH) rules, hereafter Special-Code building [26]. 

Inter-story heights, span of each bay and cross-sections dimensions for each case-study building are 

reported in Figure 2. The considered frames are regular (both in plan and in elevation). For more 

information about the design of those buildings, one may refer to De Luca et al. [27]. 

The  finite element software SeismoStruct [16] is used to analyze the three case-study frames. The 

Mander et al. [28] concrete model is implemented, accounting for the effect of confinement. It is 

noted that an insufficient level of confinement is observed in all the cross-sections of the Pre-Code 

frame: the confinement factor, k, is defined as the confined-unconfined concrete compressive stress 

ratio and ranges from 1.01 to 1.05 for this case. The confinement factor for the case of Low-Code and 

Special-Code building reaches values up to 1.08 and 1.20 respectively. The Menegotto and Pinto [29] 

model is used to represent the hysteretic stress-strain behavior of reinforcing steel, calibrated with the 

parameters proposed by Filippou et al. [30] for the inclusion of isotropic strain-hardening effects. A 

distributed plasticity approach is used to account for material inelasticity, and  each RC section is 

divided into a total of 150 steel, confined concrete, and unconfined concrete fibers. 

Two sets of static PO analyses are carried out with different applied lateral load distributions, namely 

uniform and triangular. Lateral loads are incrementally applied to the side nodes of the structure. 

These lateral loads are proportionally distributed with respect to the local masses at each floor level 

(uniform distribution) and the inter-story heights (triangular distribution). In particular, uniform PO 

analysis is used for the cases of Pre- and Low-Code frames, as a local mechanism is considered to be 

more representative for buildings of these vulnerability classes; indeed, a soft-story failure 

mechanism at the ground level is observed due to shear failure of ground level columns. Triangular 

PO is deemed appropriate for the case of Special-Code building as a global failure mechanism is 

observed for this building type. In both cases, the PO analysis is carried out until a predefined target 

displacement is reached, corresponding to the expected collapse state. Although APO approaches are 

generally perceived to provide better estimates of structural response than conventional static PO, 

particularly when higher modes and structural softening are important (as shown in many previous 
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studies, such as [31]), it is decided not to adopt APO in the current comparison study. Inclusion of 

APO in FRACAS is computationally very expensive when dealing with a large number of unscaled 

accelerograms (as in the current study), as an APO needs to be developed for each accelerogram used. 

 

 

 
 

Figure 2. Elevation dimensions and member cross-sections of the considered RC frames. 

 

Table 3 summarizes the structural and dynamic properties associated with each of the case-study 

building models, namely the mass of the system m, the actual fundamental period T1 (based on 

Seismostruct estimations), and the assumed periods T1* and TN* used in the definition of the advanced 

IMs (as discussed in Section 3). 

 

Table 3. Structural and dynamic information of each case study as required for the computation 

of different IMs. 

Building 
PO Analysis 

 

Total mass 

[t] 

T1 

[s] 

T1* 

[s] 

TN* 

[s] 

Pre-Code UNI 172.9 0.902 1.000 2.000 

Low-Code UNI 177.6 0.673 1.000 2.000 

Special-Code TRI 178.3 0.506 1.000 2.000 

 

Figure 3a presents the static PO curves for the three-tested case-study buildings. The curves are 

reported in terms of top center of mass displacement divided by the total height of the structure (i.e., 

the roof drift ratio, RDR) along the horizontal axis of the diagram, and base shear divided by the 

building seismic weight along the vertical axis. This figure shows the capability of the structural 

model to directly simulate structural response up to collapse. Figure 3b shows the performance points 

in the ADRS space computed by FRACAS using the GMs records described in Section 5 and the 

distributions of lateral loads associated to each case-study building. 
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Figure 3. Static PO curves for the case-study buildings (a); and performance points generated 

by FRACAS using Elastic Perfectly Plastic (EPP) idealization model in the spectral 

acceleration-displacement space (b). 

 

It is worth noting that different, more advanced capacity curve idealizations have been tested and 

critically discussed in [5] for the same case-study buildings. Findings from the study highlight that 

the choice of the idealization curve has a low impact on the obtained PPs and fragility curves, 

particularly when advanced statistical fragility fitting techniques are used. Consequently, a similar 

low impact of such a choice is expected on the optimal IM selection presented in this paper. 

 

5. Ground motion database 

The SIMBAD database (Selected Input Motions for displacement-Based Assessment and Design; 

[17]), used here, was developed in the framework of Rete dei Laboratori Universitari di Ingegneria 

Sismica (ReLUIS) 2010-2013 Project, as a strong ground motion database suitable for displacement-

based design and assessment. A compendium of 467 records, consisting of two horizontal (X-Y) and 

one vertical (Z) components (1,401 recordings total), generated by 130 seismic events (including 

mainshocks and aftershocks) that occurred worldwide, form the aforementioned database. These 

accelerograms were assembled from various ground motion databases derived for different regions 

of the world following the selection criteria addressed below: 

 

1. Shallow crustal earthquakes worldwide with moment magnitude (M) ranging from 5 to 7.3 and 

epicentral distance R ≤ 35 km. This ensures to provide strong ground motion records of 

engineering relevance for most of the design conditions of interest that can be used without 

introducing large scaling factors. 

2. Good quality at long periods, so that only records for which the high-pass cut-off frequency used 

by the data provider is below 0.15 Hz were considered. Therefore, most records are from digital 

instruments (about 80%), while from analogue instruments only those records with a good signal 

to noise ratios at long periods, typically from large magnitude earthquakes, were retained.  

3. Availability of site class information based on quantitative criteria.  

 

Figure 4 shows the distribution of magnitude and distance for the acceleration records compiled in 

the database. The records are grouped by site class according to Eurocode 8 [32] classification. Most 

of the records come from Japan (47%), Italy (18%) and USA (9%), New Zealand (16%) with minor 

contributions from European and Middle East countries, Turkey, Iran and Greece (10%). 
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Figure 4. Moment magnitude versus epicentral distance distribution for SIMBAD dataset [17]. 

The records are grouped by site class according to Eurocode 8 [32] classification. 

 

6. Methodology 

Statistical regression techniques are implemented here to determine the IM best predicting each 

considered EDP. To determine the statistical properties of the cloud response [33], the linear least 

squares is applied on EDP versus IM pairs for the suite of ground motions (unscaled) in order to 

estimate the conditional mean and standard deviation of EDP given IM. The simple power-law model 

in Eq. (7) is used here: 

 
baIMEDP =           (7) 

 

In Eq. (7), a and b are the parameters of the regression. The regression’s standard deviation (s) is 

assumed to be constant with respect to IM over the range of IMs in the cloud and equal to: 

 

( ) ( )
2

1

ln ln  

2

=

 −
 

=
−


N

b

i i

i

edp a im

s
N

       (8) 

 

In Eq. (8), edpi and imi are the EDP and IM values corresponding to the i-th ground motion - edpi 

being calculated through FRACAS; N is the total number of ground motions. It is noteworthy to 

mention that significant heteroskedasticity may occur within some IM-EDP combinations and that 

this feature should be modelled explicitly when generating fragility functions [34]; for example 

performing linear regressions locally in a region of IM values of interest. Also, in the case of having 

vector IMs, a multivariate linear regression model can be easily applied. More advanced statistical 

approaches also exist, such as the Bayesian emulator-based approach recently proposed by one of the 

authors [35]. However, the use of a less complex approach is chosen here as it adequately serves the 

purposes of this study.  

The power-law model illustrated in Eq. (7) can be simply re-written as shown below in Eq. (9), as a 

linear expression of the natural logarithm of the EDP and the natural logarithm of the IM: 

 

( ) ( ) ( ) eIMbaEDP ++= lnlnln         (9) 

 

where e  is a zero-mean random variable representing the variability of ln(EDP) given the IM. The 

use of logarithmic transformation indicates that the EDPs are assumed to be conditionally 

lognormally distributed (conditional upon the values of the IMs); this is a common assumption that 

has been confirmed as reasonable in many past studies. In the current study, the focus is laid on 

displacement-based EDPs, which are listed below: 
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1. peak (over time) inter-story drift ratio, as the largest difference between the lateral displacements 

of two adjacent floors, divided by the height of the story (denoted as IDRi for story i); 

2. maximum (over all stories) peak inter-story drift ratio (denoted as MIDR); 

3. ratio of the peak lateral roof displacement to the building height (i.e., RDR). 

 

The abovementioned EDPs have demonstrated to be well correlated to both structural and non-

structural damage, which contribute a major share of the total loss in an earthquake. 

 

7. Optimal IM selection criteria 

The choice of a given IM may have a significant effect on the uncertainty associated with the 

probabilistic seismic demand model and the resulting fragility curves. Therefore, the selection of 

optimal IMs is of high importance within the entire probabilistic seismic risk assessment process and 

consequently, raised the need for defining quantitative and qualitative selection criteria in order to 

facilitate these procedures. As discussed in the Introduction, several studies have been carried out to 

investigate aspects of ground motions that are responsible for the corresponding damage to particular 

elements or the system as a whole. 

The most commonly used criteria for the determination of an optimal IM found in the literature 

include efficiency, sufficiency/relative sufficiency, practicality, proficiency, scaling robustness and 

hazard computability. However, in this study our main focus will be on the criteria listed below and 

reviewed in greater detail in the subsections 7.1-7.3: 

− Efficiency 

− Sufficiency/Relative Sufficiency 

− Hazard computability. 

 

7.1 Efficiency 

Efficiency is the most commonly used quantitative criterion for the determination of optimal IMs, 

and is related to variation of demand estimations for different values of a studied IM [11]. 

Specifically, more efficient IMs result in a reduced dispersion of the median EDP estimates 

conditional to a given IM. Thus, less analysis runs are required to narrow down the confidence 

intervals for those estimates. 

The most efficient IM, that best predicts the EDP, is the one that provides the largest value of the 

coefficient of determination, R2, among those considered or, equivalently, the one with the smallest 

value of standard deviation, s. R2 is the proportion of variability in the EDP that is accounted for by 

the statistical model. 

 

7.2 Sufficiency – Relative sufficiency 

With regard to sufficiency, different approaches exist for the assessment of this metric. In particular, 

Padgett et al. [11], among others, define sufficiency as a criterion that characterizes the level of IM 

statistical independence conditional to specific earthquake characteristics, such as source-to-site 

distance (D) and magnitude (M). According to this approach, sufficiency is quantified based on the 

residuals dependence on M and D obtained through regression analysis [36]. Therefore, the 

estimations obtained from a sufficient IM are not correlated with the ground motion parameters M 

and D. However, the possible p-value analysis from such an approach provides only a binary 

evaluation of the IM (i.e., sufficient or insufficient) without offering any indication concerning the 

degree of insufficiency, when this is detected or, more in general, it doesn’t explicitly quantify the 

relative performance of different, sufficient or insufficient, candidate IMs.  

An alternative definition of sufficiency, known as relative sufficiency, was recently proposed by 

Jalayer et al. [7]. In particular, this measure investigates the relative sufficiency of a second IM, i.e. 

IM2, with respect to a first one, IM1. This measure is derived on the basis of information theory 

concepts and quantifies the suitability of one intensity measure relative to another. Specifically, the 

relative sufficiency measure, denoted herein as I(EDP|IM2|IM1), is equal to the average difference 
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between the information gained (measured in terms of Shannon entropy or simply entropy [37]) about 

the performance variable EDP given IM1 and IM2 and that gained given IM1 only. If I(EDP|IM2|IM1) 

is positive, this means that on average IM2 provides more information about EDP than IM1; hence, 

IM2 is more sufficient than IM1. Similarly, if I(EDP|IM2|IM1) is negative, IM2 is less sufficient than 

IM1. This is numerically expressed as: 

 

( )
 
 

1

2 1 2

1 2

|1
| | log

|

N
i

i i

p EDP edp IM
I EDP IM IM

N p EDP edp IM=

=


=
     (10) 

 

In Eq. (10), the probability density function (PDF)  |ip EDP IM , considering a lognormal 

distribution with the parameters defined through the cloud analysis, is calculated as follows: 
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where (•) is the standardized Gaussian PDF. Hence, the relative sufficiency measure can finally be 

expressed as: 
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In Eq. (12), ( )1 1 1, ,a b s  are the cloud parameters corresponding to IM1 while ( )2 2 2, ,a b s  are the cloud 

parameters corresponding to IM2, and N is the total number of ground motion records. More details 

on the derivation of Eq. (12) are provided in [7]. The relative sufficiency measure is estimated for 

each performed cloud analysis and is measured in units of bits of information. According to Jalayer 

et al. [7], the relative sufficiency measure provides a preliminary ranking of candidate IM2 with 

respect to the reference IM1. The approximation of Eq. (12) can be used for a fast screening of various 

candidate IMs; however, it can, in some cases, lead to inaccurate results [38]. To account for these 

inaccuracies, Jalayer et al. [7] proposed a refined method, based on a stochastic ground motion model 

combined with disaggregation of the seismic hazard at the site, and employing Monte Carlo 

simulation to estimate the expectation involved in the formal definition of the relative sufficiency 

measure. It is noteworthy mentioning that the estimates of the refined method generally show good 

agreement with the rough preliminary estimates, although in some cases the refined modelling results 

in slightly different rankings of the candidate IMs. However, the use of the approximation of Eq. (12), 

is still considered to be an adequate option for comparing different IMs without the need to use the 

refined approach [38]. 

 

7.3 Hazard computability 

According to the definition given in [39], hazard computability describes the process to obtain the 

earthquake hazard at a given site in terms of a considered IM. Numerous hazard maps and Ground 

Motion Prediction Equations, GMPEs (or attenuation laws) exist for the most commonly used IMs, 

namely PGA and spectral ordinates at given periods (representing sometimes a restricted range of 

possible discrete periods), making these IMs more favorable from the hazard computability 

perspective; whereas, other IMs (spectral ordinates at the actual fundamental and/or elongated periods 

and advanced IMs) may require interpolation or supplementary structural or dynamic information, 

making the computation of the hazard a more time-consuming process. 
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8. Results and discussion 

In this section all the considered IMs are assessed based on the selection criteria discussed in Section 

7. Specifically, the overall performance of each considered IM, for each considered EDP (computed 

through FRACAS), is obtained based on the comparison of the quantitative parameters associated 

with each testing criterion. For sake of brevity, only two individual case studies, namely the Pre- and 

Special-Code buildings subjected to uniform and triangular PO loads respectively, are selected to 

show the optimal IM selection process discussed in this study, and therefore determine the optimal 

IM for the fragility analysis of each particular building class. However, the same process has also 

been applied to the Low-Code case-study building and the results of the analysis are essentially 

consistent with the observations obtained from the Pre-Code case study frames. It is also worth noting 

that, to incorporate modeling uncertainties in the assessment of seismic demand assessment of the 

case-study buildings, samples of the material, geometrical, and mechanical parameters for each 

structural model could be generated and analyzed subjected to the considered suite of earthquake 

ground motion records. However, the focus here is on investigating the use of record-to-record 

variability in nonlinear static capacity approaches for fragility assessment.  

As shown in Figure 3(a), the two selected structures behave highly nonlinearly over a threshold of 

approximately 0.40% and 0.65% RDR for the Pre- and Special-Code buildings respectively. The 

ground motion records not “pushing” the considered structures into the nonlinear range are discarded 

from the IM-EDP datasets used herein. It is noted that FRACAS, as a capacity spectrum-based 

method, utilizes an equivalent SDoF system to represent the behavior of the modelled building and, 

by definition, 1( )aS T  represents the response of a linear elastic SDoF. As a result, the seismic intensity 

and the estimated FRACAS response are perfectly correlated within the elastic regime. Based on this, 

the actual number of GM that pushed the frame into the nonlinear range is relatively small but still 

significant, corresponding to approximately 15% and 25% of the total number of records used, for 

the case of Special- and Pre-Code buildings respectively (i.e. 70 and 110 GMs, as shown in Figure 

3(b)). 

Figures 5 and 6 illustrate the scatter plots of the structural seismic demand in terms of MIDR versus 

the scalar candidate IMs for the considered ground motion subset and for each selected case-study 

structure. Note that for the calculation of 
pNI  values presented in these figures, a single α-parameter 

is used for each case study building, based on the optimal calibration process described later in this 

section. These figures also show the median and two standard deviations above and below the median, 

respectively, from the logarithm regression model fitted to the data. With regard to efficiency, the 

visual inspection of Figures 5 and 6 confirms that displacement-based EDPs, such as MIDR, is better 

correlated with the spectral shape parameter 
pNI  for all studied cases (lowest value of standard 

deviation, s). In contrast, the peak ground parameters, namely PGA and PGD, are confirmed to be 

poor predictors of the nonlinear structural response of mid-rise moment resisting frames (highest 

values of standard deviation), while PGV performs reasonably well in the case of the Special-Code 

building and poorly in the case of the Pre-Code case-study building. As expected, 1( )aS T  appears to 

be the most efficient conventional IM in all cases, closely matching the performance of 
pNI  for the 

Special-Code case study. Finally, 
c

aS  performs consistently well in terms of efficiency for all tested 

case studies. 
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Figure 5. Scatter plots of the adopted IMs versus MIDR for the considered subset of ground 

motion records (Special-code building, Triangular PO). 

 

As expected, the superiority of the advanced IMs becomes more evident for the case study buildings 

experiencing highly nonlinear demands, such as Pre- and Low-Code buildings, as these IMs can 

account for the effect of period elongation. On the other hand, the superiority of advanced IMs is less 

apparent for the Special-Code building, although it is nominally designed to provide higher nonlinear 

capacity/ductility than the Pre- and Low-Code buildings. This is due to the high strength level (e.g., 

in terms of base shear coefficient) characterizing the Special-Code case-study structure. In fact, only 

a small number of the selected ground motion set actually “pushes” the building into the nonlinear 

range (70 records), making more difficult to exploit the nonlinearity assumed in the design.  

A potential improvement in the performance of the advanced IM, 
pNI  may be achieved by calibrating 

the α-parameter in its definition for the specific case study structures rather than using the values 

suggested by other researchers for different case study structures. It is noted that a case-study specific 
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calibration of the α-parameter can be a time-consuming process which cannot always be practically 

implemented in a seismic performance assessment study. However, the calibration outcome presented 

here is consistent with other cases performed by the authors (RC buildings of different heights and 

vintages [40]) and to that of steel MRFs presented in the original study proposing 
pNI [9]. These 

similarities should provide confidence in using the range of α-values obtained here to the seismic 

performance assessment of buildings of similar characteristics [40]. In particular, ten different sets of 

α-values are tested, ranging from 0.1 to 1.0, and the associated 
pNI - MIDR relationship dispersions 

are computed and compared to dispersion of the other candidate IMs for all three buildings, as shown 

in Figure 7.  

 

 
Figure 6. Scatter plots of the adopted IMs versus MIDR for the considered subset of ground 

motion records (Pre-code building, Uniform PO). 
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When the α-parameter approaches values close to zero, 
pNI  approximates 1( )aS T , which also 

becomes apparent when comparing the standard deviations of the EDP- ( 0.1)
pNI  =  and EDP- 1( )aS T  

models (Figure 7), resulting in almost identical s-values. Similarly, when the α-parameter values tend 

to one, 
pNI  approximates the average spectral acceleration, AvgSA, over three periods, namely 1, 1.5 

and 2s. The latter case practically means that spectral accelerations corresponding to periods greater 

than T1 (i.e. 1.5 and 2s – elongated periods) contribute equally in the estimation of MIDR. As 

discussed above, the Special-Code building is characterized by more nominal inelastic displacement 

capacity and ductility; however, the use of cloud analysis coupled with the specific, yet realistic, 

ground motion set selected herein do not allow one to exploit those. While this is a well-known 

limitation of the cloud analysis approach as opposite to incremental dynamic analysis (see results in 

[12]), the ground motion set used here consists of the strongest records in the SIMBAD database and 

the corresponding IM values are hazard-consistent, even at very higher return periods, as it will be 

shown in the next section. This explains why the optimal α-parameter for the case of Special-Code 

building is equal to 0.2. In contrast, the optimal α-parameter for Pre- and Low-Code buildings is equal 

to 0.7 and 0.8 respectively, as a bigger number records “push” the building to the nonlinear range of 

behaviors where period elongation occurs. 

 

 
Figure 7. Standard deviation (dispersion) of residuals of MIRD for the considered IMs and each 

case-study building. 

 

 
Figure 8. Relative sufficiency measure for alternative IMs with respect to the IM with the lowest 

dispersion (Figure 7) for each case-study building. 

 

The relative sufficiency measure for MIDR and the candidate IMs is presented in Figure 8 for all 

three buildings. The reference IM1 is chosen here as the one corresponding to the lowest s value from 



16 

 

the regression (Figure 7). The results in Figure 8 confirm the results in terms of efficiency (Figure 7). 

The IMs resulting in the highest efficiency are also characterized by the highest relative sufficiency. 

Next, the study investigates the sensitivity of the dispersion of residuals of MIDR for the considered 

IMs to the number of periods used to compute
pNI . Ten equally spaced successive periods between 1 

and 2s are utilized to recalculate
pNI . Figure 9 shows the new dispersion estimates for the recalculated 

pNI (grey lines) and how they compare the previous dispersion estimates, where only three periods 

(i.e. 1, 1.5 and 2s) are used (black lines). The results in Figure 9 confirm the results shown in Figure 

8, regarding the optimal α-parameter calibration. Additionally, this test reveals that the use of a bigger 

number of periods does affect the resultant performance of 
pNI , but not necessarily in a positive way. 

The use of more periods results in a reduction of the dispersion of MIDR residuals for the cases of 

Pre-(-0.7 to -4.4%) and Low-Code buildings (-1.0 to -10.3%), while it has a counter effect in the case 

of Special-Code, as the associated dispersions tend to increase (+0.2 to +4.2%). This is again 

attributed to small number of records actually “pushing” the Special-Code building deep in the 

nonlinear regime. As a result, the effect of the additional spectral accelerations corresponding to 

higher periods not only is not adding any additional information but is also having an adverse impact 

in the resultant standard deviation estimates. 

 

 
Figure 9. Sensitivity of the standard deviation (dispersion) of residuals of MIRD for the 

considered IMs and each case-study building to the number of periods used to compute 
pNI  

(grey lines correspond to 10 equally-spaced periods between 1s and 2s). 

 

It is worth noting that, given the complex relationship between ground motions and nonlinear 

structural response and the difficulty of capturing relevant ground motion features with a single 

parameter, it is unlikely that a scalar IM will render nonlinear structural response conditionally 

independent of all other ground motion parameters. The same is true for a vector IM that uses only a 

small number of parameters. In the context of practical applications, as those presented in this study, 

a sufficient IM is the one minimizing the influence of the ground motion set that is used to estimate 

seismic demands. This also implies that the careful record selection and/or modification required to 

obtain a good estimate of the structural performance may not be required or may be significantly 

reduced if advanced IMs are used.  

The last criterion for the determination of an optimal IM is the hazard computability. For this criterion, 

conventional IMs have a significant advantage over advanced IMs, as numerous GMPEs and hazard 

maps exist particularly for PGA, PGV and PGD, and some spectral ordinates for specific ranges of 

periods. On the other hand, it is still possible to derive GMPEs for some of the advanced IMs, namely 

pNI and 
c

aS , using either direct or indirect methods. In particular, Kohrangi et al. [41], derived 

empirical GMPEs for the average spectral acceleration, AvgSA, defined as the geometric mean of 
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spectral acceleration values over a range of periods (i.e., for 
pNI with  = 1). As pointed out by the 

authors (and also in [9]), one of the advantages of the advanced, spectral-shape-based IMs, stands on 

the assumption that their distribution is computable from the available GMPEs for spectral 

acceleration, GMPE-SA, (indirect method) without the need for deriving new specific GMPEs for 

AvgSA, GMPE-AvgSA, (direct method). The results in [41] show that the indirect approach yields 

median AvgSA estimates that are identical to those of the direct approach. However, the estimates of 

AvgSA variance of the two methods are identical only if both the GMPE-SA and their empirical 

correlation coefficients among different SA ordinates are derived from the same record dataset. 

 

8.1 Example of hazard computability in terms of 
pNI  

An illustrative example of site-specific probabilistic seismic hazard analysis (PSHA) in terms of 
pNI

with  = 0.7 is presented here. Such a PSHA is carried out by using a Monte Carlo simulation-based 

approach (e.g.,[42]), accounting for uncertainty in all the factors affecting ground motions at a given 

site. Specifically, the town of Avellino in the Campania region of Southern Italy is used here as a 

case-study site. Avellino is characterized by high seismicity, with two major events occurred in the 

last 90 years (i.e., the M6.7 on 27/7/1930, and M6.9 on 23/11/1980). To perform PSHA for Avellino, 

a synthetically generated set of potential earthquakes, with their temporal and geographical 

distribution, is developed by drawing random samples from the assumed PSHA model components 

(and related probability distributions), i.e., source-zone geometries and magnitude-recurrence 

parameters and maximum magnitude. The official Italian seismogenetic zonation, named ZS9 ([43]), 

is used in this study; the calculation is limited to events with source-to-site distance up to 100 km 

(Figure 10). Gutenberg-Richter parameters implemented for generating each record are adapted from 

[44]. 

The resulting synthetic catalogue has a duration of 5,000 years; each record of the synthetic catalogue 

contains the following fields: time (in decimal years), coordinates (latitude and longitude) and 

magnitude of earthquake, source zone number and corresponding fault-style. In fact, ZS9 assigns a 

prevalent mechanism of faulting – interpreted as the mechanism with the highest probability of 

generating future earthquakes – to all its source zones for use in the GMPEs. 

The considered IM is evaluated for each seismic event contained in the catalogue by using the indirect 

approach and models presented in [41], assuming type B ground. 500 realizations of random numbers 

drawn from the standard normal distribution is multiplied by the given sigma value (variability of the 

GMPE model) and added to the median log-ground motions (from the GMPE) to model the aleatory 

variability in ground motions. The resulting site-specific hazard curves for each realization (light grey 

color) as well as the median, 16th and 84th hazard curves (blue color) are shown in Figure 11. 

The actual possibility of computing hazard analysis is crucial for the usefulness of the proposed 

optimal IMs. It is worth noting, as discussed in [12], that within a risk assessment framework, the 

reduction in response dispersion gained by a more efficient IM, does not reduce the overall risk 

variability. A different IM is simply ‘a different partitioning of the sample space for applying the total 

probability theorem on which the risk calculation is based upon’ (e.g., [12]). Thus, part of the 

variability is simply shifted to a different level within the risk assessment, and in particular to the 

seismic hazard curve definition. By definition a more efficient IM is more structure specific, 

therefore, higher dispersions are obtained when trying to define an appropriate GMPE. In other words, 

no matter the adopted ΙΜ, as long as sufficiency is maintained, the same overall variability at the end 

of the risk assessment, i.e. after convolving the vulnerability with the hazard, should be observed. 

However, shifting a part of the variability from the response analysis level towards the probabilistic 

hazard analysis level has a major advantage, a significant reduction in the computational costs 

associated to the structural analysis. 
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Figure 10. Case-study location (Avellino) and considered ZS9 seismic sources. 

 

 
Figure 11. Site-specific hazard curves for Avellino in terms of 

pNI with  = 0.7. 

 

9. Fragility assessment 

In this section, two sets of fragility functions are presented, one for the conventional IM, ( )1TSa , and 

one for the advanced IM, 
pNI , using the optimal α-parameter as calibrated for each vulnerability 

class. These IMs are chosen to represent the conventional and advanced IMs respectively, due to their 

overall performance in the tests conducted in Section 8. The fragility curves are derived from the 

FRACAS analysis results by adopting thresholds of MIDR to define three damage states. Table 4 

shows the descriptions and the thresholds associated with each damage state, which are used for the 

derivation of the fragility curves. This damage scale is based on the re-interpretation of the 

Homogenized Reinforced Concrete (HRC) damage scale proposed by [45] and that in [46]. More 

details on the adjustments of this damage scale to the case-study buildings can be found in [5]. Figure 

12 presents the locations of damage states along the static PO curves for the three case-study 

buildings. 

As in Section 8, only two case-study buildings, namely the Pre- and Special-Code buildings, are used 

to demonstrate the derivation of fragility curves for the selected optimal IMs. Figures 13 and 14 

illustrate the median fragility curve sets expressed in terms of ( )1TSa  (left panel) and 
pNI (right panel), 

and their associated 95% confidence intervals estimated using the bootstrap technique for Pre- and 

Special-Code buildings respectively. In brief, a large number of bootstrap samples (1,000 in this case) 
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are simulated and a fragility function is drawn for each bootstrap iteration and consequently the 95% 

bootstrap confidence intervals are computed. For more details about the derivation of bootstrap 

confidence intervals one may refer to [47]. It is noted that only the first two damage states are shown 

in Figure 14, as the partial collapse damage state (DS3) is not reached for this case study for the 

particular suite of records used herein. 

Visual inspection is considered to be an acceptable means of comparison of fragility curves due to 

the difficulty of addressing a numerical goodness of fit measure [48]. A steep fragility curve indicates 

a significant explanatory power of the IM in question, while the width of confidence intervals 

describes the level of dispersion.  

 

Table 12 - Description of damage states and damage state thresholds used in this study. 

HRC Damage State 
DS1 

Moderate 

DS2 

Extensive 

DS3 

Partial Collapse 

Observed Damage 

Cracking in most 

beams and columns. 

Some yielding in a 

limited number. 

Limited concrete 

spalling 

Ultimate strength is  

reached in some  

elements 

Failure of some  

columns or impending 

soft-story failure 

Response 

Characteristics 

(Threshold defined by 

the first occurrence of 

any of these) 

Global yield 

displacement, as 

obtained by the 

idealized curve. 

Maximum moment  

capacity of a 

supporting  

column is reached. 

- There is a drop in 

strength to 80% of the 

maximum global 

capacity; 

- Shear failure of one 

element; 

- The rotation capacity of 

a critical column is 

reached. 

MIDR Threshold Pre-

Code structure (%) 
0.49 1.53 3.00 

MIDR Threshold Low-

Code structure (%) 
076 1.89 4.27 

MIDR Threshold 

Special-Code structure 

(%) 

0.95 2.11 5.62 

 
Figure 12. Static PO curves for the case-study buildings with associated damage thresholds. 

 

As a result, the visual comparison of the two fragility curves sets shown in both Figures 13 and 14 

reveal an apparent superiority of the 
pNI  comparing to the ( )1TSa ) fragility curves. The use of the 
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advanced IM, 
pNI , results in steeper fragility curves for both damage states 1 and 2, and also narrower 

confidence intervals. This improvement is less obvious for the case of Special-Code building for the 

reasons extensively discussed in Section 8. In addition, ( )1TSa  showed to perform considerably well, 

almost matching the performance of 
pNI , for cases where the impact of nonlinearity is limited or not 

fully exploited.  

 

 
Figure 13. Fragility curves and their 95% confidence intervals derived for Pre-Code building, 

expressed in terms of Sa(T1) (a) and INp (b). 

 

 
Figure 14. Fragility curves and their 95% confidence intervals derived for Special-Code 

building, expressed in terms of Sa(T1) (a) and INp (b). 

 

It is worth noting that the current study could be further extended towards a full seismic risk 

assessment for the case-study buildings given that the two ingredients needed (i.e., hazard and 

fragilities - computed for different damage states) are now readily available. 

 

10. Conclusions 

This paper presented an investigation aiming at identifying the ground motion IMs that are better 

correlated with displacement-based response parameters for simplified fragility analysis of mid-rise 

RC buildings. The selection of an efficient, sufficient, and hazard computable IM is an important task 

towards developing analytical vulnerability curves and consequently assessing the seismic losses for 

a building class. For this purpose, three case-study existing RC frame buildings, typical of the Italian-

Mediterranean inventory of different vintages were considered. To establish correlations between IMs 

and EDPs describing the nonlinear performance of the case-study structures, a comprehensive set of 

ground motions and an innovative capacity spectrum method that uses inelastic response spectra 

derived from actual earthquake accelerograms were used. Six alternative ground motion IMs, 
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including advanced IMs accounting for spectral shape, have been considered. Efficiency, sufficiency 

and relative sufficiency, and hazard computability were recognized as the main criteria for judging 

the adequacy of each candidate IM in this study and selecting the optimal IM. The outcomes of the 

present work are consistent with previous investigations conducted by the authors and other 

researchers on selecting optimal IMs (scalar or vector-valued) for predicting structural response by 

using computationally demanding, full nonlinear dynamic analysis. In fact, it has been demonstrated 

that a successful IM might be formed by specifying an appropriate period range that includes periods 

above the mean first mode period (thus accounting for inelastic period elongation) and combines the 

associated spectral acceleration values via the geometric mean. In particular, an IM that uses only 

three such periods was found to perform best in terms of efficiency and relative sufficiency across 

the entire practical range of local (i.e., at story level) and global EDP for each case-study structure In 

general, this type of advanced IMs comfortably satisfy all the selection criteria, including the hazard 

computability criterion. Indeed, the study showed how probabilistic seismic hazard analysis for 
pNI  

can be easily performed with existing tools. 
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