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Abstract. Developing computational analysis of time-lapse imaging of
calcium events in astrocytes is a challenging task in neuroscience. Here
we report the implementation of an algorithm that solves this task. After
noise reduction with the block-matching and 3D filtering (BM3D) algo-
rithm, calcium activity is identified as fluorescence elevation above the
baseline level. Individual events are detected by sliding window approach
applied to the variation of pixel intensity relative to the baseline level.
The maximal projection and duration of astrocytic calcium events are
then assessed. The novelty of the proposed method is an adaptive con-
struction of the baseline level. The statistical results generated by our
program are consistent with the previous algorithm reported and used
by us for the reference. The software is publicly available.
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1 Introduction

Astrocytes are electrically inactive brain cells, which are connected through
gap-junctions and form a syncytium-like functional network [1,2]. Although the
mechanisms of astrocytic Ca2+ dynamics have been studied for more than quar-
ter of a century, assessment of spatial-temporal properties of individual Ca2+

events in the entire astrocyte remains a challenging task.
Imaging of calcium activity is a basic method for calcium activity analy-

sis. The simplest approach to this problem is an analysis of Ca2+ dynamics
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in adjustment regions of interest (ROI) [3–5] in two-dimensional plane. For ex-
ample, if an event starts on one ROI and propagates to the neighboring ROIs,
one can estimate its spread by counting the number of involved ROIs. However,
this method is laborious and provides less accurate information about size and
duration of Ca2+ events than measuring their actual contours in each imaging
frame. Recently, several approaches to measure automatically the parameters of
individual Ca2+ events in time-lapse imaging data have been suggested [6–8],
however, none of these methods has become a standard. Nowadays, advanced
methods of three-dimensional Ca2+ imaging are developed [9], but application
of these methods requires the appropriate hardware for the experiments that is
not widespread.

The state-of-the-art approaches for image preprocessing and solving com-
puter vision problems are based on deep learning, especially, on convolutional
neural networks [10–15]. Application of deep learning supposes the existence of a
large train dataset. During astrocyte activity analysis, to get new data means to
carry out new biological experiment which requires corresponding materials and
hardware. The labeling data is performed by experts, but there are astrocyte
activities which may be invisible for some of them that is why the labeling is a
subjective process. Therefore, the application of deep learning to the astrocyte
activity analysis is complicated by the high-level complexity of data preparation.

We improved the previously developed method [16] to analyse time lapse
imaging records for the calcium activity of an astrocyte. To do this, we made
two main modifications in the event detection flow. First, we implemented a new
precise and adaptive algorithm for a baseline level approximation to detect the
inactive state of the astrocyte. Second, we proposed using the sliding window
approach to detect calcium events. We show that the algorithm detects Ca2+

events in imaging data and extracts their duration and maximal projection. The
new implementaion improves performance by 16-40%. The results are in good
agreement with the previous report [16].

2 Calcium Event Detection

2.1 Problem Statement

The proposed method analyses time lapse imaging records for the calcium ac-
tivity of an astrocyte. Each frame displays a spatial distribution of fluorescence
intensity in several planes parallel to the substrate, yielding a set of planar images
that reflect calcium activity. Further on, we introduce and consider an instanta-
neous maximal projection, defined as the maximal intensity at each point over
this set (Fig. 1):

V = {Vs, 0 ≤ s ≤ k − 1}, Vs = (V
(s)
ij : 0 ≤ i ≤ h− 1, 0 ≤ j ≤ w − 1), (1)

where k is a number of frames, and Vs is a frame with a resolution w × h.
Moreover, we have a movie

N = {Nr, 0 ≤ r ≤ n− 1}, Nr = (N
(r)
ij : 0 ≤ i ≤ h− 1, 0 ≤ j ≤ w − 1), (2)
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Fig. 1. The instantaneous maximal projection of the fluorescence intensity over a set
of planar sections for an astrocyte. Shifting from the blue to red end of the color map
codes increasing brightness, units are arbitrary (color online).

that corresponds to the camera noise (Fig. 2) and represents a video without
astrocyte. Here, n is a number of noise video frames, and Nr is a noise frame. The
principle of noise generation on videos is unknown; the noise model is Gaussian
noise.
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Fig. 2. The noise frame sample. Shifting from the blue to red end of the color map
codes increasing brightness, units are arbitrary (color online).

The proposed method processes time lapse imaging records and noise records,
and extracts a set of calcium events in the astrocyte. A single event is assigned
with start and end times (frame identifiers), and described by a set of points
(frame pixels) that belong to it over the whole time span (a set of frames).
For the extracted events the statistical analysis is carried out. We analyse the
statistical properties of event time spans and maximal projections.
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2.2 Method

General Pipeline. The developed method includes the following steps (Fig. 3):

1. Video preprocessing:
– Aligning an image (eliminating jitter).
– Calculating noise parameters and subtracting the camera noise.
– Filtering video frames.
– Evaluating a noise level on the filtered video.

2. Calculating a baseline of the fluorescence intensity and its relative variation.
3. Detecting calcium events based on the relative intensity variation.

Preprocessing of frames
Calculating variation

of intensity
Calcium event

detection

Fig. 3. Pipeline of the proposed method (color online).

Video Preprocessing. This step consists of 4 operations. Let us consider each
operation in detail.

1. Aligning an image. To align each video frame Vs we compute normalized
cross-correlation C(i, j) of the first frame and the current frame shifted by a
vector (i, j), where i = −w,w, j = −h, h. The optimal shift should be computed
as a decision of the following optimization problem:

(iopt, jopt) = arg max
(i,j)

C(i, j). (3)

Next, we denote aligned video as V .
2. Calculating noise parameters and subtracting the camera noise. To identify

noise parameters noise video N should be considered. We calculate mean noise
frame by time

EN = 〈N〉r = (ENij : 0 ≤ i ≤ h− 1, 0 ≤ j ≤ w − 1), (4)

ENij =
1

n

n−1∑
r=0

N
(r)
ij (5)
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and standard deviation of the noise

SN = σr(N − EN) = (SNij : 0 ≤ i ≤ h− 1, 0 ≤ j ≤ w − 1), (6)

SNij =

√∑n−1
r=0 (N

(r)
ij − ENij)2

n− 1
. (7)

Similarly we compute mean frame and standard deviation of the input video:

EV = 〈V 〉s = (EVij : 0 ≤ i ≤ h− 1, 0 ≤ j ≤ w − 1), (8)

EVij =
1

k

k−1∑
s=0

V
(s)
ij , (9)

SV = σs(V − EV ) = (SVij : 0 ≤ i ≤ h− 1, 0 ≤ j ≤ w − 1). (10)

SVij =

√∑k−1
s=0 (V

(s)
ij − EVij)2
k − 1

. (11)

Pixel (i, j) for which SVij < α · SNij is considered as a point of undefined
activity (α is a parameter, default value is 3). Undefined activity means that
the point constains camera measurement error or minor changes of the intensity.

Thereafter we need to eliminate camera measurement error by subtracting
the mean noise frame of the video frames

OV = {OVs, s = 0...k− 1}, OVs = (OV
(s)
ij : 0 ≤ i ≤ h− 1, 0 ≤ j ≤ w− 1), (12)

OV
(s)
ij = V

(s)
ij − ENij . (13)

3. Filtering video frames. Filtering video OV using block-matching and 3D
filtering (BM3D) [17] and Gaussian filters allows to smooth video and to prepare
it for post-processing. BM3D is based on the idea that real-world images contain
similar patches. The similarity of these patches is calculated by L2-norm. Patches
are grouped, and 3D-transform is applied to the group. The transform output
is spectral representation of the block group. Filtering spectral coefficients by
internal filter and applying inverse transform allow to restore filtered image. Let
us denote the filtered video as FV :

FV = {FVs, 0 ≤ s ≤ k−1}, FVs = (FV
(s)
ij : 0 ≤ i ≤ h−1, 0 ≤ j ≤ w−1), (14)

where FVs is a filtered video frame. The application of BM3D is explained by
the successful experience of its using in [16]. One of the directions for the future
research related with the investigation of applying more advanced denoising
methods [18–21].

4. Evaluating a noise level on the filtered video. Further we consider pixels
with defined activity to evaluate a noise level on the filtered video FV . The
task is to estimate standard deviation σs(FV −RV ) the intensity of the filtered
video FV relative to the unknown real signal RV , where

RV = {RVs, 0 ≤ s ≤ k−1}, RVs = (RV
(s)
ij : 0 ≤ i ≤ h−1, 0 ≤ j ≤ w−1). (15)
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We assume that if SN = σr(N −EN) is a standard deviation of the noise video
then SFN = σr(FN − EN) is a standard deviation of the filtered noise video
FN that described as follows:

FN = {FNr, 0 ≤ r ≤ n− 1}, (16)

FNr = (FN
(r)
ij : 0 ≤ i ≤ h− 1, 0 ≤ j ≤ w − 1). (17)

Therefore, a coefficient of variation of the standard deviation after filtering the
noise video can be computed as follows:

R =

〈
SN

SFN

〉
ij

=
1

w · h
h−1∑
i=0

w−1∑
j=0

SNij

SFNij
. (18)

Hence, σr(N − EN) ≈ R · σr(FN − EN), and we can suppose that

σs(V −RV ) ≈ R · σs(FV −RV ). (19)

Since real signal RV is unknown and applied filter is good enough (i.e. FV ≈
RV ), it can be assumed σs(V − RV ) ≈ σs(V − FV ). Consequently, we can
estimate standard deviation σs(FV −RV ) of the intensity of the filtered video
FV relative to the unknown real signal RV as follows:

σ = SR = σs(FV −RV ) ≈ σs(V − FV )

R
. (20)

Using this, we classify pixels as noise if intensity variation relative to the
baseline level is less than 3 · σ (Fig. 4).
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Fig. 4. Baseline pixel intensity and three standard deviations from it (color online).
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Calculating a baseline of the fluorescence intensity and its relative
variation. A baseline of the fluorescence intensity corresponds to the inactive
state of the astrocyte. Let us introduce some auxiliary notation: F = {F t, 0 ≤
t ≤ k − 1} is a pixel intensity realization in time, F0 = {F t

0 , 0 ≤ t ≤ k − 1}
is a baseline pixel intensity that corresponds to the inactive astrocyte state
in the pixel. Calculating the baseline intensity F0 for each pixel assumes an
iterative approximation by applying moving average for the current estimate of
a baseline (Fig. 5). At the first iteration we suppose that the baseline is equal
to the pixel intensity F0 = F . The fixed-size moving average is applied to the
intensity realization, and we compute first approximation of the baseline F0.
The window size is a parameter and its value is choosen based on the video
capture parameters. Further, we compute the difference between pixel intensity
realization F and current baseline approximation F0. If the difference is less
than zero then we set it to zero since it is an impossible situation from the point
of view of astrocyte activity. Then the standard deviation of such difference is
computed. The iterative process stops when this standard deviation is less than
the noise level represented earlier. It should be noted that the novelty of the
method consists in the iterative procedure of the fluorescence intensity baseline.

The relative intensity variation for each pixel is calculated as follows:

dF

F0
=
F − F0

F0
. (21)

This equation is used to compute calcium fluorescence [22].

We classify the pixel as active at the frame number t if
F t−F t

0

F t
0

> 0 otherwise

the pixel is considered to be inactive.
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Fig. 5. Iterative approximation of a baseline of the fluorescence intensity (color online).

Detecting calcium events based on the relative intensity variation.
First of all we need to identify time gaps where each pixel is active. This step is
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implemented by clustering the activity moments using DBSCAN [23] method.
Next, these time gaps are combined over space and time using sliding window
approach. The constructed time gaps for the set of all pixels are represented
then as a set of graph vertices. Two vertices are connected by an edge if the
corresponding pixels belong to the same window location and the corresponding
time gaps intersect. We construct connectivity components for this graph, where
each connectivity component represents an astrocyte event. Consequently all
event points may be reconstructed based on the data stored in the graph vertices.

3 Implementation

The proposed method is implemented in C++ programming language, tools
for statistical events analysis are implemented in MATLAB. The code is dis-
tributed free and open source. The source code can be downloaded from GitHub:
https://github.com/UNN-VMK-Software/astro-analysis. We also submit a short
test movie and step-by-step tutorial for building and executing developed pro-
gram, and for fine-turning method parameters.

4 Experiments

We tested the developed method on the available experimental data and verified
its validity. We used 10 records with a duration from 100 to 3000 frames, with
frame resolution is not exceeding 512× 512 pixels (Table 1).

Table 1. Test movie parameters.

# Resolution Duration Number of detected events

1 512 × 512 1500 465

2 451 × 441 3000 1204

3 421 × 512 3000 2048

4 512 × 512 100 65

5 512 × 512 1000 458

6 512 × 512 1000 591

7 500 × 390 1000 260

8 512 × 512 200 61

9 512 × 512 500 97

10 512 × 512 600 364

The correctness of event identification in a given subject area is determined
today by the method of expert assessments. Unfortunately, we do not know the
accurate metrics.

Firstly, identification of calcium events was confirmed by visual inspection.
Fig. 6 exemplifies the snapshots after filtering, the intensity variation patterns,
and the set of detected events. A detailed verification can be done, for exam-

https://github.com/UNN-VMK-Software/astro-analysis
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Fig. 6. Intermediate and final results of the astrocyte calcium events detection method
for a test movie for the frames from 240 to 440 with the 50 frame step (color online).
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ple, with the prepared movie: https://cloud.mail.ru/public/4Zhh/BCjo7KN86.
Clearly, the method adequately yields the regions of calcium activity.

Secondly, we implemented a statistical analysis of calcium events. The com-
plementary cumulative distribution functions for durations and maximal projec-
tions of events are approximated well by power laws, as confirmed by Kolmogorov-
Smirnov test. The typical values of the exponents are consistent with the previ-
ously reported data (Fig. 7, 8). A comparison with the results of the approach

101 102
10−3

10−2

10−1

100

α = 2.66

R2 = 0.99

α = 2.93

R2 = 0.96

Duration, frames

C
C
D
F

CalciumCV

Wu Y.W., et al. [16]

Fig. 7. The complementary cumulative distribution functions (CCDF) for event dura-
tions and the power law fits in logarithmic scale: α is a value of the exponent, R2 is an
approximation accuracy (color online).

described in [16] demonstrates that the novel method allows more accurate base-
line approximation, crucial in certain cases. While in [16] it is taken that flu-
orescence at a pixel belongs to background if its intensity is below a certain
threshold, our method employs the adaptive threshold both in time and space.
Moreover, parameters of the baseline level are different for different pixels. It
tackles the typical pitfalls of global thresholding, such as picking noise for its
overly low value and missing actual events when it is set overly high, with in-
evitable mistakes if the amplitude ranges of noise and events overlap.

Performance of the software has been also tested as following. The total
execution time for the sample movie that contains 600 frames with 512 × 512
resolution approximately equals 10.39 minutes, that compares to the method
from [16] (about 12.38 minutes), given the test computational environment with
Intel R© CoreTM i7 870, 2.93 GHz, 4 cores, 8GB RAM, OS Windows (64-bit). The
new implementation improves performance by 16%. This measurement value
grows to 40% when processing more complicated movies which contain large
number of events. At the same time the implementation of the proposed method
was serial, and multi-threaded in case of [16]. Finally, we notice the potential
for accelerating the developed software by optimizing and parallelizing some

https://cloud.mail.ru/public/4Zhh/BCjo7KN86
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Fig. 8. The complementary cumulative distribution functions (CCDF) for event maxi-
mal projections and the power law fits in logarithmic scale: α is a value of the exponent,
R2 is an approximation accuracy (color online).

method steps. Performance analysis is not the main subject of this research,
here we demonstrate that the developed implementation works in a reasonable
time.

5 Conclusion

In summary, we have demonstrated a method for detecting calcium signalling
events in astrocytes. The novelty of the proposed method consists in constructing
the baseline level corresponding to the inactive state of astrocyte. Moreover, the
analysis of software performance shows that the time of astrocyte event detection
for the developed implementation is less than for the existing one. The software
is available at GitHub4 for testing on raw experimental data. Our program can
be used by researchers analyzing spatiotemporal properties of calcium events in
astrocytes and other cell types such as calcium sparks in cardiomyocytes. The
method is open for future development.
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