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Abstract. Despite the increasing automation levels in an Industry 4.0 scenario,
the tacit knowledge of highly skilled manufacturing workers remains of strategic
importance. Retaining this knowledge by formally capturing it is a challenge for
industrial organisations. This paper explores research on automatically capturing
this knowledge by using methods from activity recognition and process mining
on data obtained from sensorised workers and environments. Activity recogni-
tion lifts the abstraction level of sensor data to recognizable activities and process
mining methods discover models of process executions. We classify the exist-
ing work, which largely neglects the possibility of applying process mining, and
derive a taxonomy that identifies challenges and research gaps.
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1 Introduction

The rise of the knowledge worker has contributed to the emphasis on the strategic value
of creating, harnessing and applying knowledge within manufacturing environments.
With the advent of automation, as part of the Industry 4.0 evolution, the strategic im-
portance of knowledge and high skilled workers has only become more important.
However, so did the crippling impact caused by knowledge gaps resulting from the
difficulty of managing effectively tacit knowledge garnered through the experience of
highly skilled workers once removed from their work environment. In fact, with the con-
tinuous advances in technology and increased complexity associated to both the product
and the manufacturing processes, tacit knowledge represents by far the bulkiest part of
an organization’s knowledge. Many of the theories and methodologies associated with
the externalization of tacit knowledge require organizational processes and a culture
pervading the workplace that facilitate the creation of formal and external knowledge.

The digitization of the workplace through the pervasiveness of sensors, combined
with ever more elaborate digital information systems, generates huge amounts of data
that may be further enriched when considering the direct placement of sensors on work-
ers in the shopfloor, thus capturing more effectively what is taking place as much of
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Fig. 1. Overview of the envisioned approach combining activity recognition and process mining.

the work entails manual activity, not registered in the supporting information system.
With the wealth of data captured, including the human dimension, we envision the ap-
proach illustrated in Figure 1 as a way to externalise tacit knowledge of the operator
on the shopfloor. The approach uses sensors and combines activity recognition [4] with
process discovery, which automatically derives process models from activity execution
sequences [1].

The purpose of this paper is to conduct a structured literature review on activity
recognition applied in industrial contexts with the purpose of externalisation of tacit
knowledge. In most, if not all cases, there is no automatic process discovery as the
methods and approaches documented in literature are largely dependent on context with
supervised learning. Those few unsupervised learning approaches rely on clustering
techniques, largely ignoring the benefits of process mining in the discovery of process
knowledge. The result of the synthesis of the literature review yielded a preliminary
taxonomy to support the identification of challenges to be addressed, outlining potential
areas of research to develop solutions that leverage activity recognition with process
mining towards facilitating externalisation of tacit knowledge.

We structure the remainder as follows. In Section 2, activity recognition and process
mining are briefly introduced. Section 3 presents our literature search. Based on the
results, we present a preliminary taxonomy together with challenges in Section 4. We
conclude the paper with an outlook for future work in Section 5.

2 Background

We give a brief overview of activity recognition and process mining.

2.1 Activity recognition

Activity recognition (ARC) seeks to accurately identify human activities on various
levels of granularity by using sensor readings. In recent years ARC has become an
emerging field due to the availability of large amount of data generated by pervasive and
ubiquitous computing [2,4,18]. Methods have demonstrated an increased efficiency in
extracting and learning to recognise activities in the supervised learning setting using a
range of machine learning techniques. Traditional methods often adopt shallow learning
techniques such as Decision Trees, Naı̈ve Bayes, Support Vector Machines (SVM), and
Hidden Markov Models (HMM) [4] while the more recent methods often use Neural
Network architectures, which require less manual feature engineering and exhibit better
performance [29,39].
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Applications of activity recognition span from smart home (behaviour analysis for
assistance) to sports (automatic performances tracking and skill assessment) and even
healthcare (medication tracking). The recognition of activities is not an end in itself, but
often supports assistance, assessment, prediction and intervention related to the recog-
nised activity. An emerging application field for ARC relates to smart factories and In-
dustry 4.0 where an increasingly sensors-rich environment is generating large amounts
of sensor data.

ARC captures activities through the use of sensors such as cameras, motion-sensors,
and microphones. Despite the large amount of work, ARC remains a challenging prob-
lem due to the complexity and variability of activities as well as due to the context
in which activities are meant to be recognised. Data labelling, for instance, is a com-
mon challenge related to ARC. Assigning the correct ground truth label is a very time-
consuming task. There has been less work on unsupervised [21] or semi-supervised
techniques [19] which require fewer annotations [2,39]. Another challenge lies in the
emergent topic of transfer learning [29], which helps with the redeployment of an ARC
model from one factory floor to another with a different layout, environmental factors,
population and activities.

2.2 Process mining

Process mining is a data analytics method that uses event logs to provide a data-driven
view on the actual process execution for analysis and optimisation purposes [1]. Con-
sider, e.g., the order-to-cash process of a manufacturing company. One execution of this
process results in a sequence of events (or process trace) being recorded across several
information systems. A process trace should contain at least the following: the activities
names executed (e.g., order created) as well as their execution time. An event log is a set
of process traces in which each process trace groups together the activities performed in
one instance of a recurring process. Process mining can help to uncover the tacit process
knowledge of workers by discovering process models from event logs. The discovered
models reveal how work is actually performed, including deviations from standard pro-
cedures such as workarounds and re-work. Moreover, the actual process execution can
be contrasted with existing de-jure models, e.g., to pinpoint deviations to work instruc-
tions and analyse performance issues. An in-depth introduction ot process discovery is
given in [1] and [6] gives a comprehensive survey of process discovery methods.

However, only very few applications of process mining are reported within the man-
ufacturing domain [13,23]. One reason for this gap might be that in many industrial
environments, much of the manual work is not precisely captured in databases or logs.
For example, the individual steps performed in an assembly task remain hidden when
using event logs from standard information systems only. Thus, the recognition of such
manually executed activities is a crucial prerequisite for the successful application of
process mining in this context [16].

3 Literature overview

Based on the premise that activity recognition and process mining can be combined to
extract tacit knowledge of operators in industrial processes, we conducted a search of
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Table 1. Results of the literature search classified according to the described criteria.

Recognition Time Granularity Context Setting Sensor type S. location

V M S R W O A

20
10

-2
00

6

[20] Supervised Online Fine 7 Real 3 3 3

[9] Supervised Online Fine 7 Lab 3 3 3 3

[40] Supervised Online Fine 7 Lab 3 3 3 3

[35,36] Supervised Online Fine State machine Real 3 3 3 3

[24] Supervised Online Fine Sequence Real 3 3

[28] Supervised Online Coarse 7 Real 3 3 3 3

[10] Semi Online Both Hierarchy Lab 3 3

[25] Semi Post-mortem Both Sequence Real 3 3

20
15

-2
01

1

[27] Supervised Online Fine 7 Lab 3 3 3 3

[38] Supervised Online Coarse Workflow Real 3 3

[37] Supervised Online Both 7 Real 3 3 3

[14] Supervised Predictive Fine State machine Lab 3 3

[7] Supervised Online Coarse Workflow 7 3 3

[32,33] Supervised Online Both Hierarchy Lab 3 3 3

[8] Supervised Post-mortem Fine Probabilistic 7

[34] Supervised Predictive Fine Rules Lab 3 3

20
18

-2
01

6

[26] Supervised Online Fine Sequence Lab 3 3 3

[21] Unsupervised Online Coarse Workflow Real 3 3 3 3

[12] Supervised Online Fine 7 Real 3 3

[15] Supervised Online Coarse 7 Real 3 3

[11] Unsupervised Post-mortem Coarse Sequence Lab 3 3

[17] Supervised Online Fine 7 Lab 3 3

[30] Supervised Online Fine Workflow Real 3 3

[5] Semi Online Both Rules Lab 3 3 3

the existing literature on activity recognition in industrial environments. Our goal was
to derive a taxonomy that helps to identify the central issues and challenges of using
activity recognition and process discovery for externalizing tacit knowledge.

We searched both Google Scholar and Scopus for research on activity recognition
that was applied in or is applicable to industrial settings. We used the keywords events
or sensors, activity recognition, industrial or manufacturing in our search and followed-
up references in the identified work. Furthermore, we widened our search by looking
for research on activity recognition that mentions one of the keywords tacit knowledge,
process discovery, process elicitation, process analysis. An initial search revealed that
ARC can be decomposed into conceptual work and applied work. For example, in [31] a
architecture for process mining in cyber-physical systems is proposed but was not evalu-
ated. Although such work provides useful insights, they have not be validated and might
not be applicable in real-work environments. Therefore, we excluded purely conceptual
work. Furthermore, we excluded work without connection to an industrial setting. We
identified 26 relevant papers that are listed in Table 1. We do not believe our literature
review is exhaustive, but we do believe it is representative of existing literature.

We classified the work according to the following criteria.
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– Its recognition type based on the kind of prior knowledge employed into methods
for supervised recognition, unsupervised recognition, and semi-supervised recog-
nition.

– The time horizon of the recognition was categorised into predictive, online, and
post-mortem recognition.

– We distinguished the sensor type into vision-based (V), motion-based (M), sound-
based (S), and radiowave-based (R) sensors. Note that if a RGB camera (vision-
based) is used to determine worker movement, we consider it both as vision-based
and motion-based sensor.

– Regarding the sensor location, we categorise sensors into those attached to objects
(O), those ambient in the environment (A), and those wearable (W).

– There is a large variety of activities in industrial settings some of which are more
difficult to detect. We categorized the work based on the supported granularity of
the activities into: coarse and fine. An example of activity recognition on a coarse
granularity level would be recognising that a part of the assembly was installed,
whereas on a fine level of granularity recognition would recognise the individual
steps required to connect that part, e.g., pick-up screw and fasten screw. Some ap-
proaches support both coarse-grained and fine-grained activities.

– We also distinguished whether the work takes the context of the assembly process
into account to improve the detection, e.g., by making use of existing assembly
instructions in form of higher-level workflow models, state machines, sequences, or
other models.

– Lastly, we distinguished the setting in which the method was evaluated into artifi-
cial laboratory settings or in real factory environments.

4 Taxonomy for activity recognition and process discovery in
industrial environments

Based on our literature study, we derived a taxonomy for knowledge extraction through
activity recognition in industrial environments. The taxonomy focuses on the applica-
bility in practical settings and the requirements on activity recognition in a process-
mining context. Our goal is to identify challenges for the joint application and help
designing new systems for knowledge extraction by describing existing systems in a
unified manner. The taxonomy is organised around four major dimensions: time, data,
process context, environment, and privacy. We acknowledge that the taxonomy is still
under development. Therefore, we only briefly sketch each of the dimensions with ex-
amples from the literature.

Time. In Table 1, we distinguished three major categories of activity recognition re-
garding the time dimension: predictive, online, and post-mortem activity recognition.
Most activity recognition methods in the industrial setting target the online setting, in
which the activity is detect during its execution. This can be useful to provide up-to-
date information for the activity at hand, e.g., in [35] a check list is kept updated. We
found much fewer examples for the predictive setting, in which the next activity is pre-
dicted before or just when it is about to happen also denoted as intention recognition.
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A notable exception is [34] which uses state recognition to predict the next activity in a
manufacturing application. Such predictive recognition can be useful to provide timely
assistance to prevent errors. Lastly, post-mortem activity recognition methods can use
both information about past activities as well as future activities to determine the most
likely classification. Only two methods in Table 1 take the post-mortem view on activ-
ity recognition. This shows that the tacit knowledge discovery angle has been largely
neglected. The work in [8] is an exception and, indeed, conceptually close to work on
conformance checking and the optimal alignment of event sequences to process mod-
els in the process mining literature [22]. Thus, there are clear research gaps regarding
the predictive and post-mortem category of activity recognition in industrial contexts
(such as manufacturing) out of which the post-mortem angle is more relevant for our
envisioned approach.

Data. The availability of data is a crucial prerequisite for externalising tacit knowledge
through process mining and activity recognition. There are several categories in the
data dimension: capture, storage and processing of data. Several challenges have to
be dealt with in our application scenario. We exemplify one challenge regarding the
data processing category. Here the availability of ground truth labels is a particular
challenge. Since the goal of process discovery is, in fact, to discover the unknown tacit
knowledge of workers, it is questionable whether all the activity labels for the use of
supervised methods can be determined beforehand. However, as clear from Table 1
there have been only very few unsupervised techniques proposed.

Process context. Several factors are relevant to the process context dimension, such
as the type of activities executed, the type of control-flow in which the activities are
embedded, and their complexity. For example, Bader et al [8] mentions the challenge
of considering the teamwork setting in which some activities are of a collaborative
nature: multiple workers collaborate on one activity. However, they do not yet provide
a solution. Also relevant to the process-context dimension is that some work takes into
account a-priori knowledge on the control-flow of the process. For example, in [36] a
finite state machine is used to encode this prior knowledge whereas in [7] a higher-level
process modelling language is used to define the process. An opportunity for future
work might be to leverage on the wealth of higher-level modelling notations used in a
process mining context [1]. Lastly the complexity of the considered processes and of
the activities is worth discussion. In most settings only a few activities are considered
(less than 10) and only few consider hierachical dependencies between activities on
lower and higher levels. More advanced work in this category are the semi-supervised
techniques in [5,10] in which higher-level activities are recognized based on sequences
of detected low-level activities.

Environment. The environment in which the activities take place is highly relevant
to the practical applicability of extracting tacit knowledge through activity recogni-
tion and process discovery. For example, the sensor type needs to be carefully selected
since there are often several restrictions in a real factory setting [3]: wearable sensors
should not interfere with the actual work and safety protocols and ambient sensors are
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often limited to narrow areas or subject to background noise. Some of the work identi-
fied evaluated their method in a realistic factory environment. However, the evaluation
mostly takes place in designated areas to avoid costly interruption of production lines.
For example, in [36] car assembly activities in a Skoda factory are tracked, but only
in a ”learning island” that is used for training workers. Thus, the applicability of many
techniques on a real production line remains unclear.

Privacy. Activity recognition requires the capture of data, which may include sensors
on the operator themselves. This raises important concerns with regards to privacy as
the use of the data may have a negative impact on the operator (e.g.: due to poor per-
formance, an operators employment is terminated). The body of research covered, with
exception of [3], focuses very much on the opportunities of processing the data collated,
whilst disregarding the potential threats to the operators well-being [23]. To address the
challenges, governments have intervened wtih regulatory frameworks to safeguard the
privacy of the user, such as the General Data Protection Regulation (GDPR) that at-
tempts to place the user in control of their digital selves. Therefore, privacy has become
a design requirement and not an afterthought, which may affect how activity recognition
research may be realised.

5 Conclusion

We presented a structured literature review on activity recognition from the viewpoint
of using the recognised activity data as input to process discovery techniques to reveal
tacit knowledge of industrial operators. Based on the identified literature, we contribute
a preliminary taxonomy for knowledge extraction from manual industrial processes
through activity recognition. Whereas we believe to have included the most relevant
literature from the field of activity recognition, we acknowledge that, as future work,
this study should be further extended to take into account research from the field of
learning organisations and look in more depth at the process discovery task after having
recognised relevant activities.

Acknowledgments. This research has received funding from the European Unions
H2020 research and innovation programme under grant agreement no. 723737 (HU-
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