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Abstract

In this paper, we study the problem of user clustering in the
context of their published short text streams. Clustering users
by short text streams is more challenging than in the case of
long documents associated with them as it is difficult to track
users’ dynamic interests in streaming sparse data. To obtain
better user clustering performance, we propose a user collab-
orative interest tracking model (UCIT) that aims at tracking
changes of each user’s dynamic topic distributions in collab-
oration with their followees’, based both on the content of
current short texts and the previously estimated distributions.
We evaluate our proposed method via a benchmark dataset
consisting of Twitter users and their tweets. Experimental re-
sults validate the effectiveness of our proposed UCIT model
that integrates both users’ and their collaborative interests for
user clustering by short text streams.

Introduction

Popular microblogging platforms provide a light-weight,
easy form of communication that enables users to broadcast
and share information about their recent activities, opinions
and status via short texts (Kwak et al. 2010). A good under-
standing and clustering of users’ dynamic interests underly-
ing their posts are critical for further design of applications
that cater for users of such platforms, such as time-aware
user recommendation (Arru, Gurini, and Gasparetti 2013)
and personalized microblog search (Vosecky, Leung, and Ng
2014). In this paper, we study the problem of collaborative
user clustering in the context of short text streams. Our goal
is to infer users’ and their collaborative topic distributions
over time and dynamically cluster users that share interests
in streams.

Most previous work (Chen et al. 2015; Xie et al. 2015) on
user clustering uses collections of static, long documents,
and hence makes the assumption that users’ interests do not
change over time. Recent work (Zhao et al. 2016) clusters
users in the context of short documents streams, however it
ignores any collaborative information, such as friends’ mes-
sages. Our hypothesis is that accounting for this information
is critical, especially for those users with limited activity, in-
frequent posts, and thus sparse information. In this work we
dynamically cluster users in the context of short documents,
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by also utilizing each user’s collaborative information, i.e.
their friends’ posts, from which we can infer users’ collabo-
rative interests for further improvement of the clustering.

Specifically, we propose a User Collaborative Interest
Tracking topic model, abbreviated as UCIT, for our col-
laborative user clustering. Our UCIT topic model is a dy-
namic multinomial Dirichlet mixture topic model that can
infer and track each user’s dynamic interests based not only
on the user’s posts but also his followees’ posts for user clus-
tering. Traditional topic models such as latent Dirichlet allo-
cation (LDA) (Blei, Ng, and Jordan 2003) and author topic
model (Rosen-Zvi et al. 2004a) have been widely used to
uncover topics of documents and users. These topic models
ignore collaborative information, do not work well as they
assume documents are long texts, or can not be directly ap-
plied in the context of short text streams as they assume the
documents are in static collections.

In our UCIT topic model, to alleviate the sparsity prob-
lem in short texts, and by following previous work (Yan et
al. 2013; 2015), we extract word-pairs in each short text, and
form a word-pair set for each user to explicitly capture word
co-occurrence patterns for the inference of users’ topic dis-
tributions. To track users’ dynamic interests, UCIT assumes
that users’ interests change over time and can be inferred by
integrating the interests at previous time periods with newly
observed data in the streams. To enhance the performance
of dynamic user clustering in streams, UCIT infers not only
a user’s but also his followees’ interests from the his own
posts and also his followees’ posts.

The contributions of the paper are threefold: (1) We pro-
pose a topic model that can collaboratively and dynamically
track each user’s and his followees’ interests. (2) We propose
a collapsed Gibbs sampling for the inference of our UCIT
topic model. (3) We provide a thorough analysis of UCIT
and of the impact of its key ingredients in user clustering,
and demonstrate its effectiveness compared to the state-of-
the-art algorithms.

Related Work

Topic models provide a suite of algorithms to discover
hidden thematic structure in a collection of documents. A
topic model takes a set of documents as input, and discov-
ers a set of “latent topics”—recurring themes that are dis-
cussed in the collection—and the degree to which each doc-



ument exhibits those topics (Blei, Ng, and Jordan 2003).
Since the well-known topic models, PLSI (Probabilistic La-
tent Semantic Indexing) (Hofmann 1999) and LDA (Latent
Dirichlet Allocation) (Blei, Ng, and Jordan 2003), were pro-
posed, topic models with dynamics have been widely stud-
ied. These include the Dynamic Topic Model (DTM) (Blei
and Lafferty 2006), Dynamic Mixture Model (DMM) (Wei,
Sun, and Wang 2007), Topic over Time (ToT) (Wang and
McCallum 2006), Topic Tracking Model (TTM) (Iwata et
al. 2009), and more recently, Generalized Linear Dynamic
topic model (Caballero and Akella 2015), the dynamic User
Clustering Topic model (UCT) (Zhao et al. 2016), Interac-
tion Topic Model (Hua et al. 2016), Dynamic Clustering
Topic model (DCT) (Liang, Yilmaz, and Kanoulas 2016)
and scaling-up dynamic model (Bhadury et al. 2016). All of
these models except DCT aim at inferring documents’ dy-
namic topic distributions rather than user clustering. Except
UCT and DCT that work in the context of short text streams,
most of the the previous dynamic topic models works in the
context of long text streams. To the best of our knowledge,
none of existing dynamic topic models has considered the
problem of clustering users with collaborative information,
e.g., followees’ interests, in the context of short text streams.

Problem Formulation

The problem we address is to track users’ dynamic inter-
ests and cluster them over time in the context of short text
streams such that users in the same cluster at a specific point
in time share similar interests. The dynamic user clustering
algorithm is essentially a function g that satisfies:

7CZ}7

where u, represents a set of users appearing in the stream
up to time ¢, with u; being the i-th user in u; and |uy| be-
ing the total number of users in the user set, while C, is
the resulting set of clusters of users with c, being the z-th
cluster in C; and Z being the total number of clusters. We
let D, = {...,d¢—2,d;—1,d;} denote the stream of docu-
ments generated by users in u; up to time ¢ with d; being the
most recent set of short documents arriving at time period t.
We assume that the length of a document d in Dy is no more
than a predefined small length (for instance, 140 characters
in the case of Twitter).

u; = {u1,us, ..., U, |} 25 Cy = {c1,cq,...

Method

In this section, we describe our proposed User Collaborative
Interest Tracking topic model, UCIT.

Overview

We use Twitter as our default setting of short text streams
and provide an overview of our proposed UCIT model in
Algorithm 1. Following (Liang, Ren, and de Rijke 2014;
Zhao et al. 2016; Liang et al. 2016), we represent each
user’s interests by topics. Thus, the interests of each user
u € u, at time period ¢ are represented as a multinomial
distribution 6, ,, = {6; ... }Z_, over topics. Here Z is the
total number of topics. The distribution 8, ,, is inferred by
the UCIT model. To alleviate the sparsity problem of short
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Algorithm 1: Overview of the proposed UCIT model.

Input : A set of users u; along with their tweets D,
QOutput: Clusters of users C,

1 Construct a collection of word-pairs by ,, for each user
U

2 Use UCIT model to track each user’s interests as 6 ,,
and their collaborative interest as 1) ,,

3 Cluster users based on each user’s interest 8, ,, and their
collaborative interest 1, ,,
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Figure 1: Graphical representation of our user interest track-
ing clustering topic model, UCIT. Shaded nodes represent
observed variables.

texts, and by following recent work on the topic (Yan et
al. 2013; 2015), we construct and represent documents by
their biterms, i.e. word pairs in them (step 1 in Algorithm 1).
Next, we propose a dynamic Dirichlet multinomial mixture
user collaborative interest tracking topic model to capture
each user’s dynamic interests 6;,, = {0 ,..}7_, and their
collaborative interests ;, = {wt,u,z}ZZ=1 inferred from
their followees f; ,,, at time ¢, in the context of short text
streams (step 2 in Algorithm 1). Here f; ,, is user u’s all
followees at ¢.Based on each user’s multinomial distribu-
tions 6, ,, and 1, ,,, we cluster users using K-means cluster-
ing (Jain 2010) (step 3 in Algorithm 1). With the time period
t moving forward, the clustering result changes dynamically.

User Collaborative Interest Tracking Model

Modeling Interests over Time. The goal of UCIT topic
model is to infer the dynamical topic distribution of each
user, 0, = {Gt}u,z}zzzl, and the user’s collaborative topic
distribution, v, , = {tt4..}Z 4, in short text streams at
a given time ¢, and dynamically cluster all users based on
information of each user’s 6 ,, and 4, , over time. Fig. 1
shows a graphical representation of our UCIT model.
Given a user u, to track the dynamics of their interests, we



make the assumption that the mean of the user’s current in-
terests at time period ¢ is the same as that at the previous time
period t—1, unless otherwise newly arrived documents at the
current time period are observed. In particular, following the
work of past dynamic topic models (Iwata et al. 2010; 2009;
Wei, Sun, and Wang 2007), we use the following Dirichlet
prior with a set of precision values oy = {a; . }Z_,, where
we let the mean of the current distribution 6, ,, depend on
the mean of the previous distribution 0;_ ,,:

P(et,u

ey

Z
20t —1,u,2—1
etfl,uv at) o8 H at,u,z ’

z=1
where the precision value «y ., represents users’ topic per-
sistency, that is how saliency topic z is at time ¢ compared
to that at time ¢ — 1 for the users. The distribution is a con-
jugate prior of the multinomial distribution, hence the in-
ference can be performed by Gibbs sampling (Liu 1994).
Similarly, to track the dynamic changes of a user u’s collab-
orative interests, we assume a Dirichlet prior, in which the
mean of the current distribution ), ,, evolves from the mean
of the previous distribution 1/, ,, with a set of precision

values 3; = {ﬁt,z}zzzlz

z
%3 - uz_l
P(the u|pr—1,u, Bt) o Hd’ftd,zwt b

z=1

@

In a similar way, to model the dynamic changes of the
multinomial distribution of words specific to topic z, we as-
sume a Dirichlet prior, in which the mean of the current dis-
tribution ¢ . = {¢r..}\_; evolves from the mean of the
previous distribution ¢ ,:

174
vht—1,z,0—1
P(reldi—r ey o< [T otz =7t ()
v=1

where V' is the total number of words in a vocabulary v =
{vi}V; and v, = {v4.0}Y_;, with v, , representing the per-
sistency of the words in topics at time ¢, a measure of how
consistently the words belong to the topics at time ¢ com-
pared to that at the previous time ¢t — 1. We describe the
inference for all users’ and their collaborative distributions
0, = {Btu}Lu:"l and ¥, = {¢t1u}Lu:t|1, the words” dynamic
topic distribution ®;, = {¢; .}Z_; and the update rules of
the persistency values o, 3; and =, later in the section.

Assuming that we know all users’ topic distribution at
time t—1, ®;_1, their collaborative topic distribution at time
t — 1, ¥,_1, and the words’ topic distribution, ®;_4, the
proposed user interest tracking model is a generative topic
model that depends on ®;_;, ¥,_; and ®,_;. For initializa-
tion, we let 6y o, » = 1/Z, Yo, = 1/Z and ¢g ,, = 1/V.
The generative process (used by the Gibbs sampler for pa-
rameter estimation) of our model for documents in stream at
time ¢, is as follows,

i. Draw Z multinomials ¢;, one for each topic z, from a
Dirichlet prior distribution ;¢ .;

ii. For each user v € u;, draw multinomials 6, ,, and 1 ,,
from Dirichlet distributions with priors o;6¢_, , and
Bi1pi—1.u, respectively; then for each biterm b € by ,:
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Algorithm 2: Inference for the UCIT model at time ¢.
Input : Distributions ®;_1, ¥;_; and ®;_; att — 1;
Initialized o, B, 7¢; Number of iterations
N, iter-
Output: Current distributions @;, ¥, and ®;.
1 Initialize topic assignments randomly for all documents
in dt
2 for iteration = I to N;ie, do
3 for user = 1 to |u;| do
4
5

for each biterm b = (v;,v;) € by, do
draw z; ,,; from the conditional probability,
ie., (5)
6 update 7y 2, , 4o 1080 200 Jul €F s
nt,zt)u)b,vi and nt,zt)u,,b,v]‘

7 | update ay, By and 7,

8 Compute the posterior estimates @;, ¥, and ®;.

(a) Draw a topic 2z, based on multinomials 8, , and
t,u;

(b) Draw a word w; € b from multinomial ¢y ., , .3

(c) Draw another word w; € b from multinomial ¢, ,, .

Fig. 1 illustrates the graphical representation of our
model, where shaded and unshaded nodes indicate observed
and latent variables, respectively, and a dependency of two
multinomials is assumed to exist between two adjacent time
periods.

Inference. We employ a collapsed Gibbs sampler (Grif-
fiths and Steyvers 2004) for an approximate inference of
the distribution parameters of our model. As can be seen
in Fig. 1 and the generative process, we adopt a conjugate
prior (Dirichlet) for the multinomial distributions, and thus
we can easily integrate out the uncertainty associated with
multinomials 6, ,,, ¥ ,, and ¢,. In this way, we enable sam-
pling since we do not need to sample these multinomials.

Algorithm 2 shows an overview of our proposed collapsed
Gibbs sampling algorithm for the inference, where my ,, .
and n; ., are the number of biterms assigned to topic z and
the number of times word v is assigned to topic z for user
u at time ¢, respectively; oy . . is the number of biterms as-
signed to topic z for user v’ who is one of user v’ followees.

In the Gibbs sampling procedure we need to calculate the
conditional distribution P(z; b | 2¢,—p, d¢, ©—1, ¥y_1,
®_1, oy, By, 1), attime ¢, where z; _;, represents the topic
assignments for all biterms in d; except biterm b. We begin
with the joint probability of the current document set, P(z;,
di O 1, W1, B 1, ay, B, Ve):

P(z¢,d¢|@s—1, ¥ 1, ®r_1, 0, Bt,Vt)
= (1= A)P(2¢,d¢|Or—1, Pr_1, 0, 7:)+
)\P(Zt;dt|‘I’t71>@t71718t77t)

L I3, (4) T, T(04)
=0y <H< [ 1) I(2, =)

“4)

)



where I'(+) is a gamma function, ) is a free parameter that
governs the linear mixture of a user’s own interests and their
followees’ interests, and parameters s are defined as the fol-
lowing:
71 = Mtz + at,zet—l,u,z - 17
73 = Otu,z + ﬁt,zwt—l,u,z - 17
Ha = Nt,zv + ’yt,v(btflvz,v - 17
He = Ot zw + ’Yt}v(btfl,z,'u - 1a

ny = at,zat—l,u,za
Bt,zwt—l,u,m

ny = ’7t,v¢t71,z,v;
rnd = 7t,v¢t71,z,v~

My

Based on the above joint probability and using the chain
rule, we can obtain the following conditional probability
conveniently:
P(ztup = 2|2t —p,de, Or—1, Oy 1, P11, o, B, V1)
o (1 _ )\) ~ Mt u,z + at,zet—l,u,z -1 «
Zz/zl Mt o,z + at,z’et—l,u,z’ -1

H Ntz T ’Yt,vﬁbt—l,zm -1 +
vEDb Z’L‘)/,Zl (nt7z7’ul + ’yt,v'(ﬁtfl,z;u’) -1
Ot u,z + 6t,z¢t—l,u,z -1

Z
Zzlzl Otz + ﬁt,z’wt—l,u,z’ -1
H Ot zv t+ ’Yt,vﬁbt—l,z,v -1
v

vEDL Ev':l (Ot,ZfU’ + ’Yt,v'(ét—l,z,’u’) -1
for the proposed Gibbs sampling (step 5 in Algorithm 2). At
each iteration during the sampling, we estimate the precision
parameters o, 3; and «; by maximizing the joint distribu-
tion P(z;, d; [©;—1, ¥y_1, @41, oy, B, vi). We apply
fixed-point iterations to obtain the optimal o, 3; and ~;.
The following update rule of o, 3; and -, for maximizing

the joint distribution in our fixed-point iteration is derived
by applying two bounds in (Minka 2000):

(1= Nar 2 30,(AGa) — Al))
DA, ) — A, )
ABrz 32 (Ales) — Ala))

Y(AGC, #3) — A, 2))

(L= Myt0 2. (AG%a) = AlGa))
2 (AR, #a) = AQC, )
Miw 2., (Al) — Ala))

(AR, ) — A, 2a))

where A(x) = al%m is a Digamma function.

Once the Gibbs sampling procedure has been done, with
the fact that Dirichlet distribution is conjugate to multino-
mial distribution, we can conveniently infer each user’s,

&)

A

)

g <

(6

Bt,z —

Yt —
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their collaborative and the words’ topic distributions, 6, ,,,
P, and @ -, as follows, respectively:

Mt u,z + O‘t,z&‘,,u,z

et u,z —
s U, 7z I
z':l(mt,u,z’ + O4t,z’9t,u,z’) -1
Ot u,» + Bt,zwt,u,z
¢t,u,z = A ) (7)
Zz/zl(ot7u,z’ + Bt,z'wt,u,z’) -1
Nt,zv + ’Yt,z(ﬁt,z,v
¢t,z,v =

Som1 (e 0 + Y20 Srzar) = 1

Clustering Users

After we obtain each user’s and his collaborative topic dis-
tributions, 0, ,, and 1), ,, from (7), we use the following mix-
ture distribution p; ,, to represent each user:

= (1 - )\)et,u + )‘1/}t,u~ (8)

Then, we can conveniently cluster users based on their inter-
ests py, using the K-means algorithm (Jain 2010). Other
traditional unsupervised clustering algorithms can be ap-
plied, but we found that the performance with other clus-
tering algorithms is not significantly different from that with
K-means. For previously unseen users, we can not directly
utilize (7) for the clustering, as 6;_1,, and ¥;_; ,, are not
defined at ¢. In this case, we use the distribution of topics
for each biterm in the users’ text according to the current
assignment of topics to biterms.

Pt

Experiments and Results

In what follows, we detail our experimental setup, report and
analyze the results.

Experimental Setup

Research Questions. The research questions that guide the
remainder of the paper are:

RQ1 How does UCIT perform compared to state-of-the-art
methods for user clustering?

RQ2 What is the impact of the length of the time intervals,
ti - ti—h in UCIT?

RQ3 What is the contribution of the collaborative informa-
tion for user clustering?

RQ4 What is the quality of the topical representation in-
ferred by UCIT?

RQS5 What is the generalization performance of UCIT com-
pared to state-of-the-art topic models?

Dataset. In order to answer our research questions, we work
with a dataset collected from Twitter (Zhao et al. 2016). The
dataset contains 1,375 active users and their tweets spanning
a time period that starts at each user’s registration and ends
on May 31, 2015. Most of the users are being followed by
2 to 50 followers. In total, there is 7.52 million tweets with
timestamps including those from users’ followees’. The av-
erage length of a tweet is 12 words. The dataset contains
ground truth clusters for partitions of 5 different time inter-
vals, a week (48 to 60 clusters), a month (43 to 52 clusters),



a quarter (40 to 46 clusters), half a year (28 to 30 clusters)
and a year (28 to 30 clusters).

Baselines. We compare our UCIT with the following base-
lines and state-of-the-art clustering algorithms:

K-means. It represents users by TF-IDF vectors, and clus-
ters them based on their cosine similarities.

GSDMM. This model represents each short document
through a single topic to alleviate sparsity (Yin and Wang
2014).

Latent Dirichlet Allocation (LDA). This model infers
topic distributions specific to each document via the LDA
model.

Author Topic Model (AuthorT). This model (Rosen-Zvi
et al. 2004b) infers topic distributions specific to each user
in a static dataset.

Dynamic topic model (DTM). This model (Blei and Laf-
ferty 2006) utilizes a Gaussian distribution for inferring
topic distribution of long text documents in streams.

Topic over time model (ToT). This model (Wang and Mc-
Callum 2006) normalizes timestamps of long documents
in a collection and then infers topics distribution for each
document.

Topic tracking model (TTM). This model (Iwata et al.
2009) captures the dynamic topic distribution of long doc-
uments arriving at time ¢ in streams based on the content
of the documents and the previous estimated distributions.

For fair comparisons, the GSDMM, LDA, DTM, ToT and
TTM baselines use both each user u’s interests 6;, and
their collaborative interests for clustering. As these base-
lines can not directly infer collaborative interests, we use
the average interests of the user’s followees as the collab-
orative interests. Thus, we can use the mixture interests
Pru = (1—XN)60, + )‘Iftliu\ Zu’eft,u 0, for each user
in the user clustering, and then cluster users based on the
similarities of their p; ,, distributions in these baselines. For
static topic models, i.e., LDA and AuthorT, we set o = 0.1
and 8 = 0.01. We set the number of topics Z = 50 and the
number of clusters equal to the number of topics.

For further analysis of the contribution of collaborative
interests 1), ,, inferred by our model to the clustering, we
use two additional baselines UCI T,y and UCIT,yg4, Where
Ptu is set to be (1 — )6, + )\% Zu’eft,u 0., and

[£e,ul
(1 — )\1 — )\2)0,57“ + Alﬁ ZU/Eft,u et,u’ + )\2",[)t7u, Ire-
spectively. Here 6, ,, and 1), ,, are generated by our proposed
model. Note that we use UCIT,;, to denote the model where
Pru = (1 — N)0;, + APy . Note again that when A = 0,
both UCIT,y, and UCIT,, will reduce to the state-of-the-art
user clustering baseline, UCT (Zhao et al. 2016), where each
user’s friends’ posts are not taken into account, and simi-
larly, when both A; = 0 and Ay = 0, UCITyyg4q Will reduce
to UCT.

Evaluation Metrics. We use Precision, Purity, NMI (Nor-
malized Mutual Information), and ARI (Adjusted Rank In-
dex) to evaluate the performance of user clustering, all of
which are widely used in the literature (Manning, Raghavan,

3508

and Schiitze 2008). Higher Precision, Purity, NMI scores in-
dicate better user clustering performance.

We further use H-score (Bordino et al. 2010) to evaluate
the quality of topical representations of user clusters gen-
erated by UCIT and the baseline models. The intuition be-
hind the H-score is that if the average inter-cluster distance
is smaller compared to the average intra-cluster distance, the
topical representation of the users in the clusters reaches bet-
ter performance. A lower H-score indicates better topic rep-
resentations of users in the output clusters.

In terms of evaluating the generalization performance of
the model we adopt Perplexity. This metric, used by con-
vention in many topic models (Blei, Ng, and Jordan 2003),
is monotonically decreasing in the likelihood of the test data,
and is algebraically equivalent to the inverse of the geomet-
ric mean per-word likelihood. A lower Perplexity score in-
dicates better generalization performance.

Results and Analysis

In the following, we discuss and analyze our experimental
results and answer the research questions RQ1 to RQS5.

Effectiveness of UCIT. We begin by answering research
question RQ1. Following (Gama et al. 2014), we split the
dataset into two parts: half of the dataset for training, and
the remaining for testing. Table 1 provides the evaluation
performance of our UCIT model and the baseline models
using time periods of a month in terms of clustering metrics,
Precision, Purity, ARI and NMI, respectively.

We have the following findings from Table 1: (a) All the
three versions of UCIT model, UCIT,ys, UCIT,yg4q and
UCIT,, can statistically significantly outperform the base-
lines in terms of all the metrics, which demonstrates the ef-
fectiveness of our way of inferring users’ interests and their
collaborative interests for user clustering. (b) Both UCIT,,
and UCIT,g.q outperform UCIT,,,, which demonstrates
that utilizing the inferred collaborative interests ) can yield
better performance compared to simply utilizing the aver-
age of followees’ interests as collaborative information. (c)
UCIT,, works better than UCITyyg4qp, Which demonstrates
that the contribution of 1) is more critical for user clustering
compared to that of the average of the interests for user clus-
tering. The reason UCIT,, works better than UCIT,yg4p s,
again, that using average interests as collaborative interests
from followees is less effective than that explicitly inferred
in the model.

Impact of Time Interval Length. We now turn to an-
swer research question RQ2. To understand the influence on
UCIT of the length of the time period used for evaluation,
in Fig. 2 we compare the performance for different time pe-
riods: a week, a month, a quarter, half a year and a year,
respectively.

According to Fig. 2, all the UCIT models, UCIT,y,,
UCIT,yg44 and UCIT,, outperforms the baselines for time
intervals of all lengths. This finding, again, confirms the fact
that UCIT works better than the state-of-the-art algorithms
for user clustering in short text streams regardless of inter-
val length. When the interval length increases from a week
to a month, the performance of the UCIT models and the



Table 1: Clustering performance of UCIT and the baselines
using a time period of a month. Statistically significant dif-
ferences between UCITy, and UCIT,yg4q, between UCIT,,
and UCIT,,, are marked in the upper and lower right hand
corner of UCITy,’s score, respectively. The statistical signif-
icance is tested using a two-tailed paired t-test and is denoted
using 4 for o = .01, and # for o = .05.

Precision Purity ARI NMI
K-Means .265 512 397 414
LDA 305 551 473 464
AuthorT 322 571 487 488
DTM 336 579 499 473
TT™M 344 587 522 521
ToT .359 605 .552 582
GSDMM .398 632 592 561
UCIT,,, 505 714718 818
UCITaygsyp 560 736 762 861
UCIT,, 5834 7461 .776% .883%

0.6

)

! % == UCITag —%— DTM
o~ —+— GSDMM-—=— AuthorT

4—e="UCIT, —o— ToT
—a— UCITagur— TTM

Purity

Precision
0.4

<— UCITyg —%— DTM
—+— GSDMM-—=— AuthorT
—ex< CIT, —o— ToT
—a UCITagmrp— TTM

0.
0.5

”/ee/, "”001/7 Q"ane,/’a/f )’ee,y ©ar

o

e UCIT,g —— DTM
—+—GSDMM —=— AulhorT

UCIF# —6— ToT

—a— UCITav re— TTM

”/eeA_ /’40/7,/7 QUe,,e,/‘/a/r },ear)’ ©qr

0.5

NMI
0.7 0.9
m

ClT g k—="DTM
== GSDMM+ AulhDrT

—e—= _UeIT, —— ToT

—A UCIT g F— TTM

K means|

K means| 1)

Weg, Mon, QUeﬁe,Ha/f )’ea,yee’ Weey, Mony, Qua,;e,/\/a/f yea,)’ear

Figure 2: Precision, Purity, ARI and NMI Performance of
our models UCIT and the baselines on time periods of a
week, a month, a quarter, half a year, and a year, respec-
tively.

baseline models improves significantly on all metrics, while
performance reaches a plateau as the time intervals further
increase. In all cases the UCIT models significantly outper-
form the baseline models. These findings demonstrate that
the performance of UCIT is robust and is able to maintain
significant improvements over the state-of-the-art.

Contribution of the Collaborative Interests. Next, we
turn to answer research question RQ3 to further analyze the
contribution of the main ingredient, the collaborative infor-
mation ) inferred in our UCIT model. We vary A and show
the performance of our models, UCIT,, and UCIT,y,, and
the best baseline model, GSDMM in Fig. 3. The rest of the
baselines yield similar or worse performance than GSDMM
and they are not reported here. Also, we do not report the
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Figure 3: Precision, Purity, ARI and NMI Performance of
our models UCIT and GSDMM on varying scores of A, re-
spectively.

performance of UCITyyg4qp, as it obtains quantitively similar
to UCIT,y, performance. As A increases from 0 to 0.6, giv-
ing more weight to the collaborative information in UCIT
models and the average of followees’ interests in GSDMM,
respectively, the performance of all models improves, with
UCITy, outperforming UCIT,,, and GSDMM. This, again,
confirms the fact that integrating collaborative interests into
the model does make contribution to the improvement, and
our models work better than the best baseline. Fig. 3 also
shows that UCIT,, that uses collaborative interests for clus-
tering outperforms UCIT,y, that simply uses the average
of the followees’ interests as collaborative interests, which
again, demonstrates that the inferred collaborative interests
in UCIT does help to further improve the performance com-
pared to the average of the followees’ interests. When A = 0,
both UCIT,, and UCIT,y, reduce to the state-of-the-art base-
line model, UCT, that does not infer and utilize collaborative
information for user clustering. It is clear from Fig. 3 that
both UCITy, and UCIT,,, outperform UCT.

Quality of Topic Representation and Perplexity Per-
formance. Finally, we turn to research questions RQ4
and RQS5. In order to answer RQ4 and analyze the topi-
cal representation ability of UCIT and the baseline models,
we use H-score for evaluation. A smaller H-score indicates
that the topical representation of users is more similar to the
manually labeled one. It is clear from Fig. 4(a) that the UCIT
models outperform all other baselines. Note that the H-score
cannot be computed for GSDMM, as it assigns one single
topic to each short document and each user.

In order to answer RQS and understand the generalization
performance of UCIT and the baseline models, we use per-
plexity for the evaluation. Fig. 4(b) shows the result. A lower
perplexity score indicates better generalization performance.
As it can be observed, UCIT,, performs better than all the
baseline models except GSDMM. Note that the perplexity
performance of UCIT,y and UCIT,yg4p is the same as that



of UCITy, and thus not reported in the figure.
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Figure 4: (a) Quality of topic representations evaluated by H-
score and (b) generalization performance evaluated by Per-
plexity, for UCIT and the baselines using time periods of a
quarter, respectively.

Conclusion

In this paper we studied the problem of dynamically clus-
tering users in the context of short text streams. We have
proposed a user collaborative interest tracking topic model
(UCIT) that can infer and track each user and their fol-
lowees’ dynamic interests for user clustering. Our UCIT can
effectively handle both the textual sparsity of short docu-
ments, and the dynamic nature of users’ and their followees’
interests over time. We evaluated the performance of UCIT
in terms of clustering, topical representation and general-
ization effectiveness, and make comparisons with state-of-
the-art models. Our experimental results demonstrated that
UCIT can effectively cluster users in short text streams. As
future work, we intent to incorporate other information such
as the users’ social network for user clustering. Like most
previous work, it is challenging to obtain the ground-truth
number of user clusters in our model. Thus, we leave this
as future work. We also plan to consider other collaborative
strategies for user clustering in streams.
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