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Abstract 

The research in this work aims to derive and develop an innovative 

series combustion sub-grid model into a robust and reliable modelling 

technique in the context of LES for turbulent flames. This method is a 

mathematical approach, and capable of predicting both premixed and 

non-premixed combustion regimes. The model also has the correct 

limiting behaviour, approaching DNS as the filter size approaches 

Kolmogorov scales. 

In the first part of the research, the mathematical derivation of the 

series model is addressed and the simulation features are described. 

Relevant aspects about the numerical implementation are unfolded, 

and the potential error sources are identified. 

In the second part of the work, the applications to full scale test cases 

are presented: i) a series of non-premixed piloted methane jet flames 

(Sandia Flames D and F), ii) a premixed methane piloted Bunsen jet 

flame and iii) a bluff-body stabilised propane premixed flame. The 

investigated cases involve both premixed and non-premixed 

combustion regimes and display complex phenomena encountered in 

practical combustors (flame anchoring, recirculation zones and shear 

layers). Subsidiary non-reacting simulations are performed for the third 

case to guarantee a sufficient grid resolution for the turbulent flow field. 
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The findings of this work demonstrate that the series model is an 

efficient and robust technique to predict turbulent premixed and non-

premixed combustion regimes and the combustion dynamics in the 

context of large eddy simulation. Due to the features of no extra 

parameters and correct limiting behaviours, the model can be easily 

incorporated into other established LES programming framework.  

 

 

Keywords: Series model; Large eddy simulation; Sub-grid chemical 

source term; premixed turbulent combustion; non-premixed turbulent 

combustion.  
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Impact Statement 

An efficient and economical computational method is always of 

pressing need during the industrial design process. However, an 

accurate prediction from a computational method usually means high 

computational expense. Particularly in the areas of combustion and 

fluid mechanics, Navier-Stokes equations are notoriously difficult for 

finding accurate solutions.  

To reconcile the conflicts between accuracy and expense, an effective 

and economical method is proposed in the present study. By using the 

method, the Navier-Stokes equations can be solved efficiently without 

losing the accuracy. From an academic point of view, this work will 

help maintain UK excellence in computational combustion. From an 

end-user importance point of view, this work will be of interest to a wide 

range of research institutes and industrial companies in the UK (e.g. 

engine industry), as it will contribute to the reduction of cost during the 

design process. 
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1 Introduction 

1.1 Motivation and background 

The history of humankind utilising combustion dated back to Stone Age, when 

ancestors used fire for warmth, protection, and cooking food. In 1781, James 

Watt invented his steam engine, thrusting Industrial Evolution all over Great 

Britain and the rest of the world. Ever since, combustion entered the horizons 

of engineers and researchers, as it occurs significantly in propulsion and energy 

systems, such as internal combustion engines in vehicles, gas turbines in 

aeroplanes, and industrial furnaces in power plants. Despite its prevailing role, 

new concerns arise simultaneously due to the heavy consummation of fossil 

fuels and the inevitable pollution of combustion products. The Paris Agreement 

in 2015 emphasised the significance of mitigating global warming and imposed 

worldwide contribution to reducing the emission of greenhouse gas. Except for 

the United States, Syria, Nicaragua, all nations in this planet have joined and 

pledged to protect the future of the Earth. To cater to the needs of pollution 

reduction and maintain the development of sustainability and efficiency, the 

combusting process should be comprehensively perceived. 

Intrinsically, combustion falls into 3 regimes: 
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1) Non-premixed. In non-premixed combustion, fuels and oxidisers enter the 

reaction zone separately.  Since mixing is perfectly sufficient and the burning 

speed is slower, it is easier to control but more soot is produced in this process. 

Diesel internal combustion engines are one of its typical applications.  

2) Premixed. As to premixed combustion, reactants are mixed at the molecular 

level before ignition. In this regime, chemical reactions can occur everywhere 

and the flame is propagating, so that it is more difficult to harness and is subject 

to safety issues such as flame flashback. In spite, as the fuel and oxidiser is 

well defined, clean combustion is likely to be achieved in this mode, especially 

by means of lean mixtures. In this regard, premixed combustors or burners are 

a promising tendency. 

3) Partially premixed. Partially premixed is regarded as a regime where non-

premixed and premixed combustion happens simultaneously. The interactions 

between these two burning modes are less academic, but it shows great 

potential of greater efficiency and lower emission. Direct-injection compression-

ignition in internal engines is a typical technology in this regime.  

Above all, in most practical combustors, combustion does not appear alone, but 

is strongly coupled with turbulence, a fluid motion characteristic of random and 

chaotic 3-dimensional vortices. Turbulent vorticity modifies the structures of the 

flame, acting the role of enhancing mixing processes and boosting the 

chemistry reaction rate; over-intense turbulence may prevent the chemical 

reaction, resulting in flame quenching, a phenomenon concerning stability and 

efficiency in aeroplane engines or other large-scale combustors. In return, heat 
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release from the flame changes turbulence intensity through altering the 

kinematic viscosity.  Besides, the geometry of most combustion chambers in 

practical combustors is complex, and different stabilising methods are 

employed. Due to a large number of complexities introduced by the diversified 

shapes of combustors and the combustion modes in these apparatuses, the 

turbulent reacting flows consist of an extensive range of time and length scales. 

 

Figure 1.1 Countries that joined the Paris Climate Agreement (Source: 
UNFCCC)  

A throughout and deep comprehension of the interactions between flames and 

vortex involved in turbulent combustion is essential to designing efficient 

combustors and necessitates the development of fundamental theories and the 

accumulation of investigation knowledge. To date, experimental observations 

are the most regularly used methodology to research turbulent combustion. 

Both laboratory burners and industrial combustors are investigated all across 

the centuries, affording abundant data for solving various practical problems 
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and contributing to the advancement of combustion theories. With the huge 

development of high-performance computing in recent decades, CFD 

(Computational Fluid Dynamics) is becoming an increasingly reliable and 

widely used approach to understand turbulent combustion mechanisms. 

Complementing experimental research, CFD provides a comprehensive sight 

into the intricate processes in the combustion chambers.   

The first applicable CFD technique in history is RANS (Reynolds-averaged 

Navier–Stokes), whose basic concept is to average the instantaneous 

governing equations and close the fluctuating quantities with models(Favre, 

1969). It has been widely practised in the industry due to its low computational 

requirement (Poinsot and Veynante, 2005). However, the complexity of flows 

in modern combustors restricts its accuracy, and lack of fluctuation information 

is another drawback in essence. On the contrary to RANS in methodology, DNS 

(Direct Numerical Simulation) resolves the full instantaneous governing 

equations without any turbulence model, thus all turbulence scales are explicitly 

captured with their impacts on combustion. Nevertheless, it is not affordable for 

industrial geometry as the computational cost is enormous. The present 

implementation is still limited to simple academic flows.  

To compromise the conflicts between RANS and DNS, LES (Large Eddy 

Simulation) was invented, where a spatial or spectral filter is employed to the 

governing equations. Thanks to it, large scales motions are separated from the 

scales under the filter size, where the modelling is required. Figure 1.2 outlines 

the distinct features of these 3 CFD approaches. 
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Figure 1.2  Features of RANS(Boudier et al., 2007), LES(Boudier et al., 
2008) and DNS(Jiménez et al., 2002) (source: (Poinsot and Veynante, 
2005)) 

 

1.2 State-of-the-art combustion models 

To date, Large Eddy Simulation (LES) stands for one of the most prospective 

technology for the investigation of the turbulent reacting flows, especially in 

complex chamber geometries. With the technological advancement of high-

performance computing facilities, LES has been opened an entrance to 

industrial practice.  The key to applying LES into a reliable and accurate tool for 

industrial combustors is the development of precise sub-grid models for 

turbulent combustion. In spite that a large proportion of fluid motions are 

resolved straight, the influence of the sub-grid scale is significantly non-

negligible in reacting flows, as combustion predominantly takes place below the 
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unresolved scales(Prasad, 2011). Up to now, numerous sub-grid models have 

been established by various researchers to probe into the interactions between 

turbulence and flame at the unresolved level. According to the classification of 

(Poinsot and Veynante, 2005, Giacomazzi et al., 2004, Gicquel et al., 2012), 

State-of-the-art turbulent combustion models can be categorised into 3 groups. 

1.2.1 Geometric approaches 

In these methods, a propagation formation is rearranged for the governing 

equation and sub-grid terms are modelled in consideration of the combustion 

modes based on the turbulent Reynolds numbers, Karlovitz number and 

Damköhler number. Usually, in these models, the flamelet assumption is 

employed: the chemical reaction happens in a thinner region than turbulence 

length scales and merely the effects of curvature, wrinkling and stretch 

influence the filtered reaction rate in the formulations of iso-c or iso-Z. In this 

category, the concept of flame wrinkling factors, or flame surface density can 

also be brought in to assess the filtered reaction rate. Both methods need the 

statistics of the inner structure of flames and its chemistry.  

Another popular approach is artificially thickened flame, where the interaction 

between chemistry and transport is intentionally altered to acquire a thickened 

flame, which becomes resolved in the LES grids. In detail, the coefficient of 

turbulent transport is amplified by a specific factor. To maintain the consistency 

of the flame speed, the chemical source term should be shrunk by the same 

coefficient. Although this approach solves the thickened flame, the interaction 
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between combustion and turbulence is transformed from a transport-oriented 

combustion regime to a chemistry-oriented one, and the impact of the heat 

release on the flow field is hardly to be manifested sufficiently. In order to 

overcome it, a dynamic procedure is applied to determine the model 

parameters, and it has be proven to be more robust than the use of a constant 

factor (Wang et al., 2011, Volpiani et al., 2016, Rochette et al., 2018).  

Up to now, the models in this approach remain active academically and 

industrially, since they are well established and refined as many are originally 

inherited from RANS combustion models. On the other hand, these models are 

on a large scale subject to the geometrical assumptions, so that the application 

is constrained to one fixed combustion mode, either premixed or non-premixed 

regime, in terms of code formalism. In addition, these models may not deal with 

the partially premixed regime wisely. 

1.2.2 statistical models 

In this category, sub-grid terms can be established via Probability Density 

Function (PDF) or the Filtered Density Function (FDF) in the incorporation of 

the filtering procedures. The main benefit of this formation is that the unsolved 

information can be attained with direct integration of the FDF or PDF. Under 

this notion, the approach can be divided into two distinctive sub-approaches. 

The presumed method. In this approach, the PDF or FDF form is determined a 

priori and regularly the parameters employ the local quantity of the filtered value 

and its second filtered central moments. The conventional shapes of presumed 
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PDF are the beta, Gaussian, delta, and Log-normal functions. This design has 

been practised in the study of coal combustion(Rieth et al., 2017),  partially 

premixed combustion(Knudsen and Pitsch, 2015), and others(Sewerin and 

Rigopoulos, 2018, Donini et al., 2015, Lapointe and Blanquart, 2017).  

Under the same concept, the Conditional Moment Closure (CMC) model is 

another popular and successful realisation, where the filtered conditional terms 

in the transport equations can be multiplied by a presumed density function and 

the assessments of the sub-grid unsolved value can be generated after the 

integration procedures. Note that some of the conditional terms can be 

presented in the evolution equation. In recent years, CMC techniques have 

been put into use in a wide range of combustion simulations, like homogeneous 

charge compression ignition (Salehi et al., 2015, Salehi et al., 2017), swirling 

and bluff body stabilized non-premixed flames (Zhang et al., 2015, 

Triantafyllidis et al., 2009, Navarro-Martinez and Kronenburg, 2009), and other 

sophisticated combustion phenomena(Ma and Devaud, 2015, Labahn et al., 

2017, Roy et al., 2015).  

The transported FDF/PDF model. In this method, the evolution equations of the 

functions are directly resolved, and the integrating procedures of the estimated 

density function are executed to provide statistics for the filtered unsolved terms 

in the transport equations. This approach has also been applied to various kinds 

of combustion problems in this decade (Kuron et al., 2017, Chishty et al., 2018, 

Zhang and Wang, 2018, Hu et al., 2017).  
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In particular, Eulerian stochastic field method is the innovation and 

development of the transported PDF model, where the equation describing the 

evolution of the PDF is solved using the Eulerian stochastic fields(Mustata et 

al., 2006). The researchers from Imperial College London(Jones and Navarro-

Martinez, 2008) and Lund University(Hodzic et al., 2017) contributed a lot to the 

realisation and development into large eddy simulation environment. For the 

past 10 years, it has been practised into many complicated combustion 

research (Jones et al., 2015, Gallot-Lavallée et al., 2017) and the modelling of 

industrial or industrial-like gas turbine engines(Jones et al., 2014, Jones et al., 

2012, Bulat et al., 2014). 

The development of statistical models related to PDF or FDF has been a rapid 

track in recent two decades, and its popularity are growing in research 

institutions and industrial companies. These models are on the ground of the 

transport or evolution equations of sub-grid density functions, where the scalar 

information is kept. Owing to this benefit, these methods are free from the 

constraining to one specific combustion regime, compared with geometric 

approaches. It also shows the potential of coping with complex combustion 

chamber shapes. However, the models may be encountered with low efficiency 

subject to overload computational cost, especially when detailed chemistry 

mechanisms are engaged. 
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1.2.3 The models based on turbulent mixing descriptions 

In this category, Partially Stirred Reactor (PaSR) model is a typical approach to 

deal with the interactions between turbulence and chemistry. In this method, 

the mixing of reactants is supposed to occur homogeneously within the fine-

scale turbulent structures. Thus, these structures are assumed to act as well-

stirred reactors, with unified inner composition and temperature, and the 

reaction rates are theoretically high owing to favourable mixing conditions. The 

flow is separated into two regions: the fine-scale structure zones and the 

“surrounding fluid”(Le Pichon et al., 2012). This model has been mainly 

practised into the research of supersonic ramjet simulation (Fureby et al., 2015, 

Chapuis et al., 2013, Georgiadis et al., 2010)and flame stabilisation 

mechanisms(Zettervall et al., 2017, Fureby et al., 2014) due to its versatility and 

simplicity.  

Another application under this notion is the Linear Eddy Model (Menon and 

Kerstein, 2011).In this method, the filtered profiles are mapped initially into a 

diagram with the PDF parameters, named triple map and aims at demonstrating 

the influence of vorticity on mixing and rotating as far as to the viscous scope. 

The reaction is considered in the one-dimensional domain. A splitting operator 

method is introduced to maintain the time scales within physical processes. 

This can also be seen as a pseudo-statistical approach. This model has been 

applied to partially premixed combustion (Xiao et al., 2016), auto-ignition 

(Oevermann et al., 2008) and others(Tsui and Bushe, 2014, Lackmann et al., 

2015). One other recently applied model in this group are Eddy Dissipation 
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Concept, which mainly focuses on moderate or intense low oxygen 

dilution combustion (Lysenko et al., 2014, Lewandowski and Ertesvåg, 2018, 

Parente et al., 2016). 

 

1.3 New mathematical concept of modelling turbulent 

combustion 

In essence, large eddy simulation is a mathematical model with filtering 

operation on the instantaneous governing equations, separating the large 

scales from the small scales for modelling. As mentioned above, many 

modelling approaches rely heavily on the theoretical combustion fundamentals, 

flame geometry and combustion regimes. Besides the conventional 

categorisation of combustion sub-grid models in the previous part, a new 

mathematical concept of modelling turbulent combustion is proposed in this 

work. The conception is to close the LES scalar transport equations using 

mathematical manipulation of Taylor expansion on the filtered chemical source 

term. 

Historically, a similar notion called the sub-filter-scale (SFS) stress model has 

been brought forward by researchers from Stanford University (Katopodes et 

al., 2000b, Katopodes et al., 2000a) and the Taylor expansion is basically on 

the filtered velocity field. In detail, the unsolved velocity is presented by inverse 

succession of Taylor series expansion on the velocity field. This presentation is 
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employed to assess the velocity in the same idea as the other established 

turbulence models. The derivation of expanding is straightforward and can be 

shown to be a good approximation to the unresolved velocity field, at least in 

low Reynolds number flows. The mathematical expansion serves to close the 

Navier-Stokes equations by providing an expression for the sub-grid Reynolds 

stress. 

Furthermore, in analogy to Reynolds-averaged modelling where the Reynolds 

stress equations are modelled, one can derive the evolution equations for the 

sub-filter-scale stress. These evolution equations allow systematic evaluation 

of the relative contributions by advection, diffusion, dissipation, pressure, 

rotation, and stratication in the sublter-scale effects felt by the resolved 

components of the flow(Katopodes et al., 2000b). The model is compared with 

direct numerical simulation results and achieves good accuracy(Katopodes et 

al., 2000b). Later, the approach is used to simulate a neutral boundary layer 

flow over a rough wall and show excellent agreement with similarity theory 

logarithmic velocity profiles, a significant improvement over standard eddy-

viscosity closures(Chow et al., 2005). 

The same notion has also been wielded in the premixed combustion context. 

Domingo and Vervisch from Normandie Université developed a new approach 

to sub-grid scale modelling turbulent reacting flows(Domingo and Vervisch, 

2015) and to evaluate topology-based sub-grid scale combustion 

models(Domingo and Vervisch, 2017) based on the SFS model. The concrete 

procedures are stated as: a deconvolution operator is employed from a simple 
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numerical treatment of the LES signal. The inversion of a discrete filter is 

derived in physical space from a Taylor expansion of the well-defined filtering 

operation, leading to explicit or implicit inverse filters, which are directly applied 

to the three-dimensional scalar signals over the LES grid. The non-linear terms, 

as the chemical sources, are then computed from the deconvoluted signals, to 

be filtered back over the LES mesh to advance the solution in time(Domingo 

and Vervisch, 2017, Domingo and Vervisch, 2015). A turbulent Bunsen flame 

was simulated to validate the accuracy of the model. In comparison of the SFS 

model, the main difference is that the Taylor expansion is applied on the scalar 

field rather than velocity field.  

Under the enlightenment of these previous efforts, a novel sub-scale model for 

turbulent combustion is proposed in this work, based on a mathematical 

derivation. The model is grounded on Taylor series expansion of the chemical 

source term. The highlights of this series model are as follows. Firstly, the model 

is an exact solution of the filtered chemical source term. Secondly, no 

parameters are required to put in, and no assumption is needed for the sub-grid 

physics. Thirdly, the approach is not constrained to any particular combustion 

regime and has the potential to cope with different combustion setups. 

 

1.4 Objectives of this work 

Turbulent combustion is a complex phenomenon involved with a large range of 

time and length scale. Large eddy simulation in this area requires a robust and 



38 

 

cost-efficient combustion technique. The primary goal of this study is to derive 

and develop an innovative series combustion sub-grid model into a robust and 

reliable modelling technique in the context of LES for turbulent flames.  

Firstly, the derivation is based on Taylor series expansion of the chemical 

source term around the filtered value. In theory, this mathematical model is 

capable of capturing turbulence-combustion interactions in premixed, and non-

premixed combustion regimes.  

Secondly, the model is numerically implemented into OpenFOAM, an open-

source C++ toolbox for customised CFD numerical solvers. The solution 

provided by the series approach is coupled with LES governing equations to 

close the filtered scalar transport equation.  

In order to address the predicting capability across different combustion 

regimes, well-established experimental flames, including Sandia flame series, 

a Bunsen piloted jet flame, and a bluff-body stabilised premixed flame, will be 

simulated with the series model. The comparison with the experimental data 

will be discussed in detail. 

1.5 Thesis outline 

This thesis is organized as follows. Chapter 2 will introduce the fundamental 

theory of turbulent reacting flows in the context of Large Eddy Simulation, 

including the governing equations, filtering operation, sub-grid stress closures 

and conventional combustion models. Chapter 3 will demonstrate the 
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mathematical derivation of the series model as well as the numerical 

implementation into OpenFOAM. The potential source of errors will also be 

addressed. Chapter 4 will present the application to simulating the Sandia flame 

D and F, which is featured by non-premixed premixed regimes and high 

Reynolds number. Chapter 5 will describe the simulation of a premixed piloted 

Bunsen methane flame. The last chapter will bring about the investigation of a 

bluff-body stabilised premixed propane flame.  
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2 Large eddy simulation of 

turbulent reacting flows 

 

In this chapter, the theories of large eddy simulation of turbulent reacting flows 

will be introduced and addressed. To start with, the details of the governing 

equations and filtering operation will be talked about before arriving at the 

filtered governing equation. Next, different turbulence models are discussed for 

closing the unfiltered sub-grid stress term. Finally, the LES extension to 

turbulent reacting flow will be briefed. 

 

2.1 Governing equations 

Applying Newton`s second law to fluid motions under the continuum 

assumption, reacting flows can be defined by a set of governing equations, 

namely continuity, momentum, and species and energy equations.  

Firstly, the continuity equation manages the mass conservation and can be 

denoted as: 
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 ∂ρ

∂t
-

∂ρuj

∂xj
=0 ( 2.1 ) 

Where 𝜌 (kg/m3) is the density, t (s) is time, 𝑢𝑗 (m/s) is the velocity component 

in the j-th direction, x
j
 (m) is the spatial vector. 

The momentum equation is described as 

∂(ρui ̇)

∂t
+

∂(ρuiuj)

∂xj
=-

∂p

∂xj
+

∂τij

∂xj
+g

i
                        ( 2.2 ) 

Where p (Pa) is the static pressure, and gi (N) is the body forces per unit volume. 

𝜏𝑖𝑗 is the viscous stress tensor, and for a Newtonian fluid, it can be expressed 

as: 

 τij=μ (
∂ui

∂xj
+

∂uj

∂xi
) -

2

3
μ

∂uk

∂xk
δij                                  ( 2.3) 

where 𝛿𝑖𝑗 is the Kronecker symbol: 𝛿𝑖𝑗=1 if i=j, 0 if not. In addition, μ (N*s/m2) is 

the dynamic viscosity. With the inclusion, the momentum equation is expressed 

as: 

 
∂(ρui ̇)

∂t
+

∂(∂ρui ̇uj ̇)

∂xj
=-

∂P

∂xj
+

∂

∂xj
[μ (

∂ui

∂xj
+

∂uj

∂xi
) -

2

3
μ

∂uk

∂xk
δij]+ρg

i
  ( 2.4 ) 

Equations (2.1) and (2.4) are acknowledged as the Navier-Stokes equation. 
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In reacting flows, multiple species must be tackled, and hence the conservation 

for each species α is taken into consideration. The species transport equation 

takes the form as: 

 
∂ρYα

∂t
+

∂ρujYα

∂xj
=-

∂ρVα,jYα

∂xj
+ωα̇ , α=1, …, Ns-1               ( 2.5 ) 

where 𝑌𝛼 (-) is the mass fraction of species 𝛼, and 𝜔𝛼̇ is the reaction rate of 

species 𝛼.  𝑉𝛼,𝑗 (m/s) is the diffusion velocity of species 𝛼. In common practise, 

Fick`s Law is employed: 

 Vα,jYα= -Dα
∂Yα

∂xj
                                   ( 2.6 ) 

where D
a

 (m2/s) is the species diffusion coefficient for species a. However, 

under the  consideration (Poinsot and Veynante, 2005) that Fick`s law is only 

effective in binary diffusion, the assumption of equal diffusivity is usually 

employed(Prasad, 2011). By incorporating Equation (2.5) into Equation (2.6), 

the species transport can be solved in the formation: 

 
∂ρYα

∂t
+

∂ρujYα

∂xj
=

∂

∂xj
[ρD

∂Yα

∂xj
]+ωα̇                        ( 2.7 ) 

The diffusivity coefficient D (-) can be associated with the Schmidt number, a 

dimensionless number defined as the ratio of momentum diffusivity (kinematic 

viscosity) and mass diffusivity, donated as: 

 Sc=
μ

ρD
                                        ( 2.8 ) 
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Besides the species transport, the conservation of energy needs to be achieved. 

The energy equation is given in the form of enthalpy h: 

 
∂ρh

∂t
+

∂ρujh

∂xj
=

∂p

∂xj
+τij

∂uj

∂xj
+q̇-

∂qj

∂xj
                        ( 2.9 ) 

where  is the heat source term, and q
j
 is the diffusive flux. The pressure 

gradient term on the right-hand side (RHS) can be negligible if the flow is under 

low Mach number, but should be maintained in piston engines. On the RHS, 

the second term standing for viscous heating is also omitted for low Mach 

number flows. The third term represents the source of heat. The last term is the 

diffusive flux, which can be acquired with Fourier`s law. 

q
j
=-λ

∂T

∂xj
+ρD ∑ hα

∂Yα

∂xj
=

Nsp

α=1
-

μ

Pr

∂h

∂xj
-ρ (

1

σ
-

1

Pr
) ∑ hα

∂Yα

∂xj

Nsp

α=1
          (2.10) 

where A (-) is the heat diffusion or thermal conductivity coefficient. Pr (-) is the 

Prandtl number, which represents the ratio of momentum diffusivity and thermal 

diffusivity 

Neglecting the omitted terms, the energy transport equation is formulised as: 

∂ρh

∂t
+

∂ρujh

∂xj
=

∂

∂xj
[

μ

σ

∂h

∂xj
]+q̇                                  ( 2.11) 

Subsequently, the species and energy transport equations, (2.12) and (2.19), 

can be unitised in a general formation with regard to a universal reactive scalar 

ϕ
α
 (species + enthalpy) needed to describe the system 
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∂ρϕα

∂t
+

∂ρujϕα

∂xj
=

∂

∂xj
[

μ

σ

∂ϕα

∂xj
]+ωα̇ (ϕ,T)                    ( 2.2 ) 

 

2.2 Turbulence modelling 

Turbulence is a phenomenon, which is encountered in everyday phenomena 

such as sea tides, storming clouds and cooking smoke, as well as engineering 

applications like propulsion engines and household furnaces. Turbulent fluid 

motion is characterized by irregularity, rationality, diffusivity and dissipation. 

Research made by Osborne Reynolds (Reynolds, 1883) revealed that 

turbulence takes shape when the inertia forces adequately overwhelms the 

viscous counterpart. The onset of turbulence is described by the Reynolds 

number 

 Re=
UL

ν
 ( 2.3 ) 

Where U (m/s) is the characteristic flow velocity, L (m) is characteristic length 

scale of the flow, and v (m2/s) is the kinematic viscosity. 

The behaviour of turbulence can be illustrated by the governing equations (2.8) 

to (2.11). However, owing to the massive non-linear levels of the partial 

differential equations, analytical solutions are limited to some simple cases. 

To solve for these highly coupled equations, researchers resort to numerical 

methods. The present approaches are mainly divided into three categories: 



45 

 

• Direct Numerical Simulation (DNS) 

• Reynolds Averaged Navier Stokes Equations (RANS) 

• Large Eddy Simulation (LES) 

DNS resolves the full instantaneous governing equations without any 

turbulence model, thus all turbulence scales are explicitly captured with their 

impacts on combustion. Nevertheless, it is not affordable for industrial geometry 

as the computational cost is enormous. The present implementation is still 

limited to simple academic flows. Alternatively, the basic concept of RANS is to 

average the instantaneous governing equations and close the fluctuating 

quantities with models(Favre, 1969). It has been widely practised in the industry 

due to its low computational requirement (Poinsot and Veynante, 2005). 

However, the complexity of flows in modern combustors restricts its accuracy, 

and lack of fluctuation information is another drawback in nature.  

To compromise the conflicts between RANS and DNS, LES (Large Eddy 

Simulation) was invented, where a spatial or spectral filter is employed to the 

governing equations. In this manner, large scales motions are separated from 

the scales under the filter size, where the modelling is required.  

2.3 Large eddy simulation 

LES applies a low-pass spatial filter to the instantaneous governing equations, 

separating motions of the small length scale from those of large length scale. 

The former, known as sub-grid scales, are rather modelled than directly 
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computed, while the latter are resolved. The filtered field, denoted with a bar 

above, is defined as: 

                       ( 2.4 ) 

where Ω is the flow domain, and G is the filter kernel which should be positive 

definite. Δ is the characteristic filter width, which may alter according to the 

position, and is usually defined as the cubic root of the cell volume. 

A widely used manner for the filtering operation is to adopt a top-hat or box filter: 

 G(x- ¢x ) =

1

D3
for x - ¢x <

D

2

0 otherwise

ì

í
ï

î
ï

 ( 2.5 ) 

To tackle the density variations in reacting flows, Favre filtering operation is 

introduced as: 

  ( 2.6 ) 

In this way, instantaneous quantities are divided into a resolved filtered mean 

and an unresolved sub-grid fluctuation: 

  ( 2.7 ) 

  ( 2.8 ) 

Note that different from RANS, the filtering operation should obey these rules 

of manipulation below: 

f =f + ¢f
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af =af

 ( 2.9 ) 

  ( 2.20 ) 

 𝜙̅̅ ≠ 𝜙 ( 2.21 ) 

  ( 2.10 ) 

  ( 2.11 ) 

2.3.1 Filtered Navier-Stokes equations 

Applying the filtering operation to the governing equations, the filtered 

equations take the following forms: 

Continuity: 

 
∂ρ̅

∂t
-

∂ρ̅uj̃

∂xj
=0                                            (2.12 ) 

Momentum:  

 
∂(ρ̅uĩ)

∂t
+

∂(ρ̅uĩuj̃)

∂xj
=-

∂p̅

∂xi
+

∂

∂xj
(2μeij̃-

2

3
μekk̃δij)+

∂τij
SGS

∂xj
+ρ̅g

i
  ( 2.13 ) 

where eij̃=
3

2
(

∂uĩ

∂xj
+

∂uj̃

∂xi
)  is the rate of strain tensor. τij

SGS=ρ̅(uiuj̃ -uĩuj̃) is the 

unresolved Reynolds stress requires a sub-grid scale (SGS) turbulence model 

to close. 

f
1
+f

2
= f

1
+f

2



48 

 

2.3.2 Sub-grid stress closures 

The most common methods to close the unresolved SGS stress are based on 

the eddy viscosity assumption. The idea is to hypothesise a linear connection 

between the SGS shear stress and the resolved rate of strain tensor. The SGS 

stress tensor is estimated as follows: 

 τij
SGS≈

2

3
kSGSδij-2υSGSdev(D̅)SGS                   ( 2.14 ) 

Where 𝜐𝑆𝐺𝑆 is the SGS eddy viscosity, 𝐷̅ is the resolved rate of strain tensor, 

and kSGS is the SGS kinetic energy.  

Different approaches are used to compute this kinetic energy. The Smagorinsky 

model uses the algebraic local equilibrium, but the one equation eddy viscosity 

model solve a modelled balance equation to simulate its behaviour. The 

transport equation is adopted to describe the impact of kSGS attributable to SGS 

energy production, dissipation and diffusion: 

∂(ρkSGS)

∂t
+

∂(ρuj̃kSGS)

∂xj
-

∂

∂xj
[ρ(υ+υSGS)

∂kSGS

∂xj
] =-ρτij:D̅ij-Cϵ

∂ρkSGS

3
2⁄

Δ
 ( 2.15 ) 

Where 𝐶𝜖 is a model coefficient. 

The main motivation to employ the one-equation SGS models is to dismiss the 

insufficiency of local balance hypothesis between the SGS energy production 

and dissipation adopted in these algebraic models. Such a phenomenon may 
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appear in high Reynolds number flows and/or in the cases of coarse grid 

resolution.  

Besides, an additional dynamic procedure can be employed to evaluate the 

coefficient Cε in the transport equation using a test filter field. The field is locally 

constructed from the grid-scale region by applying a test filter usually 2 times 

larger than the conventional filter width. In this way, the coefficient is 

dynamically determined. This process can improve the accuracy of the SGS 

turbulence model, especially in the high gradient region like shear layers. 

Benefited from it, this method is frequently used in the following reacting 

simulations. 

2.3.3 Filtered transport equations 

After manipulation of filtering operation, the filtered scalar transport equations 

are described as: 

Chemical species: 

 
∂ρ̅Yα̃

∂t
+

∂ρ̅uj̃Yα̃

∂xj
=

∂

∂xj
[ρD

∂Yα̃

∂xj
] +ωα̇̅̅ ̅̅ -

∂J
Yα̃,j
SGS

∂xj
                 ( 2.16 ) 

 

Enthalpy: 

 
∂ρ̅h̃

∂t
+

∂ρ̅uj̃h̃

∂xj
=

∂

∂xj
[ρD

∂h̃

∂xj
] +q̅̇-

∂Jh̃,j
SGS

∂xj
                    ( 2.17 ) 
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For the sub-grid fluxes, a gradient diffusion assumption of the form: 

 Jα,j
SGS

=-
μSGS

σSGS

∂ϕα

∂xj
                            ( 2.30 ) 

where is the unclosed chemical source term, which cannot be resolved 

directly and remains the most difficult task in turbulent combustion modelling. 

 

2.4 Combustion modelling 

2.4.1 Chemical reaction kinetics 

Considering a reacting system of NS species containing NR reactions, the 

reaction rate for k-th elementary reaction is defined as: 

 W j = k fj
na j
f

ca
a=1

NS

Õ - kbj
na j
b

ca
a=1

NS

Õ  ( 2.31 ) 

where  na j

f
 and na j

b
 are the exponential coefficient of the forward and backward 

reactions,  

Note that ca  (mol/L) is the species molar concentrations. 

 
ca =

rYa

Wa

 ( 2.18 ) 
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Are the rate constants, and they are usually modelled using the empirical 

Arrhenius law: 

  ( 2.19 ) 

where A (-) is the pre-exponential constant, and Ej (kJ/mol) is the activation 

energy. 

Summing all the reaction rates results in the chemical source term: 

  ( 2.20 ) 

where e f
a j

 and eb
a j  the stoichiometric coefficient of the forward and backward 

reactions. 

2.4.2 Combustion models 

Most modelling methods are projected for one particular combustion regime 

(premixed, or non-premixed). The model developed in this work is not restricted 

to specific flame structures. Nonetheless, some well-established modelling 

approaches will be briefly reviewed in this section for the different combustion 

regimes.  

2.4.2.1 Premixed turbulent combustion  

Premixed combustion happens after the fuel and oxidiser are mixed at the 

molecular level. Visually, it is featured by a thin flame front. When turbulence is 

k fj = A fj exp(-
E j

RT
)
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introduced, things become different. Fist, turbulence wrinkles the flame front, 

and in extreme situations, quenches the flame. In turn, combustion generates 

heat release, which leads to speeding up of flows and gaseous kinematic 

viscosity increase. The former is the source of flame-generated turbulence, 

while the latter may laminarise the flow field. These turbulence-combustion 

synergies bring in a broad range of time and length scales, adding difficulties to 

modelling. To cope, a large number of approaches were proposed in recent 

decades. 

1, G-equation  

The G-equation models employ a prospect that if the flame thickness is thin and 

the flame front can be defined as a surface propagating, the evolution equation 

can be expressed by the so-call G-equation: 

  ( 2.21 ) 

Where s
T
 is SGS turbulent flame speed, and it can be modelled by another 

equation: 

 
s
T

s
L

=1+a
¢u

s
L

æ

è
çç

ö

ø
÷÷

n  ( 2.22 ) 

Where ¢u  is the SGS turbulence level. 

G-equation models enjoy a lot of popularity as an LES approach into turbulent 

premixed combustion, has been applied to practical combustors(Janicka and 
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Sadiki, 2005). Nevertheless, it has some defections. As the accurate definition 

of the turbulent flame speed is difficult, the models for approximation are not 

applicable universally. On the hand, the assumption of very thin flame front is 

not persuasive, and turbulence can have significant distortion on flame surface.  

2, Artificially thickened flames 

In this approach proposed by (Butler and O'rourke, 1977), the thin flame front 

is artificially thickened, and it can be calculated on a coarse grid. In the light of 

laminar premixed combustion theories, the flame speed and the flame 

thickness are defined as: 

  ( 2.23 ) 

 d 0

L
¥FD s 0

L
¥Fd0

L

 ( 2.24 ) 

where D is the thermal diffusivity. Then, consider increasing the thermal 

diffusivity by a factor and decreasing the mean chemical source term by the 

same magnitude, and the flame speed stays unchanged. After modification, the 

expression becomes: 

    
（2.39）

 

d 0

L
¥FD s 0

L
¥Fd0

L     
（2.40） 

As long as F is large enough, the thickened flame front can be calculated on 

the mesh. Now that the reaction rate is achieved in the form of Arrhenius law, 

flame phenomena (for example, ignition, quenching, stabilisation) can be 
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maintained, and no sub-models are needed. Nevertheless, when the flame front 

is thickened by F, the Damkohler number is reduced by F, meaning that the 

interactions between turbulence and chemistry are altered. This approach has 

been used widely to study practical combustion problems in gas turbines and 

other industrial combustors(Colin et al., 2000, Wang et al., 2011, Proch et al., 

2017). 

3, Flame surface density (FSD) 

It is clear that LES meshes are too coarse to resolve the premixed flame front 

on. However, according to the study (Boger et al., 1998), the filtered progress 

variable can still be calculated if a physical space Guassian filter is adopted. 

The closure for flame surface density model is expressed as: 

 
rS

d
Ñc » r

u
S
L
S

D

 ( 2.41) 

Where r
u  

is the density of unburned gas, and S
D
is the SGS flame surface 

density. 

To evaluate the flame surface density, there are different methods via algebraic 

expression(Boger et al., 1998), similarity models(Knikker et al., 2004), or 

solving balance equations(Hawkes and Cant, 2000). 

2.4.2.2 Turbulent non-premixed combustion 

Turbulent non-premixed combustion is another common phenomenon in 

engines and other industrial combustors.  In structure, it is not essential to 
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necessitate a perfect mixing of fuel and oxidiser, contrary to premixed 

combustion. Besides, since the flame does not propagate, undesirable issues 

like flashback and auto-ignite can be avoided more easily.  

1, Linear Eddy Model (LEM) 

In linear eddy model, convection and diffusion are regarded as two different 

processes. SGS chemical reaction and turbulent mixing are described based 

on a one-dimensional problem(McMurtry et al., 1993). Firstly, turbulent stirring 

is seen as a re-arrangement process acting on a reference scalar field. 

Secondly, molecular diffusion and chemistry are resolved through a balance 

equation: 

  ( 2.42) 

In this formulation, detailed chemistry can be easily included. Besides, the 

filtered species fractions and temperature can be estimated directly without 

other models. Unfortunately, these explicit solutions in each grid give rise to 

computational overload. 

2, Flamelet model 

The idea of this approach is that chemical reaction happens so fast that its scale 

is smaller than the small scales of turbulence. Under this assumption, the 

reaction zone can be seen as laminar, and diffusion process is normal to the 

mixture surface. The species transport equations can be expressed as: 
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  ( 2.43) 

A steady flamelet assumption is usually adopted due to its simple form. 

However, when it comes to a slow chemical process such as pollutant 

generation and heat radiation, it suffers from inaccuracy. Under such 

circumstances, an unsteady formation should be considered. Current 

application in LES are (Saghafian et al., 2015, Perry et al., 2017, Philip et al., 

2015) 

3, transported probability density function 

The idea of probability density function (PDF) model is representing flow 

variables with a one-point, one-time joint PDF. The filtered unclosed terms can 

be obtained through solving the transport equation in the formation of PDF. 

Since the PDF transport equation introduces a lot of dimensionalities, statistic 

approaches like Monto Carlo method and stochastic fields method(Jones et al., 

2014) are applied to reduce the high computational load. 

Many researchers (Jangi et al., 2015, Kuron et al., 2017, Wang and Kim, 2015, 

Yadav et al., 2013) have proved transported PDF is a very precise model in 

predictions of turbulent non-premixed combustion. One major benefit of this 

method is from the explicit expression of the chemical source term, and various 

flame behaviours like auto-ignition and quenching can be captured. However, 

one big setback is the high computational cost from solving a great many 

independent variables. Besides, lack of an appropriate mixing model constrains 

this model. 
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4, Presumed PDF 

To mitigate expensive computing cost of the transported PDF method, 

presumed PDF is introduced. Although the PDFs can present any shape in 

modeling combustion, they share some behaviour in common and thus can be 

presumed a certain shape. In many cases, a p-function is assumed. In this way, 

much computational load is reduced. However, the drawback also comes from 

the presumed shape, which is very difficult to define when it deals with the multi-

dimensional joint-PDFs. This area is also very active in the context of LES in 

recent years(Baurle and Girimaji, 2003, Lempke et al., 2013, Salehi et al., 2013). 

2.4.2.3 Partially premixed combustion 

In this regime, the flow field is characterized by simultaneous occurrences of 

both premixed combustion features like extinction or flame propagation, and 

typical non-premixed combustion phenomena like mixing-controlled reactions. 

It is encountered in many modern practical combustors. To tackle the flame 

complication, a combustion model capable of all regimes is required.  

Successful approaches in recent years are flamelet/progress-variable 

model(See and Ihme, 2015, Knudsen and Pitsch, 2015, Nambully et al., 2014), 

conditional moment closure model(Coriton et al., 2015, Kronenburg and Stein, 

2017) , dynamic thickened flame model(Esclapez et al., 2015), stochastic fields 

PDF model(Jones and Prasad, 2010). 
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2.4.3 Brief analysis 

Although the theoretical potential of these methods to predict transient 

phenomena is already widely accepted, in reality, it does not guarantee that it 

is applicable. A major limitation of LES when applied to industrial-like 

configurations is the uncertainties introduced by the SGS models. These 

models, depending on the assumptions they are derived, have limitations in the 

physics they can represent. Also, some models do not have the correct limiting 

behaviour as the grid size approached the Kolmogorov scale.   

Another problem with LES is the high computational overload. In most LES 

studies presented in the literature, this results from the higher grid resolution 

and smaller time-steps in comparison to RANS as well as the use of SGS 

turbulent combustion models over the whole computational domain, even in 

areas that not much information in reality lies “below” the grid size. Although 

the issue of overload resulting from the grid resolution has been addressed by 

adaptive grid methodologies, less tried are adaptive turbulent combustion 

models. Apart from adding to the computational cost, non-adaptive models also 

lead to wrong predictions in some areas. It should be noted that for example 

most turbulence models are derived based on the idea of enforcing energy 

dissipation from large scales to smaller ones.  However, in more laminarised 

areas of the flow, the assumption of turbulence cascade fails and the models 

overestimate the local energy dissipation.   
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Due to these deficiencies, a new series approach will be presented to provide 

a new look into turbulent combustion modelling. 

2.5 Summary 

This chapter serves as theory fundamentals for large eddy simulations of 

turbulent reacting flows. In the beginning, the governing equations of turbulent 

reacting flows are addressed. With the notion of filtering operation, the filtered 

balance equations for LES are arrived at. To close the SGS stress term, a one 

equation eddy viscosity model is introduced and analysed along with its 

dynamic procedures. To solve for the turbulent flames, chemical kinetics are 

introduced. Common combustion approaches in the context of LES are 

presented and discussed in different combustion regimes.  
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3 Series Approach for 

Turbulent Combustion 

Modelling 

In this chapter, the focus is on the development of the series model. Starting 

points are the mathematical procedures of derivation, which is the emphasis of 

this work. Then, the implementation into OpenFOAM is addressed. Next, 

theoretical analysis is introduced to identify the characteristics of the model. 

Finally, the error sources of the model are briefly discussed. 

3.1 Mathematical derivation 

In this study, the series SGS model is derived following a mathematical 

approach, where the multiple-dimensional Taylor series expansion of the 

unfiltered chemical source term is introduced. As shown in Equation (2.34), the 

chemical source term is a highly non-linear formation, which can vary sharply 

in space, besides, it is not differential in physical space. Thus, the series 

expansion is performed in the scalar space around the filtered value. For 

simplicity, the formalism is presented first for a single reactive scalar (the 

extension to multiple variables will be shown in the following sections): 
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 ω̇(c)≈ω̇(c̅)+
∂ω̇

∂c
|
c=c̅

δc+
1

2

∂
2
ω̇

∂c2
|
c=c̅

(δc)2+…                 ( 3.1 ) 

Where the species molar concentration 𝑐 =
𝜌𝑌

𝑊
, W is the molecular weight.  

Inside this equation, the term 𝛿𝑐 = (𝑐 − 𝑐̅) is hardly to be predicted in the frame 

of large eddy simulation. In this sense, a transformation is added to the above 

equation, which is the highlight of the derivation: 

 δc=
∂c

∂xi
δxi = 

∂c

∂xi
(xi-xi̅)                              ( 3.2 ) 

Then, Equation (3.1) takes the form as: 

       ω̇(𝑐)≈ω̇(c̅)+
∂ω̇

∂c
|
c=c̅

∂c

∂xi
δxi+

1

2

∂
2
ω̇

∂c2
|
c=c̅

(
∂c

∂xi
δxi)

2

+…            ( 3.3 ) 

More specifically: 

 ω̇(𝑐)≈ω̇(c̅)+(xm-xm̅̅̅̅ )
∂ω̇

∂c
|
c=c̅

∂c

∂xm
+ 

(xm-xm̅̅̅̅ )(xn-xn̅)
1

2

∂
2
ω̇

∂c2
|
c=c̅

∂c

∂xm

∂c

∂xn
+…     ( 3.4 ) 

Note for compactness, index notation is employed in the equations. 

Now filtering operation (for details, the reader can refer to the equations (2.14) 

and (2.15)) is applied. All terms with odd powers of x, y, and z are eliminated 

as a result of symmetry. This elimination is identical to the reported Taylor 



62 

 

series expansion of velocity field(Katopodes et al., 2000a, Katopodes et al., 

2000b, Chow et al., 2005) and of species scalar(Domingo and Vervisch, 2015, 

Domingo and Vervisch, 2017).  

Then, the equation is organized as: 

ω̇(c)̅̅ ̅̅ ̅̅ ̅=ω̇(c̅)+
∆x

2

24
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2
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2̅̅ ̅̅ ̅̅ ̅̅

+
∆y

2

24

∂
2
ω̇

∂c2
|

c=c̅

(
∂c

∂y
)

2̅̅ ̅̅ ̅̅ ̅̅

+
∆z

2

24

∂
2
ω̇

∂c2
|

c=c̅

(
∂c

∂z
)

2̅̅ ̅̅ ̅̅ ̅̅

+ 

∆x
4

1152

∂
4
ω̇

∂c4
|

c=c̅

(
∂c

∂x
)

4̅̅ ̅̅ ̅̅ ̅̅

+
∆y

4

1152

∂
4
ω̇

∂c4
|

c=c̅

(
∂c

∂y
)

4̅̅ ̅̅ ̅̅ ̅̅

+
∆z

4

1152

∂
4
ω̇

∂c4
|

c=c̅

(
∂c

∂z
)

4̅̅ ̅̅ ̅̅ ̅̅

+
∆x

2∆y
2

1728

∂
4
ω̇

∂c4
|

c=c̅

(
∂c

∂x
)

2

(
∂c

∂y
)

2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

+ 

∆x
2∆z

2

1728

∂
4
ω̇

∂c4
|
c=c̅

(
∂c

∂x
)
2

(
∂c

∂z
)
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
+

∆z
2∆y

2

1728

∂
4
ω̇

∂c4
|
c=c̅

(
∂c

∂z
)
2

(
∂c

∂y
)
2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
+O(Δ

6
)          (3.5) 

As the filtering operation is isotropic, the equation can be rearranged in the form 

as: 

ω̇(c)̅̅ ̅̅ ̅̅ ̅=ω̇(c̅)+
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For turbulent scalar signals, the fourth order terms were not found to play a 

major role, and the filtering may be achieved with only the second-order 

derivatives(Katopodes et al., 2000a) Such approximate filtering has already 

been used in the atmospheric boundary layer scalar transport(Chow et al., 2005) 
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and also combustion context, to perform a priori tests of SGS modelling from 

the filtering of  DNS data(Moureau et al., 2011).Terms of O(Δ4) and higher are 

neglected. Numerical schemes for scalar gradients in LES of reactive flows are 

often second order and therefore retaining the terms O(Δ^4 ) the series model 

will only be sixth-order accurate if the order of the overall scheme will change 

to the same order (Domingo and Vervisch, 2015). The final expressions are 

arrived at: 

ω(c)̇̅̅ ̅̅ ̅̅ ̅=ω̇(c̅)+
Δ

2

24

∂
2
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∂c2
|
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∂c
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+O(Δ

4
)      ( 3.7) 

The same procedures can be applied to the chemical source term, which is a 

function of multiple species, temperature and pressure: 

ωα̇ (φ
1
, φ

2
, …,φ

k
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̅̅ ̅, …,φ

k
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∂φn
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+O(Δ

4
)  (3.8) 

Note for compactness, index notation is employed in the equations. 

Inside the equation, the filtered scalar gradient term is not closed. Similarly, it 

takes the form of scalar dissipation term: 

∂φm

∂xi

∂φn

∂xi

̅̅ ̅̅ ̅̅ ̅̅
=

∂φm
̅̅ ̅̅

∂xi

∂φn
̅̅̅̅

∂xi
+χSGS      ( 3.9 ) 
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Where χ
SGS

 behaves in analogy to a sub-grid scalar dissipation rate, and it 

accounts for the effects of un-resolved scalar gradients. In the present work, an 

algebraic approach (Knudsen et al., 2012)  is employed as: 

χSGS=CSGS
∂φm

̅̅ ̅̅

∂xi

∂φn
̅̅̅̅

∂xi
      ( 3.10 ) 

In the context of non-premixed combustion, CSGS  is widely chosen to be 0.1 

following (Navarro-Martinez and Kronenburg, 2007, Branley and Jones, 2001). 

For premixed combustion, CSGS can be presumed as 0 or 0.1 for lack of relevant 

empirical values reported in previous research. Another method to model the 

scalar dissipation type term is transport equation models, as (Knudsen et al., 

2012) proposed and tested on a non-premixed auto-ignition jet flame. The 

results showed better accuracy over the algebraic approach. However, its 

employment still remains within non-premixed scopes and introduces more 

complexity.  

In this way, the model is explicitly closed as: 
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k
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+O(Δ

4)    (3.11) 

The series model can be understood as a combination of a chemical 

source term neglecting SGS terms (seen as a no-model or perfectly mixed 
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closure) and a SGS contribution which depends on the square of the filter width, 

and the model is fourth-order accuracy in terms of Taylor series expansion: 

               ω̇(φ)̅̅ ̅̅ ̅̅ ̅=ω̇(φ̅)+ω̇SGS                                     （3.12） 

Note that the second derivative of the chemical source term is conducted on 

the scalar space. It has analytical solutions in the forms of Arrhenius laws, but 

numerical procedures are needed when temperature is involved as a variable. 

This is because the temperature appears in the power of the exponent function, 

as shown in Equation (2.33). 

3.2 Numerical Implementation in OpenFOAM 

The series model is implemented based on the OpenFOAM platform. 

OpenFOAM is a C++ toolbox for the development of customised numerical 

solvers, and pre-/post-processing utilities for the solution of continuum 

mechanics problems, including computational fluid dynamics (CFD). These 

advanced CFD features are essential for modelling industrial fires where the 

scale is large, and the geometry is complex. The advantages of OpenFOAM 

using object-oriented programming techniques are fully illustrated in the 

article(Weller et al., 1998). 

In practice, the series model is incorporated in the reactingFoam solver through 

the scalar transport equations, which is a solver for turbulent reacting flows 

based on the chemical reactions. To be specific, the library combustionModel 

is modified to import the sub-grid part of the series model into the source term 
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interface; In order to utilise the information of Arrhenius reaction rate and 

gradient, the library chemicalModel is called. Then, the series model is coupled 

through the scalar transport equation with LES equations in the frame of a new 

reactingFoam-like solver. Note that PIMPLE algorithm is employed to deal with 

iterative procedures for coupling equations for momentum and mass 

conservation. It is a combination of PISO (Pressure Implicit with Splitting of 

Operator) and SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) 

(Jang et al., 1986). In terms of the local strong scalar gradients introduced by 

discontinuous chemical source term, one fifth of the unfiltered term is restricted 

for the SGS part. The numerical structures of the series model is shown in 

Figure 3.1. 
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Figure 3.1 The numerical structures of the series model 

 

3.3 Characteristics of the series model 

As the full expression of the series model is arrived at, the features of the new 

sub-grid model can be analysed theoretically.  

Firstly, the series model is a mathematical approach other than the 

conventional models. It has no assumption regarding the combustion regime 
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and, a-priori, the model could be applied to both premixed, and non-premixed 

premixed combustion regimes. This characteristic will be presented in the 

following chapters. 

Secondly, although similar approaches (Villasenor et al., 1992) had been tried 

within the RANS context, they were not successful. In RANS the non-linear 

terms of the series expansion (ω̇flucturation) can have values much higher than 

the first order term, because of the large temporal fluctuations. This makes the 

model very sensitive to the modelling of the terms (YF"YO"̅̅ ̅̅ ̅̅ ̅̅ ̅, YF"T"̅̅ ̅̅ ̅̅ ̅). In LES, on 

the contrary, the magnitude of these terms is smaller given a relatively better-

resolved grid that is always necessary to capture (non-reactive) flow 

characteristics related to features above the Taylor scale.  

Besides, all the information for the model is obtained from the flow field. The 

accuracy level of the method is determined by the Taylor series order. 

Last but not least, the model also predicts the correct limiting behaviour, and 

the sub-grid contribution reduces with the square of the filter size, approaching 

DNS as  approaches Kolmogorov scales. This is clearly shown in Equation 

(3.10).  

3.4 Error analysis 

Although the series model is derived in a mathematical approach and the 

formulation is explicit in theory, computational errors can inevitably be 

introduced when applied to numerical simulation of LES like other well-
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established sub-grid combustion models. In the analysis, the sources of error 

potentially come from these aspects as flows: 

Firstly, the influence of higher order terms. 

The accuracy of the model is mainly determined by order of Taylor series, as 

same as other Taylor series expansion in mathematical nature. In application, 

terms of the fourth and higher order are neglected, due to that commonly the 

fourth orders were not found to play a major role. Nevertheless, under some 

extreme conditions like deflagration and detonation, the higher order signal can 

significantly affect the flow field. In these cases, the neglecting of higher orders 

may lead to inaccuracy of predicting the sub-grid influence. On the other hand, 

another difficulty comes from a theoretical derivation. Katopodes (Katopodes et 

al., 2000a, Katopodes et al., 2000b) pointed out that the filtering may be 

achieved with only the second-order derivatives. However, in general, 

numerical schemes for scalar gradients in LES of reactive flows are often 

second order and therefore retaining the O(Δ4)  the terms will be accurate 

(Domingo and Vervisch, 2015). 

Secondly, the approximation of the scalar gradient term 

The approximation in the equation (3.9) could be inaccurate in some poorly 

resolved premixed flames, where the unfiltered scalar gradients are much 

larger or smaller than filtered ones. This can be improved by employ a more 

refined mesh, or adding a sub-grid mixing model, or a scalar dissipation type 

approximation.  
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Thirdly, the numerical scheme for gradients 

In turbulent flames, the scalar gradient can be quite strong especially in the 

shear layers introduced by the discontinuous chemical source term. This will 

give rise to inaccuracy in the prediction of the numerical scheme. Under this 

circumstances, a specific numerical treat should be employed with limiting 

behaviours. Another solution is to increase the mesh resolution near the strong 

gradient areas. 

Fourthly, the chemical mechanisms. 

 The series model consists of a second derivative of the chemical source term 

in the expression. If the chemical mechanism used is not accurate, it will 

influence not only the chemical contribution to the flow field but also the 

prediction of the sub-grid scale quantity. Potentially, a more detailed 

mechanism would provide better accurate prediction, however, it would 

introduce more computational load. The choice of a well-established chemical 

scheme is very crucial.  

3.5 Examination scope within this study 

The application of the series model in this work will be limited to turbulent 

reacting flows at low Mach numbers (Ma < 0.8), as the governing equations in 

the solver are under low Mach number assumptions. The validation 

experimental cases are selected within this range. 
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Besides, the soot effect is negligible. In the Sandia flame cases, the jet fluid is 

a mixture of three-parts air and one-part CH4 by volume. This mixture 

significantly reduces the problem of fluorescence interference from soot 

precursors, allowing improved accuracy in the scalar measurements. In the 

Bunsen flame and bluff-body stabilised flame, the lean premixed combustion 

generates soot-free flames. Meanwhile, thermal radiation is not reported to play 

a significant role in these above flames, and is not considered in this study. 

Most published LES simulation of the investigated cases neglected these 2 

factors as well. 

3.6 Summary 

In this chapter, a new series approach for combustion modelling in LES is 

derived and introduced. At first, the mathematical procedures of derivation are 

addressed. The principle notion is based on Taylor series expansion of the 

unclosed source term around the filtered value. An important step within is to 

transform the differentials in the scalar field, which is hardly to be determined, 

to those in the physical space. 

 Then, the model is implemented into the reactingFoam solver on the platform 

of OpenFOAM. PIMPLE algorithms are employed to deal with the couple of 

density and pressure. The detailed code structure is shown in the flowchart. 

 Next, theoretical analysis is introduced to identify the characteristics of the 

model. The model is independent of combustion regimes and free from other 
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parameters. Besides, the model has the properties of limiting behaviour when 

the filter size approach Kolmogorov scales. 

Finally, the error sources of the model are briefly discussed. Four potential 

sources are identified, that is, the influence of higher order terms, the scalar 

gradient term, the numerical scheme, and the chemical mechanisms. Besides, 

the control measures to reduce them is also brought forward. The examination 

scope is outlined as well. 

The following chapters are devoted to full scale test cases using the series 

model derived in this chapter. In Chapter 4, Sandia flame series in the non-

premixed premixed regime will be simulated, followed by the computation of a 

Bunsen piloted premixed flame in Chapter 5. Finally, the results of a bluff-body 

stabilised premixed flame will be discussed in Chapter 6. 
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4 Simulation of Sandia Flame 

Series 

 

In this chapter, the simulation of Sandia flame D and F is presented to 

demonstrate the capability of the series model in predicting turbulent non-

premixed combustion. The simulation is conducted in two grid resolutions, and 

no SGS model is employed as a comparison test.  

 

4.1 Introduction 

The Sandia Flames represent an ideal validation benchmark, as they 

encompass a range of turbulent burning regimes from a simple non-premixed 

flame (Flame D) to flames with strong extinction and re-ignition (Flames F) in 

essentially the same geometric configuration(Jones and Prasad, 2010). Since 

release, they have been widely used for model verification. Table 4.1 lists the 

details of previous Sandia flames LES simulation cases.  
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Table 4.1 Survey of previous Sandia Flames LES simulation cases (mostly in recent ten years) 

Researchers Simulation 
targets 

Turbulent SGS 
closures 

Turbulent 
reacting LES 
closures 

Simulation 
domain 

Grid resolution Chemistry 
mechanism 

Code 

Thomas 
Jaravel(Jaravel 
et al., 2018) 

Flame D SIGMA eddy 
viscosity model 

Direct 
integration of 
reduced 
chemical 
kinetics 

40D× 40D× 
138D 

375 million 
tetrahedral 
elements(unstru
ctured meshes) 

GRI 2.0 and 3.0 AVBP solver co-
developed by 
CERFACS and 
IFPEN 

Wei Zhao(Zhao, 
2017) 

Flame D and F Dynamic 
Smagorinsky 
model 

multi-
environment 
PDF model 

(8-44D) × 2π× 
80D 

197 × 101 × 
64(cylindrical 
coordinates) 

Reduced GRI 
3.0 

Self-developed 
house code 

A.W. 
Vreman(Vrema
n et al., 2008, 
Vreman et al., 
2009) 

Flame D and F An eddy-
viscosity model 

presumed β-pdf  
and 
thickened flame 
approach 

40D× 40D× 
150D 

128 × 128 × 
320(Cartesian 
coordinates) 

GRI 3.0 Self-developed 
house code 

Matthias 
Ihme(Ihme and 
Pitsch, 2008b, 
Ihme and 
Pitsch, 2008a) 

Flame D and E Dynamic 
Smagorinsky 
model 

Extended 
flamelet/progres
s variable model 

26.5D× 2π × 
80D 

160× 64× 256 
(cylindrical 
coordinates) 

GRI 2.11  Self-developed 
house code 

W.P. 
Jones(Jones 
and Prasad, 
2010) 

Flame D-F Smagorinsky 
model 

Eulerian 
stochastic field 
method 

20D× 20D× 50D 81 × 81 × 160 
(Cartesian 
coordinates) 

augmented 
reduced 
mechanism of 
GRI3.0 

Self-developed 
house code 

Radu 
Mustata(Mustat
a et al., 2006) 

Flame D Eddy viscosity 
model 

Eulerian Monte 
Carlo field 
method 

40D× 40D× 84D 68 × 68 × 106 
(Cartesian 
coordinates) 

Jones and 
Lindstedt 4-step 
mechanism 

Self-developed 
house code 
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Venkatramanan 
Raman(Raman 
and Pitsch, 
2007) 

Flame D and E Dynamic 
Smagorinsky 
closure 

Lagrangian 
filtered-density 
approach 

20D× 2π × 80D 256 ×  128 ×  32  
(cylindrical 
coordinates) 

GRI-2.11 Self-developed 
house code 

A. 
Garmory(Garm
ory and 
Mastorakos, 
2011) 

Flame D and F dynamic 
Smagorinsky 
model 

Conditional 
Moment Closure 

20D× 20D× 80D 1.3M nodes 
 (CMC grids) 

ARM2 chemistry Self-developed 
house code 

Y Ge, 
M.J.Cleary  (Ge 
et al., 2011, Ge 
et al., 2013, 
Cleary et al., 
2009) 

Flame D-F dynamic 
Smagorinksy 
Model 

hybrid Eulerian 
LES/sparse-
Lagrangian 
MMC model 

35D× 2π × 35D 512 × 55 ×  32 
(cylindrical 
coordinates) 

GRI-3.0 Self-developed 
house code 

DA 
Lysenko(Lysenk
o et al., 2014) 

Flame D one equation 
eddy viscosity 
model 

Eddy 
Dissipation 
Concept 

21D× 2π × 73D 240 × 60 × 90 
(cylindrical 
coordinates) 

GRI3.0 and 
Single Step 
mechanism 

OpenFOAM 

H. Pitsch 
(Pitsch and 
Steiner, 2000) 

Flame D Smagorinsky 
model 

Lagrangian 
Flamelet Model 

15D× 2π × 80D 110× 48× 192 
(cylindrical 
coordinates) 

GRI 
2.11 

Self-developed 
house code 

MRH 
Sheikhi(Sheikhi 
et al., 2005) 

Flame D modified kinetic 
energy viscosity 
model 

Flamelet model 15D× 15D× 80D 101 × 101 ×  
91(Cartesian 
coordinates) 
 

GRI 
2.11 

Self-developed 
house code 

Navarro-
Martinez(Navarr
o-Martinez et 
al., 2005) 

Flame D Smagorinsky 
model 

Conditional 
Moment Closure 

8D× 8D× 80D 96 × 96 × 320 
Cartesian 
coordinates) 

Detailed 
mechanism by 
Meyer 

Boffin 
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4.2 Test case formulation 

4.2.1 Experimental setup 

Experimentally, Sandia Flames are a well-documented series of six piloted 

methane/air jet flames (A-F), which share the same geometric configuration and 

species composition of the main, pilot and co-flow inlet jets, but are different in 

the main and pilot inlet velocities. The cases selected here for validation are 

Flame D and F; Flame D presents a small degree of extinction and re-ignition, 

with Flame F approaching blow-off. These flames have been studied 

experimentally on a piloted burner at Sydney University(Masri et al., 1996) by 

Barlow (Barlow and Frank, 1998) who measured the temperature and species 

field, and Schneider (Schneider et al., 2003) who provided LDV velocity details. 

The burner has an inner nozzle with a diameter D = 7.2 mm, where the fuel is 

injected at different bulk velocities 49.5m/s and 65m/s for Flame D and F 

respectively, corresponding to a Reynolds number of Re = 22400 and 44800.  

The main fuel is a mixture of 25% methane and 75% air by volume, which 

generates soot-free flames. The pilot nozzle extends to a diameter of 18.2mm, 

which is coaxial to the main jet. From it exits a lean (𝛷 = 0.77, T = 1880K) 

mixture of C2H2, H2, air, CO2, and N2 with the same nominal enthalpy and 

equilibrium composition as methane/air at this equivalence ratio. The flow rates 

to the main jet and the pilot are scaled in proportion for the C-F series, so that 

the energy release of the pilot is approximately 6% of the main jet for each 
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flame. Surrounding the pilot nozzle air streams at a velocity of 0.9m/s.  The 

burner exit is positioned approximately 15 cm above the exit of the vertical wind 

tunnel. Table 5.2 outline the length scale parameters of the Sandia Flames D 

and F. 

Table 4.2 Parameters for the Sandia Flames 

Parameter Expression Value 

Main jet nozzle diameter 

(Characteristic Length) 
D 7.2mm 

Integral Length Scale LI (=D) 7.2mm 

Bulk Inlet Velocity 

(Characteristic Flow Velocity) 
Uin 

Flame D: 49.6m/s ~ 

Flame F: 99.2m/s 

Macroscopic Reynolds Number Resh 
Flame D: 24,000 ~ Flame 

F: 48,000 

Inlet Temperature Tin 298K 

Nominal Pressure P 101kPa 

Kolmogorov Length Scale Resh
-3/4D 

Flame D: 3.7 μm ~ Flame 

F: 2.2 μm 

Cold Flow Filter Width (Pope's 

Criterion(Wang et al., 2011)) 
△=0.083LI 0.60 mm 

Shear Layer Fluctuation 

measured  (Schneider et al., 

2003) 

u’ 
Flame D: 6.1m/s ~ Flame 

F: 13.2m/s 

Integral Time Scale tI= LI / u’ 
Flame D:1.2ms ~ Flame 

F:0.56ms 

Kolmogorov Time Scale Resh
-1/2tI 

Flame D: 7.7 μs ~ Flame 

F: 2.5 μs 

CFL Criterion Time Scale Cmax△/(Uin+Usound) 
Flame D: 1.5 μs ~ Flame 

F: 1.3 μs 
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4.2.2 Simulation setup 

According to Table 4.1, the radial solution domain widely chosen ranges from 

15D to 40D, while the axial part from 35D to 150D.   In this paper, the domain 

for Flames D and F is extend to 70D in the axial direction( Previous 

studies(Elbahloul and Rigopoulos, 2015, Jones and Prasad, 2010) suggest that 

clapping the grids to 50D doesn’t affect the results), and in the radial direction 

it has an increase from 15D to 30D in order to capture the downstream 

flame/temperature expansion.  The grid used is mostly aligned with polar 

coordinates, but in the centre, a square section (o-grid) is applied to avoid very 

fine meshes in the centreline. Two resolutions are employed: a fine grid of 210 

nodes in the radial direction, 83 points in the tangential direction, and 48 points 

in the azimuthal direction; and a coarse one, which is approximately 

downscaled with a factor of 1.5 in each direction (139, 61, 36). The sketch of 

simulation domain and grid allocation is shown in Figure 5.1. 

 

Figure 4.1 A sketch of simulation domain and grid allocation. Blue area: 

main jet. Red area: pilot stream. 
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At the inlet boundary, the mean velocity profiles are prescribed with the detailed 

flow field experimental data(Schneider et al., 2003) 1mm above the nozzle exit. 

The inflow turbulence intensities is imposed with the method of random spots 

by Kornev and his co-workers (Kornev and Hassel, 2007a, Kornev and Hassel, 

2007b, Kornev et al., 2007). For the species, flat profiles are specified using the 

measurements of Barlow(Barlow and Frank, 1998). Free slip conditions are 

used for the lateral boundary, while a non-reflecting outflow conditions are used 

at the outflow plane. For time marching, a second order implicit backward 

differencing scheme is employed. A variable time step is utilised, with 

compressible Courant number restriction of 0.2. The chemical mechanism used 

in the present work is the refined one proposed by Jones and Lindstedt (Jones 

and Lindstedt, 1988) with 4 reactions and 7 species. Besides the series model, 

a no SGS model neglecting the SGS part in the chemical source term 

( ωα̇ (φ
1
, φ

2
, …,φ

k
)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅=ωα̇ (φ

1
̅̅ ̅, φ

2
̅̅ ̅, …,φ

k
̅̅ ̅)) is employed to be a comparison test. 

4.3 Results and analysis 

4.3.1 Instantaneous flow-field structures 

Snapshots of the instantaneous fields for Flame D and F are shown in Figure 

4.2. From the temperature distribution in Figures 4.2(a) and 4.2(d), the flame 

structure displays the conventional characteristics of non-premixed combustion 

(Poinsot and Veynante, 2005) : an initial region close to the injection nozzle 

where the flame is thin and a subsequent zone where the hot product fills the 

majority of the downstream realm. From the reaction zone depicted in Figures 

https://www.thesaurus.com/browse/conventional
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4.2(b) and 4.2(e), the flame structure exhibits two reaction zones separated by 

pilot jet: the inner part is located in the junction between fuel and pilot jet, where 

the reactant mixture is ignited by the pilot stream; the outer part is roughly 

between pilot and co-flow, where the fuel in the pilot jet mixes with the air and 

burns. Figures 4.2(c) and 4.2(f) show that the SGS contribution to the source 

term appears in the reaction zone accordingly, where the series model 

functions. For both Flames D and F, high SGS levels are located in the inner 

reaction zone, and in this region (see Figures 4.2(b) and 4.2(e)), the reaction 

rate is also far larger than in the outer part. This is due to intense mixing and 

combustion happening in the interface between the fuel stream and hot pilot jet. 

Besides, it indicates important sub-grid turbulence-chemistry interactions 

herein. Compared with Flame D, both the maximum absolute value and SGS 

level of CH4 reaction rate in Flame F increase. It is attributed to the high 

Reynolds number, and consequently, intense turbulence enhanced combustion.  
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a. Temperature (Flame D) b. absolute value of the 
CH4 reaction rate (Flame 

D) 

c. SGS contribution ratio of 
CH4 reaction rate (Flame D) 

   

d. Temperature (Flame F) e. absolute value of the 
CH4 reaction rate (Flame 

F) 

f. SGS contribution ratio of 
CH4 reaction rate (Flame F) 

Figure 4.2 Instantaneous snaps of temperature, CH4 reaction rate and 
SGS contribution ratio for Flame D and F 
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4.3.2 Statistical flow-field results 

4.3.2.1 Flame D 

To compare, a set of published Flame D predictions by (Mustata et al., 2006) 

are imported in the following results plots, and are called the Mustata 

predictions hereby. The main reason to select this publication as a reference is 

that it adopts the same 4-step chemistry mechanism and employs the advanced 

Eulerian stochastic field method (ESF) for combustion modelling. For SGS 

stress, the eddy viscosity model is used while in this work dynamic procedures 

are added. The numerical computations were carried out with a parallelized (by 

domain decomposition) second-order accurate finite-volume code called 

BOFFIN (boundary fitted flow integrator). The results presented are carried with 

a grid resolution of 1,001,952 cells, specifically, 84*84*142 nodes, while the fine 

mesh in this study uses 836,640 cells. The domain size has dimensions 

40D*40D*84D, which is a little larger than the series model simulations. All 

boundary conditions are the same as those in this work, except on the spanwise 

surfaces of the computational domain a “wind-tunnel” (Dirichlet type, with the 

same magnitudes as the inflow extremities) condition is imposed. 

Statistical collection is performed over 16 burner flow-through times based on 

the jet bulk velocity.  Prior to that, 10 burner flow-through times are simulated 

to ensure the flows established. All simulations are performed on the UK 

national supercomputing service Archer with 480 2.7 Ghz processors. The total 

simulation time for no SGS model, series model in coarse grids, and series 
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model in fine grids are respectively 27hrs, 36hrs, and 71hrs. In comparison, the 

simulation time for 22 flow through times on a Beowulf with 16 Pentium 4, 2.8-

GHz/2.0-GB nodes interconnected with Myrinet in Mustata`s simulation is 21 

days.  

Figure 4.3 shows the mean and RMS temperature distribution along the 

centreline and radial profiles at axial distributions. Along the centreline, the 

mean temperature, accordingly the flame location, is well reproduced for the 

series model in 2 grids, and so are the Mustata predictions.  The temperature 

RMS keeps the same level as the experimental data, although slightly over-

prediction appears in the upstream before z/D =30. Besides, the RMS profile 

along the centreline duplicates the observations in the experiments that the 

minimum arises around the location of the maximum mean profile. Mustata`s 

results predicted a very close RMS level to the fine resolution simulation of the 

series model. However, this feature is not reproduced by the no SGS model. 

For the radial distribution, the maximum temperatures at 15D and 30D are 

overpredicted by 200K or so, and the over predictions are also detected in the 

outer zone (fuel-lean side) at 7.5D and 30D positions. The discrepancies may 

originate from the thermal radiation that is not considered in LES simulations.  

The over predictions are also spotted in Mustata`s simulations. At the 

downstream 45D location, both series model and the ESF model predict a good 

agreement with experiments. Overall, the series model is better at capturing the 

temperature trend than no SGS model, especially along the centreline. When 

the grid is refined, the results improve, and it is more evident in the downstream. 
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The mean mixture fraction distribution along the centreline and radial profiles at 

axial distributions is depicted in Figure 4.4. The definition of mixture fraction in 

this study is the same as the official documents of Sandia Flame series, 

following Bilger, except that only the elemental mass fractions of hydrogen and 

carbon are included. This is because the jet and coflow boundary conditions for 

the elemental oxygen mass fraction are relatively close, and shot noise in the 

measurements of elemental oxygen mass fraction causes additional noise in 

the mixture fraction as normally defined (Barlow and Frank, 1998). The 

definition is: 

  F= 
0.5(YH-Y2H)

WTH
+

2(YC-Y2C)

WTC
0.5(Y1H-Y2H)

WTH
+

2(Y1C-Y2C)

WTC

                               ( 4.1 ) 

Where  

YH = H element mass fraction in the measured sample, 

YC = C element mass fraction in the measured sample, 

Y1H = H element mass fraction in main jet stream, 

Y1C = C element mass fraction in main jet stream, 

Y2H = H element mass fraction in coflow stream, 

Y2C = C element mass fraction in coflow stream, 

and WTH = 1.008, WTC = 12.011 are atomic weights. 



85 

 

Observed from the centreline profiles, the series model predicts reasonably 

accurate agreement with measurements in the fine grid, only with small over-

prediction from Z/D=10 to 40, illustrating that the shapes of the flame are 

reproduced correctly. The fine grid results are very close to the Mustata 

predictions, in which the mixture fraction is over predicted before Z/D=20. In the 

coarse grid, the profile tends to extend beyond the experimental data on a larger 

scale, but the series model still behaves much better than the no SGS model 

does. On the other hand, the radial profiles of mixture fraction at different 

locations show a good agreement with experiments. Slight over-predictions are 

observed in the outer (fuel-lean side) regions at Z/D =30 and 45 respectively, 

indicating downstream radial overspreading of the jet. These over-estimations 

are more apparent for the no SGS model. In Mustata`s predictions, the ESF 

model generate slight under-estimations at the locations Z/D = 7.5 and 15. 

Figure 4.5 describes the mean and RMS velocity distribution along the 

centreline. Clearly, both the mean quantities and RMS are reasonably well 

predicted for the series model in two grids, albeit with some acceleration after 

15D. These discrepancies are more obvious in the no SGS model results. In 

this regard, the ESF model predicts a better agreement with experimental data. 

Figures from 4.6 depicts the mean and rms profile of CH4 mass fractions along 

the centreline and radial distribution at different axial location. As the centreline 

profiles show, the reactants CH4 consume faster than the experiments, identical 

to the predicted temperature trend. The discrepancies are also spotted in the 

Mustata predictions. For the radial profiles at different axial locations, both the 
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series model and ESF model predict a good trend, though the under-predictions 

are found on the fuel-rich side at the locations z/D = 7.5, 15 and 30 as well. It 

can be attributed to the limitations of the simplified mechanism used here. The 

findings of Roomina et al. (Roomina and Bilger, 2001) and Mustata et al. 

(Mustata et al., 2006) suggest that the C1 scheme in the mechanism gives rise 

to an over-prediction of reaction rates on the fuel-rich side of the non-premixed 

flames. Besides, the global reaction mechanism suffers from the shortcomings 

of predicting intermediates as it is susceptible to diffusive transport (Jones and 

Lindstedt, 1988). The large discrepancy at the location z/D = 4.5 for the no SGS 

model is due to the fact that the centreline profile is over predicted. It shows the 

inefficiency of the no SGS model in a coarse grid resolution and the importance 

of a robust combustion model. 

Figures from 4.7 shows the mean and rms profile of O2 mass fractions along 

the centreline and radial distribution at different axial location. As the centreline 

profiles show, the oxidizer consumes faster than the experiments, identical to 

the predicted CH4 trend. The discrepancies are also spotted in the Mustata 

predictions. For the radial profiles at different axial locations, both the series 

model and ESF model predict a good trend, though the under-predictions are 

found on the fuel-rich side at the locations z/D = 15 and 30 as well. It can be 

attributed to the same reason of the limitations of the simplified mechanism 

explained in the CH4 predictions.  

Figure 4.8 describes the mean and rms profile of CO2 mass fractions along the 

centreline and radial distribution at different axial location. Along the centreline, 
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the mean profile is well reproduced for the series model in 2 grids, and so are 

the Mustata predictions. The RMS values keep the same level as the 

experimental data, although slightly over-prediction appears in the upstream 

before z/D =30. For the radial distribution, an overall agreement with 

experimental data is achieved by the series model, except that the maximum 

value at x/D=15D are slightly overpredicted. Mustata`s results predicted a very 

close mean level to the fine resolution simulation of the series model, though 

the positions of the maximum are slightly under-estimated at location x/D = 7.5 

and 30. Overall, the series model is better at capturing the CO2 trend than no 

SGS model, especially along the centreline. When the grid is refined, the results 

improve, and it is more evident in the downstream. 

Figure 4.9 depict the mean and rms profile of H2O mass fractions along the 

centreline and radial distribution at different axial location. Observed from the 

centreline comparison, the mean profile is well reproduced for the series model 

and the ESF model in the Mustata predictions. The RMS values keep the same 

level as the experimental data, although slightly over-prediction appears in the 

upstream before z/D =30. For the radial distribution, an overall agreement with 

experimental data is achieved by the series model, except that the maximum 

value at x/D=7.5, 15, and 30 are slightly overpredicted. Mustata`s results 

predicted a very close mean level to the experimental, though the positions of 

the maximum are slightly under-estimated at location x/D = 7.5 and 30. Overall, 

the series model is better at capturing the H2O trend than no SGS model, 

especially along the centreline. When the grid is refined, the results improve. 
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Figures 4.10 and 4.11 exhibit the mean and rms profile of CO and H2 mass 

fractions along the centreline and radial distribution at different axial location 

respectively. The mean profile of the both intermediates CO and H2 are 

excessively over-predicted, and this is also evident in the Mustata simulation. It 

is almost out of the same mechanism reasons mentioned above, as explained 

in the part of CH4 predictions.  

For all the results, improvements are observed with grid refinement, especially 

in terms of the prediction of the temperature and mixture fraction. Overall, the 

differences in the results obtained with the two grids are relatively small and 

this indicates that the mesh resolution is sufficient and the model shows good 

grid sensitivity. Compared with the non-model simulation, the series model 

significantly improves mean and fluctuation predictions of the scalar and 

velocity fields. 
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(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

  
(d) z/D = 30 (e) z/D = 45 

Figure 4.3 Mean and rms profiles of temperature along the centreline 
and at different axial locations. Black solid line: mean value of series model 
in fine grid (i). Blue solid line: mean value of series model in coarse grid (ii). 
Red solid line: mean value of no-SGS model in coarse grid (iii). Square 
scatter: mean experimental data  (Barlow and Frank, 1998)  (iv). Black dashed 
line: rms value of series model in fine grid (v). Blue dashed line: rms value of 
series model in coarse grid (vi). Red dashed line: rms value of no-SGS model 
in coarse grid (vii). Round scatter: rms experimental data  (Barlow and Frank, 
1998)  (viii). Green solid line: mean value of ESF model in Mustata`s 
simulations (Mustata et al., 2006)  (ix).  
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(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

  
(d) z/D = 15 (e) z/D = 15 

Figure 4.4 Mean profiles of mixture fraction (-) along the centreline and at 
different axial locations. Black solid line: series model in fine grid (i). Blue 
solid line: series model in coarse grid (ii). Red solid line: no-SGS model in 
coarse grid (iii). Square scatter: experimental data  (Barlow and Frank, 1998)  
(iv). Green solid line: mean value of ESF model in Mustata`s simulations 
(Mustata et al., 2006)  (v). 
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Figure 4.5 Mean and rms profiles of axial velocity along the centreline. 
Black solid line: mean value of series model in fine grid (i). The figure 
notation is the same as Figure 4.3. 

  



92 

 

 

 
(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

  
(d) z/D = 30 (e) z/D = 45 

Figure 4.6 Mean and rms profiles of CH4 mass fraction along the centreline 
and at different axial locations. The figure notation is the same as Figure 4.3. 
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(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

  
(d) z/D = 30 (e) z/D = 45 

Figure 4.7 Mean and rms profiles of O2 along the centerline and at different 
axial locations. The figure notation is the same as Figure 4.3. 
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(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

  
(d) z/D = 30 (e) z/D = 45 

Figure 4.8 Mean and rms profiles of CO2 along the centerline and at 
different axial locations. The figure notation is the same as Figure 4.3. 
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(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

 

 

(d) z/D = 30 (e) z/D = 45 

Figure 4.9 Mean and rms profiles of H2O along the centreline and at 
different axial locations. The figure notation is the same as Figure 4.3. 
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Figure 4.10 Mean and rms profiles of CO along the centreline and at 
different axial locations. The figure notation is the same as Figure 4.3. 

 

 

Figure 4.11 Mean and rms profiles of H2 along the centreline and at 
different axial locations. The figure notation is the same as Figure 4.3. 
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4.3.2.2 Flame F 

To compare, a set of published Flame F predictions by (Jones and Prasad, 

2010) are imported in the following results plots, and are called the Jones 

results hereby. The main reason to select this publication as a reference is that 

it features the Eulerian stochastic field (ESF) method for combustion modelling. 

Besides, an augmented reduced mechanism (ARM) derived from the full GRI 

3.0 mechanism is incorporated to describe the chemical reaction. For SGS 

stress, the dynamic Smagorinsky model is employed while the dynamic eddy 

viscosity model is used in this work. The numerical computations were carried 

out with a parallelized (by domain decomposition) second-order accurate finite-

volume code called BOFFIN (boundary fitted flow integrator). The results 

presented are carried with a grid resolution of 81*81*160 nodes. The domain 

size has dimensions 20D*20D*50D, which is smaller than the series model 

simulations, so that the mesh is much more refined than that in this work. All 

boundary conditions are the same as those in this work, except a convective 

outflow condition has been applied at the outflow plane. 

Statistical collection is performed over 16 burner flow-through times based on 

the jet bulk velocity.  Prior to that, 10 burner flow-through times are simulated 

to ensure the flows established. All simulations are performed on the UK 

national supercomputing service Archer with 480 2.7 Ghz processors. The total 

simulation time for no SGS model in coarse grids, series model in coarse grids, 

and series model in fine grids are respectively 21hrs, 31hrs, and 59hrs. In 

comparison, The simulations were performed on a CRAY XT4 (AMD 2.6 GHz 
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dual core Opteron processor) on 512 CPU’s, with about 1.5 days required for 

15-20 flow through times. 

Figure 4.12 depicts the mean and RMS profile of temperature along the 

centreline and radial distribution at different axial locations. Along the centreline, 

the profiles are reasonably accurate for the series model. An over-prediction of 

the mean temperature is notable, starting from z/D=15 to z/D=40, while an 

under-prediction is observed after z/D=55 in coarse grid resolution. Just like 

Flame D results, the RMS profile also duplicates the observations in the 

experiments that the minimum arises around the location of the maximum mean 

profile. This feature is not sensed by no SGS model either. For the radial profiles, 

the maximum temperatures are over-predicted by a larger margin than Flame 

D, and these similar observations are found in (Elbahloul and Rigopoulos, 2015, 

Vreman et al., 2008, Jones and Prasad, 2010). It could be attributed to the 

inaccuracies of the mechanism (either detailed or simplified) at high Reynolds 

number and the thermal radiation that is not considered in LES simulations. The 

Jones results produce a generally better agreement with the experimental data, 

but still suffer from over predictions of the peak temperature. However, it is also 

interesting to note that RMS profiles are reasonably good, except some minor 

discrepancies at 15D and 30D. The no SGS model behaves relatively bad 

especially at capturing the centreline trends. 

The mean mixture fraction profile along the centre line and at different axial 

locations is depicted in Figure 4.13. The definition of mixture fraction here is the 

same as Equation 4.1 in the Flame D analysis. As can be observed at the 
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centreline, good agreement with measurements is obtained for the series model, 

with small over-prediction at the location Z/D=15 to 45. Remarkably, looking at 

the radial profiles, , there are very few discrepancies (except for slight over-

predictions at the location z/D = 30) on both the fuel-rich and fuel-lean side, 

indicating the shape of the flame is accurately reproduced and there is no radial 

overspreading of the jet in the prediction of the series model. In this regard, the 

ESF model performs slightly better than the series model, in spite of the same 

over estimation at the location z/D = 30. For no SGS model, the difference from 

the experimental measurements is larger in the upstream and downstream right 

after z/D = 15. 

Figure 4.14 describes the mean and RMS velocity distribution along the 

centreline. Clearly, both the mean quantities and RMS are reasonably well 

predicted for the series model in 2 grids, albeit with some minor acceleration 

after z/D = 20 in coarse grids and some slight under-prediction z/D = 45 in both 

meshs. For the no SGS model, the mean velocity is largely over-estimated right 

after z/D =20, and the over-estimation is also observed in the downstream after 

z/D= 40. 

Figures from 4.15 depicts the mean and rms profile of CH4 mass fractions along 

the centreline and radial distribution at different axial location. As the centreline 

profiles show, the reactants CH4 consume faster than the experiments, identical 

to the predicted temperature trend. Such trends are also spotted in the Flame 

D predictions. For the radial profiles at different axial locations, the series model 

predicts a good trend, though the under-predictions are found on the fuel-rich 
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side at the locations z/D = 7.5, 15 and 30 as well. For the Jones simulations, 

the ESF model generates some over predictions on the fuel-rich side at the 

locations z/D = 15 and 30. For the RMS fluctuations, the ESF model performs 

better than the series model. It could be attributed to the detailed chemistry 

mechanism used and the much higher grid resolution in Jones simulation. 

Figures from 4.16 shows the mean and rms profile of O2 mass fractions along 

the centreline and radial distribution at different axial location. As the centreline 

profiles show, the oxidizer consumes faster than the experiments, identical to 

the predicted CH4 trend. The discrepancies are also spotted in the Flame D 

predictions.  It can be attributed to the same reason of the limitations of the 

simplified mechanism explained in the Flame D predictions. For the radial 

profiles at different axial locations, both the series model and ESF model predict 

a reasonable trend, though the under-predictions are found on the fuel-rich side 

at the locations z/D = 7.5, 15 and 30. For the RMS profile, the ESF performs 

better at capturing the fluctuations. 

Figure 4.17 describes the mean and rms profile of CO2 mass fractions along 

the centreline and radial distribution at different axial location. Along the 

centreline, the mean profile is well reproduced for the series model in 2 grids. 

The RMS values keep the same level as the experimental data, although 

slightly over-prediction appears in the upstream before z/D =30. For the radial 

distribution, an overall reasonable agreement with experimental data is 

achieved by the series model, except that the maximum value at x/D=7.5, 15 

and 30 are overpredicted. Jones results predicted a better mean level to the 
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fine resolution simulation of the series model, though the peak mass fractions 

are also over predicted like the series model at location x/D = 7.5, 15 and 30. 

For the RMS value, both the ESF model and series model reproduce the 

fluctuation trend and level well.  

Figure 4.18 depict the mean and rms profile of H2O mass fractions along the 

centreline and radial distribution at different axial locations. Observed from the 

centreline comparisons, the mean profile is well reproduced for the series 

model, although some minor over-predictions are spotted before x/D = 40. The 

RMS values keep the same level as the experimental data, although slightly 

over-prediction appears in the upstream before z/D =30. For the radial 

distribution, an overall reasonable agreement with experimental data is 

achieved by the series model, except that the maximum value at x/D=7.5, 15, 

and 30 are slightly overpredicted. Jones results predicted a better mean level 

to the fine resolution simulation of the series model, though the peak mass 

fractions are also over predicted like the series model at location x/D = 7.5, 15 

and 30. For the RMS value, both the ESF model and series model reproduce 

the fluctuation trend and level well. Overall, the series model is better at 

capturing the combustion product trend than no SGS model, especially along 

the centreline. When the grid is refined, the results improve. 

Figures 4.19 and 4.20 exhibit the mean and rms profile of CO and H2 mass 

fractions along the centreline and radial distribution at different axial location 

respectively. The mean profile of the both intermediates CO and H2 are 
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excessively over-predicted. It is almost out of the same mechanism reasons 

mentioned above, as explained in the part of Flame D predictions.  
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(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

  
(d) z/D = 30 (e) z/D = 45 

Figure 4.12 Mean and rms profiles of temperature along the centreline and 
at different axial locations for Flame F. Black solid line: mean value of series 
model in fine grid (i). Blue solid line: mean value of series model in coarse grid 
(ii). Red solid line: mean value of no-SGS model in coarse grid (iii). Square 
scatter: mean experimental data  (Barlow and Frank, 1998)  (iv). Black dashed 
line: rms value of series model in fine grid (v). Blue dashed line: rms value of 
series model in coarse grid (vi). Red dashed line: rms value of no-SGS model 
in coarse grid (vii). Round scatter: rms experimental data  (Barlow and Frank, 
1998)  (viii). Green solid line: mean value of ESF model in Jones simulations 
(Jones and Prasad, 2010) (ix). Green dashed line: rms value of ESF model in 
Jones simulations (Jones and Prasad, 2010) (ix).  
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(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

  
(d) z/D = 30 (e) z/D = 45 

 
Figure 4.13 Mean profiles of mixture fraction (-) along the centerline and 
at different axial locations for Flame F. Black solid line: series model in fine 
grid (i). Blue solid line: series model in coarse grid (ii). Red solid line: no-SGS 
model in coarse grid (iii). Square scatter: experimental data (Barlow and Frank, 
1998)  (iv). Green solid line: mean value of ESF model in Jones simulations 
(Jones and Prasad, 2010) (v). 
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Figure 4.14 Mean and rms profiles of axial velocity along the centreline 
for Flame F. The figure notation is the same as Figure 4.12. 

  



106 

 

 
(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

  
(d) z/D = 30 (e) z/D = 45 

Figure 4.15 Mean and rms profiles of CH4 mass fraction along the 
centerline and at different axial locations for Flame F. The figure notation is 
the same as Figure 4.12. 
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(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

  
(d) z/D = 30 (e) z/D = 45 

Figure 4.16 Mean and rms profiles of O2 along the centerline and at 
different axial locations for Flame F. The figure notation is the same as 
Figure 4.12. 
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(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

  
(d) z/D = 30 (e) z/D = 45 

Figure 4.17 Mean and rms profiles of CO2 along the centerline and at 
different axial locations for Flame F. The figure notation is the same as 
Figure 4.12. 
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(a) centerline 

  
(b) z/D = 7.5 (c) z/D = 15 

  
(d) z/D = 30 (e) z/D = 45 

Figure 4.18 Mean and rms profiles of H2O along the centerline and at 
different axial locations for Flame F. The figure notation is the same as 
Figure 4.12. 
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Figure 4.19 Mean and rms profiles of CO along the centerline and at 
different axial locations for Flame F. The figure notation is the same as 
Figure 12. 

 

 

Figure 4.20 Mean and rms profiles of H2 along the centerline and at 
different axial locations for Flame F. The figure notation is the same as 
Figure 12. 
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4.4 Summary 

Sandia flame D and F were simulated using LES with the series method and 

no SGS model in comparison. Two grid resolutions aligned with polar 

coordinates are generated, with a square section (o-grid) in the centre to avoid 

too dense meshes in the centreline. The chemistry is described by a well-

established 4-step mechanism with 7 species. 

The results of the series model present generally very good agreement with the 

experimental data. The velocity field was captured very well. The mean and rms 

profiles of the mixture fraction, temperature and mass fractions of CH4, O2, CO2, 

and H2O were reasonably well reproduced for both Flame D and F. The 

discrepancies that arise in the intermediates H2 and CO could probably be 

attributed to limitations in the simplified reaction mechanism used in the 

simulation.  

Compared with Mustata`s simulation, the series model behaves similarly well 

to the ESF model in Flame D prediction, except the velocity field where the ESF 

model produce more accurate results, but the series model obtain better 

performance in mixture fraction reproducing. 

Combining the Jones` results, both the series model and ESF model reproduce 

reasonably good trends of temperature and species fields in Flame F. The main 

discrepancy of both models comes from the over-prediction of the maximum 

temperature and species fields, though ESF model behaves better in this 
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regard. This can be improved potentially by increasing the grid resolution and 

adopting more detailed chemistry mechanisms. 

In relation to the no SGS model, the series model accomplished a much better 

predicting capability. Refining the mesh resolution, the series model shows a 

good grid sensitivity. 

The overall findings exhibit that series model is capable to reproduce non-

premixed flames in high Reynolds number and provide a reasonably accurate 

prediction of the temperature, velocity and species fields. 
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5 Simulation of a Bunsen 

premixed flame 

The previous chapter exhibited the capability of the series model to predict non-

premixed turbulent combustion, and Sandia series piloted jet flames were 

reproduced well. The incentive of this chapter is to complement the previous 

studies and display the feasibility of the series model to predict premixed 

combustion accurately. 

5.1 Introduction 

For the feasibility of premixed combustion predicting, the F3 methane/air 

turbulent Bunsen flame studied experimentally by Chen (Chen et al., 1996) is 

chosen. The experimental object is a typical turbulent premixed flame with 

abundant velocity, temperature and scalar experimental database provided by 

(Chen et al., 1996), and has been used for model validation in LES by numerous 

researchers. Table 5.1 lists the literature review of the details of previous F3 

flames LES simulation cases.  

This chapter will be organized as the following parts. Initially, the experimental 

configuration and simulation setup will be presented with the flow length scale 

analysis. Next, instantaneous observations of the flame structure will be 
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presented. Last, Flow and flame statistics will then be compared with the 

experimental data. 

5.2 Test case formulation 

5.2.1 Experimental setup 

A detailed depiction of the Bunsen burner setup is described in the article (Chen 

et al., 1996) is chosen for tests. Figure 5.1 shows the schematic of the burner 

design. The burner has an inner nozzle with a diameter D = 12 mm, where the 

fuel (a stoichiometric mixture of methane and air) is injected at different bulk 

velocities 30m/s, corresponding to a Reynolds number of Re = 23, 000. 

Surrounding the main fuel jet, a laminar pilot stream ( the burning products of a 

stoichiometric mixture of methane and air) is generated by an array (1165 holes 

of the diameter 1 mm) of small jets issued through a cooled perforated plate to 

stabilize the turbulent flame(Dodoulas and Navarro-Martinez, 2013), and the 

outer diameter is 68mm. Outward, the fresh air is entrained as a form of a low-

velocity co-flow.  The experimental archive consist of radial distribution of the 

mean velocity, the mean and fluctuation of the temperature, the turbulent kinetic 

energy, as well as the mean mass fraction of CH4, O2, H2O, CO2, OH, and CO. 

The error in measuring the velocity and temperature is estimated to be 1% and 

10%, while it becomes larger in terms of species mass fractions (for CH4, CO2, 

and CO, it is between 8 % and 15 %; in regard to O2, OH and H2O, it is around 

20 % to 25 %.). In the diagram of the premixed regimes, the F3 flame is in the 

thin reaction zone, more precisely near the flamelet regime. 
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Table 5.1 Survey of previous F3 Bunsen Flames LES simulation cases (mostly in recent ten years) 

Researchers Turbulent SGS 

closures 

Turbulent 

reacting LES 

closures 

Simulation domain Grid resolution Chemistry 

mechanism 

Code 

(Pitsch and De 

Lageneste, 

2002, de 

Lageneste and 

Pitsch, 2000) 

Smagorinsky 

model 

G-field 4D×4D×20D 64×64 × 296 

(Cartesian 

coordinates) 

GRI-MECH 

2.11 

Code of 

Center for 

Turbulence 

Research 

(Knudsen and 

Pitsch, 2008) 

Germano 

model 

G-field and 

dynamic 

propagation 

model 

6D×6D×30D 117 × 64 × 

323(cylindrical 

coordinates) 

 In-house 

code 

(Dodoulas and 

Navarro-

Martinez, 2013) 

Smagorinsky 

model 

Eulerian 

stochastic fields 

approach 

5D×5D×15D 56 × 36 × 

112(Cartesian 

coordinates) 

ARM for NO BOFFIN 

(De and 

Acharya, 

2009a, De and 

Acharya, 

2009b) 

Dynamic 

Smagorinsky 

model 

artificially 

thickened flame 

model 

4D×4D×20D 94*64*300 (cylindrical 

coordinates) 

A 2-step 

mechanism 

In-house 

code 

(Langella et al., 

2015, Langella 

et al., 2017, 

Langella and 

Swaminathan, 

2016) 

Smagorinsky 

model 

Dynamic 

modelling and 

Assumed PDF 

20D×20D×40D 1.5 minion 

cells(Cartesian 

coordinates) 

augmented 

reduced 

mechanism of 

GRI3.0 

In-house 

code 

(Wang et al., 

2011) 

dynamic 

Smagorinsky 

model 

Dynamic 

thickened flame 

model 

40D×40D×120D Unstructured meshes A single-step 

mechanism 

In-house 

code 
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(Domingo and 

Vervisch, 2015, 

Domingo and 

Vervisch, 2017) 

Vreman model approximate 

deconvolution 

and explicit flame 

filtering 

8D×8D×16D 194 × 194 × 

306(Cartesian 

coordinates) 

GRI In-house 

code 

(Volpiani et al., 

2017) 

Smagorinsky 

model 

dynamic 

thickened flame 

model 

40D×40D×120D Unstructured meshes A 2-step 

mechanism 

In-house 

code 

(Lindstedt and 

Vaos, 2006) 

second 

moment 

closures 

Transported PDF Lagrangian 

particle 

Lagrangian particle Lindstedt 

reduced 

mechanism 

In-house 

code 

(Stöllinger and 

Heinz, 2008) 

linear stress 

model 

PDF method 6.5D×20D 70 * 220 (2D 

simulation) 

DRM22 In-house 

code 

(Schneider et 

al., 2005) 

Smagorinsky 

model 

G-equation 6D×6D×45D 345,000 cells 

(cylindrical 

coordinates) 

Schmidt 

mechanism 

FASTEST-

3D 
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Figure 5.1 The burner design(Stöllinger and Heinz, 2008) 

5.2.2 Simulation setup 

The parameters for the F3 Bunsen flame is described in Table 5.2. It can be a 

guideline for the simulation setup. The computational domain is extended to 

30D downstream the nozzle, and in the radial direction it is 12D in order to 

capture the downstream flame/temperature expansion. As Table 5.1 

summarizes, the chosen domain is sufficient for the flame propagation. The grid 

used is mostly aligned with polar coordinates, but in the centre, a square section 

(o-grid) is applied to avoid very fine meshes in the centerline. Two resolutions 

are employed: a fine grid of 200 nodes in the radial direction, 81 points in the 

tangential direction, and 48 points in the azimuthal direction; and a coarse one, 
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which is approximately downscaled with a factor of 1.5 in each direction (134, 

58, 36). Grids are stretched in both radial and axial directions to capture the 

strong gradients that stems close to the inlet and in the shear layers. The sketch 

of simulation domain and grid allocation is shown in Figure 5.2. 

Table 5.2 Parameters for the F3 flame 

Parameter Expression Value 

Main jet nozzle diameter 

(Characteristic Length) 
D 12mm 

Integral Length Scale LI (=D) 12mm 

Bulk Inlet Velocity 

(Characteristic Flow Velocity) 
Uin 30m/s 

Macroscopic Reynolds 

Number 
Resh 23,000 

Inlet Temperature Tin 298K 

Nominal Pressure P 101kPa 

Kolmogorov Length Scale Resh
-3/4D 6.4 μm 

Cold Flow Filter Width 

(Pope's Criterion(Wang et al., 

2011)) 

△=0.083LI 0.996mm 

Shear Layer Fluctuation 

(meatured) 
u’ 2.1m/s 

Integral Time Scale tI= LI / u’ 5.7ms 

Kolmogorov Time Scale Resh
-1/2/tI 1.2us 

CFL Criterion Time Scale 
Cmax△

/(Uin+Usound) 
2.6us 
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Figure 5.2 A sketch of simulation domain and grid allocation. Blue area: 
main jet. Red area: pilot stream. 

 

At the inlet boundary, the mean velocity profiles are prescribed with the detailed 

flow field experimental data (Chen et al., 1996) above the nozzle exit. The inlet 

turbulence intensities is imposed with the method of random spots by Kornev 

and his co-workers(Kornev and Hassel, 2007a, Kornev and Hassel, 2007b, 

Kornev et al., 2007). For the main jet species, flat profiles are specified using 

the measurements(Chen et al., 1996). The pilot composition was computed 

using chemical equilibrium and for enthalpies corresponding to adiabatic 

conditions as well as for 10% heat losses to the burner(Lindstedt and Vaos, 

2006). The pilot temperature is 2005K. Free slip conditions are used for the 

lateral boundary, while a non-reflecting outflow conditions are used at the 

outflow plane. A second order implicit backward differencing scheme is 

employed for time marching. A variable time step is utilised, with compressible 

Courant number restriction of 0.2. The chemical mechanism used in the present 

work is the one proposed by Jones and Lindstedt (Jones and Lindstedt, 1988) 

with 4 reactions and 7 species. Statistical collection is performed over 15 burner 

flow-through times.  Prior to that, 8 burner flow-through times are simulated to 
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ensure the flows established. Besides the series model, a no SGS model 

neglecting the SGS part in the chemical source term 

( ωα̇ (φ
1
, φ

2
, …,φ

k
)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅=ωα̇ (φ

1
̅̅ ̅, φ

2
̅̅ ̅, …,φ

k
̅̅ ̅)) is employed to be a comparison test. 

5.3 Results 

5.3.1 Flame structure 

Snapshots of the instantaneous temperature, velocity and species distribution 

in a fully-developed flow field are shown in Figure 5.3. They are taken from the 

fine grid simulation. From the temperature field, the flame structure displays the 

conventional characteristics of premixed combustion: the flame is divided by 

the flame front (represented by the heat release) into two distinct regions, hot 

product zone and unburn mixture region. The high temperature pilot stream 

continuously ignites the unburnt mixture from the main jet. The much larger 

velocity in the pilot acts a role in stabilizing the burnt product. Meanwhile, air 

entrainment happens between the pilot and coflow streams. The highest 

temperature arises in the vicinity behind the flame front. Observing the O2, air 

entrainment happens near the region of pilot jet. For the major product, H2O 

and CO2 continuously convect downstream after generation near the reaction 

region. The velocity field is turbulent and gradually decreases along the 

centerline. However, it is worth noting that in the area from z/D=6 to z/D=12, 

the axial velocity is accelerated. This is due to the heat release from the reaction 

zone and identical to the experimental observation(Chen et al., 1996). Overall, 
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the shape of the flame (temperature and species fields) is largely distorted on 

the account of turbulence.  
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(a) Temperature [K] (b) Axial velocity [m/s] (c) O2 mass fraction 

   
(d) O2 mass fraction (e) H2O mass fraction (f) Heat release 

Figure 5.3 The instantaneous field of temperature, axial velocity, heat 
release and species mass fractions. 
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5.3.2 Statistical results 

To compare, a set of published F3 predictions by (Domingo and Vervisch, 2015) 

are imported in the following results plots, and are called the Domingo results. 

The main reason to select this publication as a reference is that it adopts a 

similar mathematical approach based on Taylor series expansion for 

combustion closures, as pointed out in Part 1. The difference is that the series 

expansion is on the scalar field rather than the chemical source term in this 

study. The model is called ADEF (Approximate Deconvolution and Explicit 

flame Filtering).  Besides, an augmented reduced mechanism (ARM) derived 

from the full GRI 3.0 mechanism is incorporated to describe the chemical 

reaction. For SGS stress, the Vreman model is employed while the dynamic 

eddy viscosity model is used in this work. The numerical computations were 

carried out with using the SiT-Com parallel flow solver. This solver is based on 

an explicit Finite Volumes scheme for Cartesian grids. The Navier–Stokes 

equations are in their fully compressible form together with scalars balance 

equations. The results presented are carried with a grid resolution of 

194*194*306 nodes. The domain size has dimensions 8D*8D*16D, which is 

smaller than the series model simulations, so that the mesh is much more 

refined than that in this work. The inlet boundary conditions are the same as 

those in this work, while other boundary conditions are not specified in the 

publication. 
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Statistical collection is performed over 15 burner flow-through times based on 

the jet bulk velocity.  Prior to that, 8 burner flow-through times are simulated to 

ensure the flows established. All simulations are performed on the UK national 

supercomputing service Archer with 480 2.7 Ghz processors. The total 

simulation time for no SGS model, series model in coarse grids, and series 

model in fine grids are respectively 21hrs, 28hrs, and 67hrs.  

Figures 5.4 and 5.5 respectively depict the radial profiles of mean temperature 

and mean progress viarable defined by c = (T-Tu)/(Tb-Tu) at different axial 

locations. Here, Tu = 298K is the temperature of co-flow air, Tb=2248K is the 

adiabatic temperature of the flame, T is the local mean temperature. The trends 

of the mean temperature and progress variable radial distribution present 

overall good agreement with the experimental measurements, though their 

maxima are over-predicted especially closer to the nozzle. However, different 

researchers (Dodoulas and Navarro-Martinez, 2013, de Lageneste and Pitsch, 

2000, De and Acharya, 2009a, Lindstedt and Vaos, 2006)  obtained the same 

discrepancies related to experimental measurements (largely extending 10–25 % 

experimental uncertainties) using both global and detailed mechanisms.  This 

is due to the uncertainties of temperature fields in the pilot stream, where a 

large portion of heat is lost to the burner exteriors. Besides, it may also originate 

from the thermal radiation that is not considered in LES simulations. On top of 

this, a lower temperature can be set on the pilot boundary layer in future studies. 

Figure 5.6 shows the radial profiles of mean axial velocity for both grid 

resolutions at different axial locations. In overall, the series model predicts the 
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velocity distribution very well in both meshes. At axial locations z/D= 2.5, 4.5, 

6.5, the velocity is slightly over-predicted. At the further downstream location 

z/D = 85, a larger under-prediction is observed in coarse grids results, while 

good match is achieved in fine grids. In Domigo`s simulation, the ADEF model 

performs slightly better than the series model, with minor under-predictions at 

the locations z/D = 25 and 85. 

The radial profiles of CH4 mass fraction at different axial locations are pointed 

out in Figure 5.7. On the whole, the series model obtains a good agreement 

with the experimental data, with some under-predictions on the fuel-lean sides. 

Compared with the Domingo`s simulations, the ADEF model performs a little 

worse than the series model, with under-estimations on the both fuel-lean and 

fuel-rich sides at all the locations. For the no SGS model, the results suffers 

mainly from the over predictions on the fuel-rich side at the downstream 

locations z/D = 6.5 and 8.5. 

Figure 5.8 describes the radial profiles of O2 mass fraction at different axial 

locations. The distribution of the oxidizer, indicating the entrainment of co-flow 

air, is reasonably reproduced by the series model in both grid resolutions. Slight 

under-predictions are observed on the fuel-rich side, and minor over-predictions 

are spotted on the fuel-lean side at the locations z/D = 6.5 and 8.5. The ADEF 

model behaves very similarly to the series model in fine grids in the upstream, 

but obtains more under-predictions near the centerline at the locations z/D = 

6.5 and 8.5. For the no SGS model, the results are on the whole worse than the 

series model, especially on the fuel-lean side. 
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Figure 5.9 outlines the radial profiles of CO2 mass fraction at different axial 

locations. The distribution of the combustion product achieves a reasonably 

good agreement by the series model in both grid resolutions. Slight under-

predictions are observed on the fuel-lean side; at the locations z/D = 2.5, 6.5 

and 8.5, the results improve with the increase of grid resolutions. The ADEF 

model also obtains good predictions, with minor under-predictions on the fuel-

lean side at the location z/D = 6.5 and slight over-estimation on the fuel-rich 

side at the location z/D = 8.5. For the no SGS model, the results are overall 

worse than the series model, especially on the fuel-lean side. 

Figure 5.10 outlines the radial profiles of H2O mass fraction at different axial 

locations. The distribution of the combustion product achieves a strikingly good 

agreement by the series model, especially in the fine grid resolution. Very slight 

over-predictions are observed around the peak value at the location z/D = 6.5. 

The results improve with the increase of grid resolutions. For the Domingo`s 

simulation, the ADEF model also obtains worse predictions than the series 

model in the fine grid, mainly due to the over-predictions on the fuel-rich side at 

the locations z/D = 4.5, 6.5 and 8.5. For the no SGS model, the results are 

overall worse than the series model, especially on the fuel-lean side. Notably, 

near the edge, more discrepancies are found in the no SGS model results, this 

is probably due to the O2 over-prediction in Figure 5.8. The no SGS model 

doesn’t reproduce the air entrainment from the coflow air reasonably.  

The mean mass fraction distribution of CO is displayed in Figure 5.11 

Surprisingly, the radial profiles of the intermediate species CO are accurately 
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captured under the consideration of the simple 4-step mechanism used. For the 

ADEF model, the results are worse than the series model, as the location and 

value of the mass fraction peak are under-predicted. Generally, with the series 

model, the CO products are less sensitive to grid resolutions than major species, 

as much less difference is found with grid refinement. 

In order to investigate influence of the temperature discrepancies, a new 

progress variable is established based on a linear combination of species mass 

fractions(Ihme et al., 2012):  

c*=
YCO2

+YCO

(YCO2
+YCO)

pilot

                                               (5.1) 

The radial distribution is depicted in Figure 5.12 and compared with 

experimental measurements. In this sense, the progress variable based on 

species demonstrates a reasonable and much better agreement than the 

progress variable defined by temperature. The trend is obvious even in the 

vicinity near the nozzle exit, where large discrepancies in the mean temperature 

are detected. It suggests that the temperature prediction is subjective to heat 

loss uncertainties in the pilot stream, and a simulation with a portion upstream 

of the nozzle exit should be a feasible option to solve the problem. 

Comparing the predictions between the coarse and fine meshes, it is apparent 

to conclude that both the progress variable, axial velocity and the mean mass 

fractions for all species are reproduced more precisely in the fine mesh than 

the coarse grid results. In particular, the coarse grid simulation underestimates 
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the progress variable and the product of H2O and CO2 at all axial locations. It is 

due to larger portion energy resolved with grid refinement and the good limit 

features of the series model. Compared between 2 models, no SGS model 

behave much worse, especially in reproducing the species and progress 

variable as expected, as it lacks of capturing the information below sub-grid 

scales. 

It is also interesting to compare with the simulations of (Domingo and Vervisch, 

2015), who adopted a similar approach of employing the Taylor expansion of 

scalar field. In contrast, the fine grid results of the series model perform better 

in capturing the CH4, CO2, H2O and CO, and slightly worse in predicting the 

velocity field. Considering that Domingo simulation employs better grid 

resolution and detailed chemistry mechanism, the series model shows the 

potential improvement in further adjustments (like using finer mesh or/and more 

detailed chemistry). 
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(a) z/D = 2.5 (b) z/D = 4.5 

  

(c) z/D = 6.5 (d) z/D = 8.5 

Figure 5.4 Mean profiles of temperature at different axial locations. Black 
solid line: series model in fine grid (i). Blue solid line: series model in coarse 
grid (ii). Red solid line: no-SGS model in coarse grid (iii). Square scatter: 
experimental data (Chen et al., 1996)  (iv).  
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(b) z/D = 2.5 (c) z/D = 4.5 

  

(d) z/D = 6.5 (e) z/D = 8.5 

Figure 5.5 Mean profiles of progress viable c (temperature based) at 
different axial locations. Black solid line: series model in fine grid (i). Blue 
solid line: series model in coarse grid (ii). Red solid line: no-SGS model in 
coarse grid (iii). Square scatter: experimental data (Chen et al., 1996)  (iv).  
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(a) z/D = 2.5 (b) z/D = 4.5 

  

(c) z/D = 6.5 (d) z/D = 8.5 

Figure 5.6 Mean profiles of axial velocity at different axial locations. Black 
solid line: series model in fine grid (i). Blue solid line: series model in coarse 
grid (ii). Red solid line: no-SGS model in coarse grid (iii). Square scatter: 
experimental data (Chen et al., 1996)  (iv). Green solid line: the Domingo`s 
simulation (Domingo and Vervisch, 2015) (v) 
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(a) z/D = 2.5 (b) z/D = 4.5 

  

(c) z/D = 6.5 (d) z/D = 8.5 

Figure 5.7 Mean profiles of CH4 mass fraction at different axial locations. 
The figure notation is the same as Figure 5.6. 
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(a) z/D = 2.5 (b) z/D = 4.5 

  

(c) z/D = 6.5 (d) z/D = 8.5 

Figure 5.8 Mean profiles of O2 mass fraction at different axial locations. 
The figure notation is the same as Figure 5.6. 
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(a) z/D = 2.5 (b) z/D = 4.5 

  

(c) z/D = 6.5 (d) z/D = 8.5 

Figure 5.9 Mean profiles of CO2 mass fraction at different axial locations. 
The figure notation is the same as Figure 5.6. 
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(a) z/D = 2.5 (b) z/D = 4.5 

  

(c) z/D = 6.5 (d) z/D = 8.5 

Figure 5.10 Mean profiles of H2O mass fraction at different axial locations. 
The figure notation is the same as Figure 5.6. 
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(a) z/D = 2.5 (b) z/D = 4.5 

  

(c) z/D = 6.5 (d) z/D = 8.5 

Figure 5.11 Mean profiles of CO mass fraction at different axial locations. 
The figure notation is the same as Figure 5.6. 
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(b) z/D = 2.5 (c) z/D = 4.5 

  

(d) z/D = 6.5 (e) z/D = 8.5 

Figure 5.12 Mean profiles of progress viable c* (species based) at different 
axial locations. The figure notation is the same as Figure 5.4. 
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5.4 Summary 

A turbulent premixed Bunsen flame was simulated using LES with the series 

method. Two grid resolutions aligned with polar coordinates are generated, with 

a square section (o-grid) in the centre to avoid too dense meshes in the 

centreline. The chemistry is described by a well-established 4-step mechanism 

with 7 species. 

The velocity field was overall reproduced well, with some deficiencies in the 

upstream area. Species profiles including the intermediate CO were in good 

agreement with the results. The temperature trend was predicted reasonably, 

but the maxima are larger than the experimental data. It is largely due to It is 

largely due to the under-estimation the experimental heat loss in the pilot jet. 

Progress viable defined by species are displayed and show a good match with 

the measurements.  

Compared with Dormingo`s simulation, the series model behaves similarly well 

to the ADEF model, except the velocity field where the ESF model produce 

more accurate results, but the series model obtain better performance in 

reproducing CH4, O2, H2O, CO2 and CO. 

In relation to the no SGS model, the series model accomplished a much better 

predicting capability. Refining the mesh resolution, the series model shows a 

good grid sensitivity. 
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Compared with the no SGS model, the series model achieved a much better 

predicting capability. Refining the mesh resolution, the series model shows a 

good grid sensitivity. 

The overall findings demonstrate that series model is capable to reproduce 

premixed flames in high Reynolds number and provide an accurate prediction 

of the velocity and species fields. 
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6 Simulation of a premixed 

bluff-body stabilized flame 

In this chapter, a premixed bluff-body stabilised flame is simulated with the 

series model in terms of the non-reacting and reacting flows. This flame is 

characteristic of many important features of practical combustors, for instance, 

flame anchoring, recirculation areas and shear layers. The emphasis in this part 

is on sufficiently predicting these unsteady turbulent combustion features, as 

well as accurately determining the statics profiles such as mean velocity, 

velocity fluctuation and temperature information. 

6.1 Introduction  

Premixed turbulent combustion is arguably the most difficult regime to model 

for Large eddy simulation (LES), as flame scales and flow scales can be widely 

different. An even more challenging case is premixed turbulent combustion 

involving solid walls. However, a common method in premixed combustors and 

laboratory burners to stabilise a turbulent flame is by means of flame holders 

such as a bluff body, where a recirculation zone of hot products is established 

to ignite the mixture flows continuously. A key to designing low-emission 

combustors and burners is better understanding of combustion dynamics, 

including ignition, vortex shedding, turbulence-kinetics interaction, and flame-
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wall interactions including flame-holding. The operation of such devices is often 

impaired by potentially harmful combustion instabilities, which at the lean limit 

may cause blow off, and at the rich limit may lead to flashback (Fureby, 2000a). 

In combustors with bluff-body flame holders, vortex shedding from a shear layer 

plays a significant role in flame anchoring due to the Kelvin-Helmholtz instability. 

Although research in this area has been active for over five decades, a 

throughout fundamental understanding of the relevant phenomena is still 

lacking, due to the difficulties in conducting spatially and temporally resolved 

experiments and numerical simulations. In particular, the non-linear interactions 

between the vortex shedding, heat release and volumetric expansion in the 

wake (Zettervall et al., 2017) present special difficulties, which often lead to 

thermos-acoustic instabilities in unsteady flames.  

The  bluff-body stabilised premixed flame experiment with a rectangular cross-

section and a triangular bluff-body  performed under the Volvo Flygmotor AB 

program (Sjunnesson et al., 1991a, Sjunnesson et al., 1991b) has been 

simulated by many researchers for model validation and lean premixed 

combustion study. The most used combustion models for reproducing the bluff-

body flame dynamics can be divided into three groups the same as the 

categorisation in the first part. The first type is geometric approaches, which is 

based on flame-front geometry/topology using the flamelet assumption 

describing the flame as a front much thinner than any other length scale, and 

employing an effective flame surface to account for flame–turbulence 

interaction (Giacomazzi et al., 2004). Fureby (Fureby, 2000b) presented the 

development and application of a flame-wrinkling LES combustion model in 
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which transport equations for a reaction coordinate, a modelled flame-wrinkling 

density and the laminar flame speed are derived, modelled and solved for, and 

Cocks (Cocks et al., 2015) also used the same progress variable type model to 

study the impact of numerics on the predictive capabilities of reacting flow LES. 

Erickson (Erickson and Soteriou, 2011) focused on the influence of reactant 

temperature on the dynamics of bluff body stabilised premixed flames with the 

flame sheet model, while Sankaran (Sankaran et al., 2012) employed the same 

model and studied the key physics of flame blow off. Park and Ko (Park and Ko, 

2011) presented the application of a dynamic G-equation model, and 

temperature and velocity results match experiments well. Ghani (Ghani et al., 

2015) put the dynamic thickened flame model in practice and confirms the 

capacity of high order LES to capture not only low-frequency oscillations but 

also high-order frequency transverse modes in combustion chambers. Ma (Ma 

et al., 2014, Ma et al., 2013) developed a new algebraic model for Favre-filtered 

Scalar Dissipation Rate based on the flame surface density model and 

validated it using this flame.  

The second category is models based on turbulent mixing descriptions, 

constraining the effective reaction rate and describing it in terms of scalar 

dissipation rate (Giacomazzi et al., 2004). Giacomazzi (Giacomazzi et al., 2004) 

used the fractal model to discover the coupling of turbulence and chemistry, 

and the model assumes that chemical reactions take place only at the 

dissipative scales of turbulence near the so-called “fine structures” (eddy 

dissipation concept). Zettervall (Zettervall et al., 2017) compared the influence 

of reaction mechanism on flames with the Partially Stirred Reactor LES model, 
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using two well-known global reaction mechanisms and a novel skeletal reaction 

mechanism, and found that the choice of the reaction mechanism does not 

significantly influence the instantaneous or time-averaged velocity, whereas the 

instantaneous and time-averaged species and temperature are influenced. 

The third class is statistical methods based on single-point probability density 

function (pdf) of scalar fields and geometrical flame surface analysis, describing 

diffusive processes through micro-mixing models that are independent of 

chemical reactions. Length scale effects are indirectly included, by introducing 

the pdf as a function of the scalar dissipation rate. Möller (Möller et al., 1996) 

compared an eddy-dissipation-kinetic model, a presumed pdf approach and 

MILES  and revealed a sufficient level of accuracy for all first- and second-order 

statistical moments available. Jones (Jones et al., 2015) tested the Eulerian 

stochastic field method, and the results show very good agreement with the 

experimental data demonstrating the capability of the LES method coupled with 

the SGS-pdf method in representing premixed combustion in complex flame 

configurations. Gokulakrishnan (Gokulakrishnan et al., 2009) modelled the 

flame instability and blow-out in bluff-body stabilised flames with the LES-PDF 

approach.  

6.2 Test Case Description 

The case under consideration is the bluff-body stabilised premixed flame 

experiment performed under the Volvo Flygmotor AB program. It is relatively 

simple but includes many features in practical combustors, such as flame 



144 

 

anchoring, recirculation zones, and shear layers. It has been used for LES 

model validation (Baudoin et al., 2009, Jones et al., 2015, Ma et al., 2014, Wang 

et al., 2011, Emerson et al., 2011, Ma et al., 2013) and lean premixed 

combustion study (Zettervall et al., 2017, Erickson and Soteriou, 2011, Cocks 

et al., 2015, Fureby, 2000a, Kiel et al., 2007, Porumbel and Menon, 2006, Kim 

and Pope, 2014, Shanbhogue et al., 2009, Ghani et al., 2015). The 

configuration consists of a 1 m long straight channel with a rectangular cross-

section of 0.12  0.24m. The flame is anchored on a bluff body, having an 

equilateral triangular cross-section (side length H= 0.04 m), located 0.68 m 

upstream of the exit. A propane and air mixture at 1 atm and 288 K (Tin) is 

introduced at an equivalence ratio of 0.65. The mixture flows at a bulk inlet 

velocity of Uin = 17 m/s, resulting in a bulk Reynolds number of 48000 and 

Karlowitz number of 62, with an inlet turbulence intensity of 3-4%. In the 

experiment, temperature was measured by CARS and velocity by 

LDA(Sjunnesson et al., 1991a). 

 

Figure 6.1 Schematic of the Volvo Rig combustor. The interior width in the 
z-direction is 6H. 
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The key quantities relevant to the configuration are described in Table 6.1. The 

grid size is chosen based on two criteria: the resolution of the boundary layer 

on the bluff body, estimated to be around 5 mm (Cocks et al., 2015), and the 

Pope energy criterion (Pope, 2001) which suggests that a filter-width to integral 

length scale ratio of Δ/H = 0.083 should be maintained to resolve 80% of the 

turbulent kinetic energy. The latter criterion gives a maximum filter width of 3.3 

mm. Two grid resolutions of 3 and 1 mm. Respectively, are generated, where 

the filtered width is the cubic root of the cell volume. The grids employed are 

nearly isotropic (Δx= Δy= Δz) in most regions except near walls, where grids 

are stretched to capture near-wall motions. All simulations are performed on 

grids with a span-wise depth of 4H, with periodic boundary conditions. The 

domain accounts for the combustor section extending 2.5H upstream and 17H 

downstream of the flame-holder trailing edge. At the inlet, Dirichlet conditions 

are used for all variables except pressure, for which zero Neumann conditions 

are employed. At the exit, zero Neumann conditions are specified for all 

variables except pressure, for which wave-transmissive conditions are used. 

No-slip conditions are applied to walls of the duct as well as the bluff-body, while 

zero Neumann conditions are specified for the other variables.  The time-step 

is variable, and the compressible Courant number is lower than 0.2 throughout 

the simulations. Chemistry is computed using a single-step mechanism for 

propane/air flames (Peters and Rogg, 2008). Previous comparisons (Zettervall 

et al., 2017) showed that the choice of the reaction mechanism (simplified or 

detailed) does not significantly influence the instantaneous or time-averaged 

velocity, and  simplified mechanisms (Cocks et al., 2015, Giacomazzi et al., 
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2004, Jones et al., 2015) have achieved good predictions in this configuration.  

Besides the series model, a no SGS model neglecting the SGS part in the 

chemical source term ( ωα̇ (φ
1
, φ

2
, …,φ

k
)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅=ωα̇ (φ

1
̅̅ ̅, φ

2
̅̅ ̅, …,φ

k
̅̅ ̅)) is employed to be 

a comparison test. All simulations are performed on the UK national 

supercomputing service Archer with 480 2.7 Ghz processors. 

Table 6.1 Parameters for the combustor configuration 

Parameter Expression Value 

Bluff body side 

(Characteristic Length) 
H 40mm 

Integral Length Scale LI (=H) 40mm 

Bulk Inlet Velocity 

(Characteristic Flow Velocity) 
Ush 17m/s 

Macroscopic Reynolds 

Number 
Resh 48,000 

Inlet Temperature Ts 288K 

Nominal Pressure P 101kPa 

Kolmogorov Length Scale Resh
-3/4H 12.5μm 

Cold Flow Filter Width 

(Pope's Criterion(Wang et al., 

2011)) 

△=0.083LI 3.3mm 

Shear Layer Fluctuation 

(measured) 
u` 10m/s 

Integral Time Scale tI=hs/ u` 4ms 

Kolmogorov Time Scale Resh
-1/2tI 18us 

CFL Criterion Time Scale Cmax△x/(Ush+Usound) 2.2us 
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6.3 Results and Discussions 

6.3.1 Non-reacting  

Before reacting simulation, the reacting flows are computed, with the prominent 

flow features in the wake region of the bluff-body comprising of the shear layer 

and the shedding vortices, the recirculation zone, and the stagnation region. 

The grid resolution is 3mm. Statistical collection is performed over 8 burner 

flow-through times. Prior to that, 6 burner flow-through times are simulated to 

ensure the flow is established.  

The contours of average axial velocity with the corresponding streamlines are 

shown in Figure 6.2. Clearly, the flow is characteristic of symmetric strong 

recirculation regions right behind the bluff body.  As know from the values 

(where axial velocity is less than 0), the recirculating region is sustained up to 

1.5H downstream of the bluff body. Besides, the strong velocity gradient in the 

wake indicates Kelvin–Helmholtz instability occurs in these free shear layers. 

 

Figure 6.2 Average axial velocity profile with streamlines 

Figure 6.3 depicts instantaneous iso-surfaces of vorticity magnitude at levels 

1500s-1 and 3000s-1 coloured by the Z-component of vorticity. It can be seen 



148 

 

that coherent vortices convect downstream, owing to the rotation of vortex 

sheets generated right behind the bluff body. These primary vortices are shed 

from the shear layer due to Kelvin–Helmholtz instability as they progress, 

breaking themselves down into small-scale eddies. In addition, extra vortices 

are shed from the both walls of the duct, on account of the adverse pressure 

gradient near the regions of separation. The interactions between the wall and 

primary vortices give rise to the three-dimensional breakdown and formation of 

smaller turbulent structures downstream, featuring a typical von-Karmen vortex 

street. 

 

Figure 6.3 Iso-surfaces of vorticity magnitude at levels of 1500 s-1 and 
3000 s-1 coloured by the z-component of vorticity  

The average Z-vorticity contours are shown in Figure 6.4. It also can be seen, 

the flow field is dominated of strong primary recirculation zones behind the bluff 

body and accompanied by the secondary vortex structures near the walls (near 

x/H = 3). It is consistent with the observations in the instantaneous contours. 
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Figure 6.4 Average Z-vorticity distribution 

Figures 6.5 and 6.6 present the contours of the rms axial velocity and Reynolds 

stress term with streamlines. Both illustrate that Strong turbulence primarily 

take place in the region of recirculation and its suburbs. The strong vortex 

shedding in the recirculation region due to Kelvin-Helmholtz instability leads 

significantly to the generation of turbulent kinetic energy in the shear layers.  

 

Figure 6.5 rms axial velocity distribution with streamlines of mean 
velocity 

 

Figure 6.6 Reynolds stress term distribution with streamlines of mean 
velocity 
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Figure 6.7 depict respectively the normalized mean axial velocity, and 

normalized rms axial velocity profiles across the combustor duct at three axial 

locations. Besides, the Reynolds stress term profiles at different axial locations 

are presented. 

On the whole, the profiles match with the experimental measurement 

sufficiently well. The mean profile shows that the recirculation region extends 

to the location (x/H=1.53), beyond where the velocity is positive everywhere in 

the flow field, which coincides with the observations in Figure 6.2. The rms and 

Reynolds stress term profile indicate that the strong fluctuations dominate in 

the shear layer, and decrease as the flow develops downstream. 
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Mean  

   

rms  

   
 a. x/H= 0.375 b. x/H= 1.53 c. x/H= 3.75 

Figure 6.7 Mean and rms velocity profile distributions at different axial 

locations. Solid line: simulation results (i). Cube scatter: experimental data 

(Sjunnesson et al., 1991a, Sjunnesson et al., 1991b) (ii). 

 

   
a. x/H= 0.375 b. x/H= 1.53 c. x/H= 3.75 

Figure 6.8 Reynolds stress term comparison at different axial locations. 

Solid line: simulation results (i). Cube scatter: experimental data (Sjunnesson 

et al., 1991a, Sjunnesson et al., 1991b) (ii). 
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Figure 6.9 displays the normalized average axial velocity, anisotropy and 

fluctuation level along the centreline.  Here the anisotropyh , and the fluctuation 

levelz , are defined as follows: 

h =
¢u
cy

¢u
cx ,      

z =
¢u
cx

2 + ¢u
cy

2

u
inlet

                                        (6.1)

 

where ¢u
cx

 and ¢u
cy

 are the axial and transverse velocity fluctuations along the 

centreline respectively. 

The simulation results coincide with the experiments. It can be seen that the 

mean velocity drops directly near the bluff body, and increase after hitting the 

peak reverse velocity at x/H = 0.7. The turbulence anisotropy and fluctuation 

level also experience a roller coaster trend: the former reaches its peak in the 

stagnation zone, where fluids flow reversely, and the turbulent flows turn more 

isotropic further downstream; the latter remain a high profile in the recirculation 

zone, and descend afterwards due to vortex breakdown and turbulence 

dissipation. 

In summary, the flow field are accurately reproduced by the solver, and the 3-

mm resolution grids are sufficient to predict the mean and fluctuation velocity 

trends as well as the key recirculation features.  

  



153 

 

 

a) mean 
velocity 
profile 

 

 

b) anisotropy 
 

 

c) fluctuation 
level 

 

 

Figure 6.9 centreline profile of velocity flow field comparison. Solid line: 

simulation results (i). Cube scatter: experimental data (Sjunnesson et al., 

1991a, Sjunnesson et al., 1991b) (ii). 
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6.3.2 reacting flows 

Reacting flows are simulated in this part, with 2 grid resolutions 3mm and 1mm. 

Statistical collection is performed over 6 burner flow-through times based on 

the inlet bulk velocity.  Prior to that, 4 burner flow-through times are simulated 

to ensure the flows established. All simulations are performed on the UK 

national supercomputing service Archer with 240 and 720 2.7 Ghz processors 

for 3mm and 1mm grid resolutions respectively. The total simulation time for no 

SGS model, series model in coarse grids, and series model in fine grids are 

respectively 14hrs, 22hrs, and 119hrs.  

 

6.3.2.1 flow-field structures 

In this part, the Figure 6.10 shows typical vortical structures after the bluff-

body, represented by iso-surfaces of vorticity magnitude.  The large-scale 

coherent vortices are shed from the shear layer due to Kelvin-Helmholtz 

instabilities, which break down into smaller scale eddies downstream.  A von 

Karman vortex street is established in the wake of the body characterised by 

nearly symmetric vortex shedding. Observing the temperature distribution in 

Figure 6.11, hot combustion products inside the recirculation zone incessantly 

mix with the cold co-flowing mixture, and sequentially ignition occurs in the 

shear/mixing layers. The ignited flame convects downstream and continues to 

ignite the neighbouring mixtures by heat transfer. The recirculation region 

behind the flame-holder, sustaining this continuous re-ignition process, 
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stabilises the flame. The series model correctly reproduces the flame-

anchoring features. 

 

 

Figure 6.10 Iso-surface of vorticity magnitude level 2000 s-1 vorticity 
colored by the z component of vorticity. 

 

Figure 6.11 depicts the contours of temperature, the reaction rate of C3H8 and 

its SGS part. Identical to vortex shedding in Figure 6.10, flame propagation is 

presented almost symmetrically at least before x/H=6. This behaviour was also 

reported in previous LES (Cocks et al., 2015, Zettervall et al., 2017, Möller et 

al., 1996). Chemical reaction takes place in the shear layer between the wake 

and unburnt mixtures.  This reacting zone is identified by the reaction rate of 

C3H8 here. The SGS contribution to the source term determined by the series 

model oscillates between -6% and 18 % roughly, and it appears in the reaction 

zone accordingly, where scalar gradients are large and SGS fluctuations are 

expected to play a major role. Large SGS contributions first appear between 

x/H = 3.7 in Figure 6.11 (c) in the shear layer, probably due to vortex shedding 

that enhances the turbulence intensity. Further downstream at x/H = 12, strong 
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SGS levels show up again, where small-scale eddies roll up and merge (see 

Figure 6.10), indicating important sub-grid turbulence-chemistry interactions.  

 

  

Figure 6.11 Instantaneous contours. a) temperature, b) absolute value of the 

C3H8 reaction rate  |𝜔̇(𝑐̅)| and c) SGS contribution ratio of C3H8 reaction rate, 

𝜔̇𝑆𝐺𝑆/𝜔̇(𝑐̅) . 

Figure 6.12 depicts average Z-vorticity with the corresponding streamlines. A 

couple of primary vortices in counter rotation prevail right in the recirculation 

zone behind the flame holder, which account for stabilising flames. Similar to 

Figure 6.10, no vortex shedding happens near the duct walls. Opposite to the 

non-reacting, another pair of significant vortices is observed further 

downstream, caused by the generation of baroclinic vorticity by the 

flame(Cocks et al., 2015). The direction of rotation is on the contrary to the 

responding primary vortices. They act a role in suppression of vortex shedding. 
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Figure 6.12 Average Z-vorticity 

6.3.2.2 Statistical flow-field results 

Distributions of mean and RMS axial velocities between the no model approach 

and series model at 2 different grid resolutions are presented in Figure 6.13. 

The iso-contour lines are outlined in the mean profile, while the streamlines of 

mean velocity are plotted in RMS. All results show that the mean flow is 

dominated by a recirculation zone (indicated by negative axial velocity) behind 

the flame-holder and strong shear layers originating from the bluff-body corners. 

The series model predicts a larger recirculation region (from x/H = 3.4, until 3.1) 

for the fine and coarse meshes, respectively. The recirculation region extends 

to x/H= 2.7 in the no-model approach. In conjunction with the centreline profile 

in Figure 6.14, the experimental recirculation length is 3.5H, showing that the 

series model predicts a recirculation length very close to experimental 

measurements.  Accurate predictions of this region are a key to simulating bluff-

body-like combustors as it plays a vital role in anchoring flames and periodically 

mixing reactants and products. As to RMS profiles, the series model predicts a 

lower fluctuation level when the grid is refined. The difference between models 

is obvious in the coarse-grid resolution.  
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Figure 6.13 Mean (top) and RMS (bottom) axial velocity contours at 
different grid resolutions. NM is short for no model approach and SM for 
series model. 1 mm and 3 mm stand for the grid resolutions. These 
abbreviations are also in effect in the following figures. 

 

The centreline velocity profile is depicted in Figure 6.14. Comparisons of 

simulated and experimentally measured time-averaged axial velocity profiles 

along four axial sections (x/H =0.375, 1.63, and 3.75 in the recirculation zone, 

x/H = 9.4 in the downstream, these locations are outlined by while dash lines in 
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Figure 6.13.) through the burner are shown in Figure 6.15. Overall, a reasonably 

good agreement with experimental data is achieved by the new series model, 

even at the coarsest resolutions. The model correctly reproduces the velocity 

transition from U-shape near the bluff body to the V-shape at the end of 

recirculation zone and the flat profile in the downstream wake. Overall, both 

models slightly over-estimate the mean velocity downstream. However, the 

series model gives the closest agreement with experimental data.  It could be 

related to the more intense volumetric thermal expansion (Ma et al., 2014) 

simulated in these locations. Besides, the overall trends in the RMS velocity are 

well captured, with two separate peaks located at the shear layers in the 

recirculation zone. However, the no-model predicts over 3 times as large RMS 

fluctuations as experimental measurements downstream; the series model 

result gives less adequate RMS fluctuation peaks at x/H=1.63. The small 

discrepancies could be attributed to the simplicity of the chemical mechanism 

in use. Nevertheless, the series model also over-predicts experimental 

fluctuations downstream but provides good agreement within the recirculation 

region. It also demonstrates good predictive abilities of the simplified chemistry 

incorporated into the series model.   

In Figure 6.16, the predicted mean temperatures are compared with 

experimental data. Despite the series model producing the best agreement with 

experimental data, the peak temperature is slightly over-predicted, which might 

account for the acceleration prediction downstream.   
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Figure 6.14 Centerline mean axial profile for different models in different 
grid resolutions. Black solid line: SM@1mm (i). Blue solid line: SM@3mm (ii). 
Red solid line: NM@3mm (iii). Cube scatter: experimental data (Sjunnesson et 
al., 1991a, Sjunnesson et al., 1991b) (iv). 

 

Comparing the series model in different grid resolutions, the 1 and 3 mm 

results are closer, especially for the mean and RMS profile at x/H = 3.. As 

expected, despite neglecting sub-grid fluctuations, the no-model results remain 

worse than those of the series model.  If the grid is further refined, Δ→0 and  

𝜔̇𝑆𝐺𝑆→0, and all models are expected to converge to a DNS solution. Due to 

the scarcity of the relevant experiment measurements, the species information 

is not compared in this work. 
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 Mean Velocity Rms Velocity 

a. x/H= 
0.375 

  

b. x/H= 
1.53 

  

c. x/H= 
3.75 

  

d. x/H= 
9.4 

  

Figure 6.15 Mean (left) and RMS (right) axial velocity profiles for different 
models in different grid resolutions. Black solid line: SM@1mm (i). Blue solid 
line: SM@3mm (ii). Red solid line: NM@3mm (iii). Cube scatter: experimental 
data (Sjunnesson et al., 1991a, Sjunnesson et al., 1991b) (iv). 
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a. x/H= 0.375 

 
b. x/H= 1.53 

 
c. x/H= 3.75 

Figure 6.16 Predicted mean temperature profiles compared with 
experimental data. Black solid line: SM@1mm (i). Blue solid line: SM@3mm 
(ii). Red solid line: NM@3mm (iii). Cube scatter: experimental data (Sjunnesson 
et al., 1991a, Sjunnesson et al., 1991b) (iv). 
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6.4 Summary 

A bluff-body stabilised premixed flame was simulated using LES with the series 

method in terms of non-reacting and reacting flows. Two grid resolutions are 

employed with no SGS model as a comparison test. The chemistry is described 

by a well-established single-step mechanism. 

The results show that the series model reproduces correctly key characteristics 

such as flame anchoring, recirculation zones and shear layers. Statistically, 

good agreement with experimental data is obtained by the series model, in 

terms of time-averaged profiles of velocity and its fluctuations, and temperature 

as well as the size of the recirculation region. Compared with the no SGS model, 

the series model achieved a much better predicting capability. Refining the 

mesh resolution, the series model shows a good grid sensitivity. 

The overall findings reveal that series model is capable to reproduce the key 

features of flame anchoring, recirculation zones and shear layers in a 

combustor-like premixed flame and deliver an accurate prediction of the velocity 

and temperature fields. 
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7 Conclusions and Future 

Work  

7.1 Summary 

The research scheme in this work aims to derive and develop an innovative 

series combustion sub-grid model into a robust and reliable modelling 

technique in the context of LES for turbulent flames.  

In the first stage, the mathematical derivation procedures of the series model 

are addressed. The principle notion is based on Taylor series expansion of the 

unclosed chemical source term around the filtered value. An important step 

within is to transform the differentials in the scalar field, which is hardly to be 

determined, to those in the predictable physical space. In theory, the model is 

independent of combustion regimes ( premixed and non-premixed ) and free 

from extra parameters. Besides, the model has the right properties of limiting 

behaviour when the filter size approaches Kolmogorov scales.  

Numerically, the model is implemented into OpenFOAM, an open-source C++ 

toolbox for customised CFD numerical solvers. The solution provided by the 

series approach is coupled with LES governing equations to close the filtered 

scalar transport equation. The potential error sources of the model are  

identified, that is, the influence of higher order terms, the scalar gradient term, 
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the numerical scheme, and the chemical mechanisms. Besides, the control 

measures to reduce them are also outlined. 

The second stage of this work is to address the predicting capability of the 

series model across different combustion regimes. Around this objective, three 

classes of well-established experimental flames have been chosen as 

simulating benchmarks. The first test case is Sandia flame series (Flame D and 

F) characteristic of non-premixed combustion regimes.  Two grid resolutions 

are employed and no SGS model is used as a comparison. The chemistry is 

described by a well-established 4-step mechanism with 7 species. The results 

of the series model present generally good agreement with the experimental 

data of Flame D and F. The velocity field is captured very well. The mean and 

rms profiles of the mixture fraction, temperature and mass fractions of CH4, O2, 

CO2, and H2O are reasonably accurately reproduced. The discrepancies that 

arise in the intermediates H2 and CO as well as the reactants CH4 and O2 could 

probably be attributed to limitations in the simplified reaction mechanism used 

in the simulation. Compared with Mustata`s simulation, the series model 

behaves similarly well to the ESF model in Flame D prediction, except the 

velocity field where the ESF model produce more accurate results, but the 

series model obtains better performance in mixture fraction reproducing. 

Combining the Jones` results, both the series model and ESF model reproduce 

reasonably good trends of temperature and species fields in Flame F. The main 

discrepancy of both models comes from the over-prediction of the maximum 

temperature and species fields, though ESF model behaves better in this 

regard. This can be improved potentially by increasing the grid resolution and 
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adopting more detailed chemistry mechanisms. In relation to the no SGS model, 

the series model accomplished a much better predicting capability. 

The second investigated case consists of a turbulent Bunsen piloted flame 

featured by the turbulent premixed regime. Two grid resolutions are engaged 

and no SGS model is practised as a comparison. The chemistry is defined by 

a well-established 4-step mechanism with 7 species. The velocity field is overall 

reproduced well by the series model, with some deficiencies in the upstream 

area. Species profiles including the intermediate CO are in good agreement 

with the experimental data. The temperature trend is predicted reasonably, but 

the maxima are larger than the experimental data. It is largely due to the under-

estimation the experimental heat loss in the pilot jet. Progress viable defined by 

species show a good match with the measurements. Compared with 

Dormingo`s simulation, the series model behaves similarly well to the ADEF 

model, except the velocity field where the ESF model produce more accurate 

results, but the series model obtains better performance in reproducing CH4, 

O2, H2O, CO2 and CO. 

The last simulated case is a bluff-body stabilised premixed flame, involving 

many features of practical combustors such as flame anchoring, recirculation 

areas and shear layers. Two grid resolutions are engaged, and no SGS model 

is practised as a comparison. The chemistry is defined by a well-established 

single-step mechanism. The results show that the series model reproduces 

correctly key characteristics such as flame anchoring, recirculation zones and 

shear layers. Statistically, good agreement with experimental data is obtained 
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by the series model, in terms of time-averaged profiles of velocity and its 

fluctuations, and temperature as well as the size of the recirculation region. 

Compared with the no SGS model, the series model achieved a much better 

predicting capability. Refining the mesh resolution, the series model shows a 

good grid sensitivity. 

In summary, the novel series model has been established and demonstrated to 

be a very promising LES technique to capture turbulent premixed and non-

premixed flames and the combustion dynamics. The model has the correct 

limiting behaviour: the sub-grid contribution reduces with the square of the filter 

size, approaching DNS as approaches Kolmogorov scales. It is also free from 

other parameters than those in the flow field. The accuracy level of the method 

is determined by the Taylor series order.  Due to these significant features, the 

model can be easily incorporated into other established LES programming 

framework.  

7.2 Future Work 

In the future work, the following aspects can be considered. 

a, Application to a practical combustor. 

In this work, three well-established experimental benchmarks were simulated 

with the series model. However, they cannot represent all the combustion 

dynamics encountered in industrial engines or combustors. These devices are 

of complex geometry and difficult for most present models to simulate. In future, 
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application to a practical combustor is expected to be performed to fully address 

the capability of the series model in dealing with complex geometry. 

b, Employment of the detailed mechanism. 

The detailed mechanisms generally provide a more accurate and precise 

prediction of reaction rate and other transient flame phenomena. Employment 

of detailed chemistry is anticipated to broaden the utilisation of the series model. 

c, a more adaptive approximation for the scalar gradient term 

In poorly resolved flames, the scalar gradient term can be inaccurate. More 

adaptive approximation like sub-grid mixing model or scalar dissipation like 

approximation are a potential measure to improve the prediction in very coarse 

grid resolutions. 

d, application to other source terms like atmosphere modelling 

The series model is a mathematical approach. In this work, the derivation is 

applied to the chemical source term. However, it should not be limited to 

combustion area. In theory, it can be extended to other scalar transport 

equation containing source terms in the context of large eddy simulation.  

e, explore the potential for supersonic combustion and the effects of 

radiation and soot. 

As outlined in Chapter 3.5, the examination scope is limited to low number flows 

neglecting soot and radiation effect within this work. The future exploration can 
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have an eye on supersonic flows and expand the applicability of sooting and 

radiative combustion. 
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Appendix  

A. Publications during PhD studies 

Peer-reviewed journal articles 

[1] Zeng W., Vogiatzaki K., Navarro-Martinez S., and Luo K. H. Modelling of 

Sub-grid Scale Reaction Rate Based on a Novel Series Model: Application to a 

Premixed Bluff-Body Stabilised Flame. Combustion Science and Technology. 

[2] Zeng W., Vogiatzaki K., Navarro-Martinez S., Wang X and Luo K. H. (Under 

review). Modelling of Sub-grid Scale Reaction Rate Based on a Novel Series 

Model: Application to Turbulent, Piloted Non-premixed and Partially Premixed 

Flames. Fuel. 

.[3] Feng, M., Jiang, X. Z., Zeng, W., Luo, K. H., & Hellier, P. (2019). Ethanol 

oxidation with high water content: A reactive molecular dynamics simulation 

study. Fuel, 235, 515-521. 

[4] Jiang, X. Z., Feng, M., Zeng, W., & Luo, K. H. (2018). Study of mechanisms 

for electric field effects on ethanol oxidation via reactive force field molecular 

dynamics. Proceedings of the Combustion Institute. 
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Conference presentations 

[1] Zeng W., Vogiatzaki K., Navarro-Martinez S., and Luo K. H. (2017). A Series 

Combustion Model for LES. The UK Consortium on Turbulent Reacting Flows, 

Southampton, United Kingdom. 

[2] Zeng W., Vogiatzaki K., Navarro-Martinez S., and Luo K. H. (2017). 

Assessment of Subgrid-Scale Model Effects on Large Eddy Simulation of a 

Back-Step Combustor. The 8th European Combustion Meeting  of the 

Combustion Institute, Dubrovnik, Croatia. 

[3] Zeng W., Vogiatzaki K., Navarro-Martinez S., and Luo K. H. (2016). Large 

Eddy Simulation of a bluff-body stabilized premixed flame. The UK Consortium 

on Turbulent Reacting Flows, Durham, United Kingdom. 
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