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Abstract 

Neuroblastoma accounts for 15% of paediatric cancer deaths and there is an 

urgent need for improved therapeutic strategies. Phosphotyrosine signalling, 

regulated by the opposing actions of protein tyrosine kinases and protein 

tyrosine phosphatases (PTPs), is critical for virtually all aspects of cell 

behaviour, and is commonly perturbed in cancer. We have previously shown 

that pan-inhibition of PTPs using oxidovanadium induces cytotoxicity in a panel 

of neuroblastoma cell lines. We therefore hypothesise that there exist specific 

PTPs that promote tumour cell survival, and that their specific or pan-inhibition 

may be beneficial for the treatment of neuroblastoma. 

Whilst promising preclinical data using vanadium-derived compounds in in 

vitro and in vivo models of cancer has been reported, clinical trials have been 

prevented in part due to concerns surrounding off-target tissue toxicity. I have 

taken several approaches to harness the cytotoxic properties of 

oxidovanadium, and PTP inhibition, with the aim to develop new therapeutic 

strategies for neuroblastoma. The tumour-promoting roles of specific PTPs 

were investigated using loss-of-function approaches including RNAi and 

CRISPR/Cas9 gene knockout. The dual specificity phosphatase CDC14B was 

identified as a potential candidate, although further validation studies need to 

be considered for this enzyme to be taken forward as a potential therapeutic 

target. In a parallel study, the first genome-wide transcriptomic analysis in 

neuroblastoma cells treated with oxidovanadium has revealed a potential role 

for cAMP signalling in bismaltolato oxidovanadium (BMOV)-induced 

cytotoxicity. This pathway and others that are affected by oxidovanadium may 

be a source of useful therapeutic targets for neuroblastoma in the future. 

Finally, I have shown for the first time that hydrophobic oxidovanadium can be 

packaged into liposomes and maintains its cytotoxicity when delivered to 

neuroblastoma cells. This presents a novel opportunity to deliver vanadium 

with potentially fewer safety concerns, whilst retaining its broad activity and 

high levels of anti-cancer efficacy. 
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Impact Statement 

The aim of this project was to explore the potential of targeting protein tyrosine 

phosphatase (PTP) signalling for the treatment of neuroblastoma and to 

deliver new conceptual approaches and opportunities for future therapies. We 

believe that there is enormous therapeutic potential in targeting PTPs. These 

enzymes, along with their functional partners, protein tyrosine kinases, are 

responsible for the regulation of tyrosine phosphorylation, which is vital for 

proper cell function, and its deregulation is implicated in a broad spectrum of 

human diseases including cancer. PTPs are increasingly being positively 

implicated in tumourigenesis and cancer progression, and several have now 

been labelled as bona fide oncogenes in several tumour types including 

neuroblastoma. We therefore suggest that therapeutic inhibition of these, and 

other yet to be identified PTPs, will be useful in developing much needed 

improved therapeutic strategies for high-risk neuroblastoma. Here I present 

data indicating that targeting of specific pro-tumour PTPs, as well as pan-PTP 

inhibition using vanadium-derived compounds may be of benefit for 

neuroblastoma treatment. 

I utilised genomic technologies including siRNA and shRNA-mediated gene 

knockdown, and CRISPR/Cas9-mediated gene deletion, to identify specific 

PTPs that are required for growth and/or survival of neuroblastoma cell lines. 

If confirmed in vivo, therapeutic targeting of these enzymes may have 

significant clinical impact. 

Vanadium-derived compounds are considered broad-spectrum inhibitors of 

the entire PTP superfamily and have been of interest in disease research 

including cancer for many decades. Despite considerable research efforts 

reporting anti-cancer activity in in vitro and in vivo tumour models, and even 

human clinical trials in the diabetes setting, vanadium compounds have yet to 

achieve clinical approval, due in part to concerns regarding the safety of their 

use in humans. Here I attempted to deconvolute the mechanisms driving 

oxidovanadium cytotoxicity, using genome-wide transcriptomics. These data 

revealed a broad range of transcriptional changes, suggesting that several 

effector pathways likely contribute to the observed cytotoxicity. One such 
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pathway was identified as cAMP signalling, and early validation suggests that 

cAMP signalling is activated by oxidovanadium and may be involved in 

cytotoxicity. Targeting of this pathway and other oxidovanadium effectors may 

be useful in the treatment of neuroblastoma. 

Both the targeting of specific pro-tumour PTPs and BMOV effectors are 

reductionist approaches to harness the cytotoxicity associated with 

oxidovanadium-mediated pan-PTP inhibition. An alternative approach is the 

therapeutic use of oxidovanadium itself. Here I present a novel hydrophobic 

oxidovanadium liposomal formulation that can be delivered to neuroblastoma 

cells in culture. This nanoparticle formulation may allow safer delivery of 

oxidovanadium to tumour cells in vivo, both by enhancing the efficiency of 

delivery and reducing off-target tissue toxicities. These formulations may be 

useful not only in the treatment of neuroblastoma but also in other cancers, as 

well as other diseases related to PTP signalling, namely diabetes, where 

vanadium-derived compounds have previously been trialled. 

My research will therefore raise the profile of PTP signalling as a therapeutic 

target in the cancer field and will also promote new thinking about how to utilize 

the cytotoxic potential of oxidovanadium for cancer and other disease 

treatment. 
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1.1. Neuroblastoma 

1.1.1. Incidence and clinical presentation 

Cancer remains a leading cause of death in young people as well as adults. 

Behind accidents, assault and intentional self-harm, cancer is the biggest killer 

of children aged between 1 and 19 in the US (Hamilton et al., 2013). 

Neuroblastoma is the most common extra-cranial solid tumour in children and 

accounts for around 15% of all paediatric cancer related deaths (Miller et al., 

1995). In 2010, there were 10.7 cases of neuroblastoma per million children 

aged 1-14 in the US (Louis et al., 2015), and in the UK, approximately 100 

children are diagnosed with neuroblastoma each year, most of whom are 

under 5. In fact, 90% of patients are diagnosed before they reach 10 years old 

(London et al., 2005). Although much less frequent, neuroblastoma can also 

develop in older children, teenagers and adults. The median age of diagnosis 

is 19 months, and in most cases, children whose tumours present at a younger 

age will have a more favourable prognosis compared with children diagnosed 

at 18 months or older (London et al., 2005, Whittle et al., 2017) (Figure 1.1A). 

Neuroblastoma is a very intriguing tumour type, in that some patients present 

with tumours that spontaneously regress, requiring only careful observation 

and no further treatment (Brodeur and Bagatell, 2014). Children with high-risk 

disease however, are subjected to aggressive multimodal therapy, and 

survival for this group remains below 50% (Whittle et al., 2017, Park et al., 

2013) (Figure 1.1B). This clearly highlights the need for novel therapeutic 

strategies in the treatment of this devastating disease. 
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Figure 1.1 – Prognosis for neuroblastoma patients 
A - Kaplan-Meier plot showing probability of overall survival based on age at diagnosis. Taken 
from Janoueix-Lerosey et al. (2010). B - Kaplan-Meier plot showing probability of event-free 
survival for neuroblastoma patients categorised as low, intermediate or high risk based on 
clinical and biological factors. Taken from Park et al. (2013). 

Neuroblastoma is an embryonic cancer with tumours arising throughout the 

developing sympathetic nervous system in tissues of neural crest origin, 

predominantly in the adrenal medulla (Maris, 2010). Normal mammalian 

development involves migration of neural crest cell precursors from the dorsal 

neural tube to various locations, these cells then differentiate into the tissues 

and organs of the sympathetic nervous system (Bronner, 2012, Jiang et al., 

2011). Neuroblastoma is thought to arise due to defects in this migration, 

maturation or differentiation (Hoehner et al., 1996, Whittle et al., 2017). 

Tumours arise throughout the sympathetic nervous system, in particular in the 

adrenal medulla and paraspinal ganglia. They are most commonly reported in 

the adrenal gland, but are also found in tissues in the neck, chest, pelvis and 

abdomen (Matthay et al., 2016, Whittle et al., 2017). Due to the range of 

primary as well as metastatic tumour sites, neuroblastoma patients present 

diverse pathological features (Figure 1.2). When primary tumours arise in the 

upper chest or neck, Horner’s syndrome can occur, characterised by miosis 

(constricted pupil), ptosis (droopy eyelid) and anhydrosis (decreased 

sweating), whereas tumours within the spine can compress the spinal cord 

causing paralysis (Maris, 2010). Neuroblastoma tumour cells can also both 

infiltrate local organ structures, and metastasise to distant tissues such as 

lymph node, bone marrow and liver (DuBois et al., 1999). 

 

A B 
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Figure 1.2 – Clinical presentation of neuroblastoma 
Neuroblastoma tumours occur most commonly in the adrenal gland (A), but may also arise in 
tissues throughout the sympathetic nervous systems, thus are associated with many 
pathological features. Primary tumours within the spine can cause spinal cord compression 
and in some cases paralysis (B), whereas tumours arising in the neck or upper chest are 
associated with Horner’s syndrome (C). Tumours may infiltrate into local organ structures such 
as the celiac-axis (D), or metastasise to other tissues such as the liver (E) or bone marrow (F). 
Taken from Maris (2010). 

1.1.2. Disease classification and treatment 

Upon diagnosis, neuroblastoma patients are classified based on various 

properties of their disease. This stratification allows patients to be directed 

towards appropriate therapy and gives an indication of their likely prognosis. 

Tumour staging is an important element in this stratification. Until recently, the 

International Neuroblastoma Staging System (INSS) was used to group 

neuroblastoma tumours into stages. This system was implemented in 1986, 

and revised in 1993 (Brodeur et al., 1988, Brodeur et al., 1993), and was partly 

based on the degree of tumour resection during surgery. Thus, this system did 

not allow tumour staging prior to treatment initiation. There were also some 

issues with standardisation across clinical groups, for example in lymph node 
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sampling (Whittle et al., 2017, Tolbert and Matthay, 2018, Monclair et al., 

2009). More recently, the International Neuroblastoma Risk Group (INRG) set 

about creating new staging and risk classification systems for neuroblastoma 

(Monclair et al., 2009, Cohn et al., 2009). In the INRG Staging System 

(INRGSS) (Table 1.1), tumours are classified based on image-defined risk 

factors and age of diagnosis, which are predictive of prognosis. As this 

classification is based on imaging rather than surgical sampling, tumours can 

be classified before treatment begins (Tolbert and Matthay, 2018). 

Table 1.1 – International Neuroblastoma Risk Group Staging System (INRGSS) 
In this system, neuroblastoma cases are assigned to stage L1, L2, M or M3 based on image-
defined tumour location and degree of metastasis, as well as patient age. Modified from 
Monclair et al. (2009) 

Stage Description 

L1 Localised tumour not involving vital structures as defined by 
the list of image-defined risk factors and confined to one body 

compartment 

L2 Locoregional tumour with presence of one or more image-
defined risk factor 

M Distant metastatic disease (except stage MS) 

MS Metastatic disease in children younger than 18 months with 
metastases confined to skin, liver and/or bone marrow 

 

The INRG then used this new tumour staging system, together with biological 

features that had been correlated with patient outcomes, to create risk 

stratifications (Cohn et al., 2009). They used a large cohort of 8000 patients 

from North America, Europe and Japan and looked for correlation between a 

longlist of potential risk factors and event-free and overall survival. From this 

analysis, they created a shortlist of factors that would be used to classify 

patients into risk groups. These risk factors include INRG tumour stage, age 

at diagnosis, tumour histology, degree of tumour differentiation, MYCN 

amplification, 11q chromosomal aberration and DNA ploidy (Cohn et al., 2009, 

Whittle et al., 2017, Tolbert and Matthay, 2018). According to this risk 

stratification system, patients can be classified as very low risk, low risk, 

intermediate risk and high risk (Figure 1.3), which are associated with >85%, 

75-85%, 50-75% and <50% 5 year event-free survival respectively (Cohn et 

al., 2009). 



26 
 

Figure 1.3 - International Neuroblastoma Risk Group (INRG) pre-treatment classification 
scheme 
Patient risk group (right hand column) is determined based on INRG tumour stage, age at 
diagnosis, and various biological factors. GN = ganglioneuroma, GNB = 
ganglioneuroblastoma, Amp = amplified, NA = non-amplified. Taken from Cohn et al. (2009). 

These kinds of classifications are very important in the treatment of 

neuroblastoma. On the one hand, they allow effective identification of very 

high-risk patients and allocation of appropriately aggressive therapy. However, 

on the other hand, they also allow for the intensity of treatment to be reduced 

for much lower risk patients. This can be considered equally as important, 

since the therapies that are used to treat neuroblastoma are often very invasive 

and are associated with significant life-long health complications, particularly 

critical for patients undergoing treatment at such young ages. 

As discussed above, neuroblastoma is a highly heterogeneous disease, thus 

treatment can be extremely challenging and involves many different 

approaches depending on tumour stage and the risk associated with a 

patient’s disease. Currently, treatment for neuroblastoma ranges from 

observation and in some cases surgery to remove primary tumours for low-risk 

patients, to aggressive multimodal therapy lasting 18 months or longer and 

involving significant hospital stays for high-risk patients (Tolbert and Matthay, 

2018) (Figure 1.4). This multimodal therapy involves a combination of 

chemotherapy, surgery, stem cell transplantation, radiotherapy, as well as 
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ongoing maintenance therapy, including anti-GD2 targeted immunotherapy 

and retinoid treatment (Louis et al., 2015, Tolbert and Matthay, 2018). 

Maintenance therapy aims to treat residual disease, minimising the risk of 

disease reoccurrence. For example, treatment with retinoids such as 

isotretinoin, is thought to force tumour cells to differentiate, hopefully leading 

to reduced proliferation (de Thé, 2018). Although new treatments are 

constantly in development, and overall survival of high-risk patients has 

increased from 29% to 50% over the last 20 years, very little progress has 

been made in the last 10 years (Pinto et al., 2015). Thus, clearly there is still a 

significant need for novel therapies to treat high-risk patient groups. 

Figure 1.4 – Neuroblastoma treatment based on risk stratification 
Summary of therapeutic strategies used to treat neuroblastoma patients in each risk group. 
HSCT = Haematopoietic stem cell transplantation. Modified from Tolbert and Matthay (2018). 

1.1.3. MYCN amplification 

The high degree of heterogeneity between neuroblastoma tumours indicates 

that there are a complex range of genetic or epigenetic aberrations that drive 

this disease. Although for most neuroblastoma tumours these genetic drivers 

are not well understood, there are some genetic markers that have been 

correlated with disease progression and prognosis. Chromosomal aberrations 
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such as losses at chromosome 1p and 11q, and overall ploidy correlate with 

poor prognosis and these are included in the INRG risk classification scheme 

(Brodeur, 2003, Attiyeh et al., 2005, Cohn et al., 2009) (Figure 1.3). MYCN 

amplification occurs in 22% of neuroblastoma patients and is the most robust 

genetic marker available for patient stratification (Brodeur, 2003, Cohn and 

Tweddle, 2004). MYCN is a transcription factor with a basic helix-loop-helix 

domain, and has been described as a proto-oncogene (Adhikary and Eilers, 

2005). Specifically in neuroblastoma, amplification of MYCN is associated with 

advanced disease and correlates with unfavourable prognosis (Schwab et al., 

1983, Brodeur et al., 1984, Seeger et al., 1985) (Figure 1.5). MYCN 

amplification drives tumourigenesis and cancer progression in a variety of 

ways, including by inhibiting cell cycle arrest (Bell et al., 2006), and enhancing 

proliferation (Schweigerer et al., 1990), genomic instability (Sugihara et al., 

2004), angiogenesis (Fotsis et al., 1999), therapeutic resistance (Veas-Perez 

de Tudela et al., 2010), tumour cell motility and invasiveness (Goodman et al., 

1997), and evading immune responses (Song et al., 2007). In fact MYCN 

activity can be related to almost all of Weinberg’s Hallmarks of Cancer (Huang 

and Weiss, 2013, Hanahan and Weinberg, 2011). Moreover, Weiss et al. 

(1997) showed that over expression of MYCN in mice neuroectoderm caused 

formation of neuroblastoma-like tumours. 

Figure 1.5 – MYCN amplification correlates with poorer prognosis 
Kaplan-Meier plot showing 3-year event-free survival for infants under 1 years old with 
metastatic neuroblastoma, grouped based on MYCN amplification. 93% of non-MYCN 
amplified patients had 3 years event free survival, compared to 10% with MYCN amplification. 
Taken from Brodeur (2003). 
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Given this strong correlation between the amplification of MYCN and poor 

prognosis, it is an obvious choice for therapeutic targeting. MYCN has long 

been regarded as ‘undruggable’ due in part to challenges in targeting protein-

DNA interactions. Thus, efforts have largely been focussed on indirect 

targeting of MYCN, for example by identifying and targeting critical MYCN 

substrates, or enzymes that regulate MYCN expression and protein stability 

(Barone et al., 2013, Bayliss et al., 2017). For example, Aurora A kinase is 

known to indirectly stabilise the MYCN protein by preventing its degradation, 

and there has been interest in targeting this kinase in neuroblastoma, including 

clinical trials using the small molecule inhibitor alisertib (Otto et al., 2009, 

Greengard, 2018, Richards et al., 2016, Mossé et al., 2012, DuBois et al., 

2016). Similarly, the bromodomain and extra-terminal domain (BET) protein 

family is involved in regulating MYCN transcription, and BET inhibitors have 

shown anti-cancer effects in preclinical neuroblastoma studies (Puissant et al., 

2013, Shi and Vakoc, 2014). 

1.1.4. Driver mutations 

Targeted therapy is currently the focus of a large proportion of cancer research 

efforts, and involves the targeting of molecules that act as drivers of specific 

tumours. It is generally hoped that these will allow effective cancer treatment 

with fewer side effects compared to conventional cancer therapies. In order to 

develop targeted therapies, the proteins that drive tumourigenesis or tumour 

progression often following over- or under-expression or genetic alteration, 

must be identified. As has been discussed, MYCN is the most robust 

neuroblastoma driver to be described so far. In most cases, MYCN 

amplifications, rather than mutations within the gene itself, are present in 

neuroblastoma. In fact the overall mutation frequency in neuroblastoma is 

relatively low compared to adult solid tumours and to date very few mutations 

in cancer genes have been described. This includes both oncogenic or pro-

tumour drivers as well as tumour suppressor genes. Phosphatase and tensin 

homolog (PTEN) and p53 are very commonly mutated tumour suppressor 

genes in cancer. Mutations in neither are commonly reported in neuroblastoma 

cell lines or primary tumours, although p53 is often mutated or otherwise 

suppressed in relapsed disease (Izycka-Swieszewska et al., 2010, Muñoz et 



30 
 

al., 2004, Moritake et al., 2001, Tweddle et al., 2003, Carr et al., 2006). Pugh 

et al. (2013) studied the genome and transcriptome of 240 cases of 

neuroblastoma and found an exonic mutation frequency of just 0.6 per Mb. 

Furthermore, they noted very few genes that were frequently mutated across 

the tumour panel. Nonetheless, ALK, PTPN11, ATRX, MYCN and NRAS 

where identified as genes with a significant frequency of recurrent somatic 

mutations in neuroblastoma (Pugh et al., 2013). 

Activating mutations or amplifications in anaplastic lymphoma kinase (ALK) 

are present in around 14% of high-risk neuroblastoma tumours, and over half 

of hereditary cases, which represent 1-2% of all neuroblastoma patients 

(Shojaei-Brosseau et al., 2004). These mutations correlate with poorer 

prognosis and commonly occur in parallel with MYCN amplification (Mosse et 

al., 2008, Janoueix-Lerosey et al., 2008, Trigg and Turner, 2018, De Brouwer 

et al., 2010). Under normal conditions, ALK is predominantly expressed in 

developing neural tissue making it an attractive therapeutic target, as fewer 

off-target tissue toxicities would be predicted (Barone et al., 2013). There has 

been some reported success in targeting ALK in neuroblastoma, most notably 

by using the small molecule inhibitor crizotinib, although both innate and 

acquired drug resistance is likely to be a problem (Sekimizu et al., 2018, 

Bresler et al., 2011, Mossé et al., 2013). The ATRX protein is involved in 

regulating telomere length, and loss-of-function mutations in this gene are 

associated with neuroblastoma in older children and adolescents (Cheung et 

al., 2012). NRAS, as well as other components of the RAS-MAPK pathway, 

has been heavily implicated in virtually all types of cancer, and has been the 

focus of a great deal of therapeutic targeting (Santarpia et al., 2012). Mutations 

in the RAS-MAPK pathway are rare in primary neuroblastoma; however, it has 

been reported that almost 80% of relapsed tumours have mutations in this 

pathway (Eleveld et al., 2015). Therefore, there has been interest in targeting 

RAS-MAPK pathway components in relapsed neuroblastoma (Greengard, 

2018). Related to this, somatic mutations in PTPN11 were reported in 2.9% of 

neuroblastomas (Pugh et al., 2013). The PTPN11 gene encodes SHP2, a 

protein tyrosine phosphatase (PTP) that is involved in RAS-MAPK signalling 

and has been implicated in various cancers, including neuroblastoma 
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(Bentires-Alj et al., 2004). There is ongoing interest in targeting SHP2 and 

several small molecule inhibitors are currently in development (Zeng et al., 

2014, Zhang et al., 2016, Chen et al., 2016, Sun et al., 2018b). The role of this 

PTP and others in neuroblastoma and cancer more broadly will be discussed 

in more detail later (Section 1.2.3.). 

Given that survival for high-risk neuroblastoma remains stubbornly below 50%, 

there is a clear requirement for improved therapeutic strategies. Small 

molecule inhibitors of specific molecular targets are not currently part of any 

approved treatment plans for neuroblastoma, although several molecules are 

currently in clinical trials including ALK and Aurora A kinase inhibitors 

(Greengard, 2018). The continued identification and validation of specific 

molecular drivers of this disease, including the genetic aberrations described 

above and others, will be required for the development of successful targeted 

therapies. These will allow children to be treated with specific interventions 

designed explicitly to target the drivers and dependencies of their disease, 

hopefully resulting in improved outcomes. 

1.2. Phosphotyrosine signalling 

1.2.1. Reversible phosphorylation 

The survival of multicellular organisms relies on their ability to respond to 

internal and external stimuli. This is dependent on biochemical signalling that 

allows communication between and within cells. Reversible phosphorylation of 

tyrosine residues is one mechanism by which cells are able to transmit signals, 

and it is involved in virtually all aspects of cell behaviour. This addition and 

removal of phosphate groups from tyrosine residues is catalysed by two 

classes of enzymes, the protein tyrosine kinases (PTKs) for phosphorylation 

and the protein tyrosine phosphatases (PTPs) for dephosphorylation (Figure 

1.6). Given its pivotal role in cell signalling, it is unsurprising that tyrosine 

phosphorylation is under very tight regulation. Disruption to normal PTK and 

PTP signalling, brought about by mutations in relevant signalling molecules, 

results in abnormal proliferation, survival, motility, differentiation and 

metabolism, underlying the pathogenesis of a range of human diseases 
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including cancer (Tonks, 2006). Specific PTKs and PTPs are therefore 

attractive drug targets and have gained much attention across several 

therapeutic areas. 

Figure 1.6 – Reversible tyrosine phosphorylation 
Addition and removal of phosphate groups to/from tyrosine residues is catalysed by protein 
tyrosine kinases (PTKs) and protein tyrosine phosphatases (PTPs) respectively. Both 
phosphorylation and dephosphorylation have impacts on downstream signaling, leading to 
numerous cell fates including proliferation, cell death and differentiation. 

1.2.2. Oncogenic PTKs 

As alluded to above, phosphotyrosine signalling has a significant role in cell 

signalling pathways related to cancer (Hunter, 1998). Tyrosine kinases, as well 

as serine/threonine kinases, often act to promote cell survival, proliferation and 

migration. Therefore, their overexpression or over-activation is in many cases 

associated with tumourigenesis (Montor et al., 2018). Many specific oncogenic 

kinases have been described and these have accounted for a significant 

proportion of drug discovery and development research efforts. Indeed, over 

the last 30 years the kinase family has proven to be a rich source of druggable 

targets (Wu et al., 2016b). Second to G-protein-coupled receptors, kinases are 

the most targeted protein family in cancer. There are currently 37 FDA 

approved kinases inhibitors, at least 27 of which target tyrosine kinases, and 

around 150 more in clinical trials (Bhullar et al., 2018). 

The majority of human PTKs are receptor tyrosine kinases (RTKs) (Robinson 

et al., 2000). These are tyrosine kinases with a membrane-spanning domain 

and an extracellular ligand-binding region, as well as an intracellular kinase 

domain (Hubbard, 1999). In many cases, RTKs are activated by extracellular 

growth factors and function to regulate cell survival, proliferation, migration, 

cell-cycle progression, and metabolism (Hubbard, 1999, Hubbard and Miller, 
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2007, Zwick et al., 2001). As with PTKs more broadly, RTKs are very 

commonly overexpressed or mutated in cancer, and many are classified as 

oncogenic (Blume-Jensen and Hunter, 2001). For example, the epidermal 

growth factor receptor (EGFR) is differentially expressed or mutated in various 

cancers including lung, breast, head and neck, and gastrointestinal (Montor et 

al., 2018). In fact it has been estimated that up to 30% of solid tumours may 

possess gain-of-function mutations in EGFR (Wykosky et al., 2011, Salomon 

et al., 1995). Ligand binding causes dimerisation of EGFR, leading to receptor 

autophosphorylation on multiple tyrosine residues (Heldin, 1995). These 

phosphotyrosine residues serve as recruitment domains for adapter and 

scaffolding proteins containing SH2 domains, which facilitate the activation of 

EGFR targets such as RAS, itself a very important oncogene. Ras activation 

leads to the initiation of multiple downstream signalling pathways including the 

MAPK cascade and the PI3K/AKT axis, which function in proliferation, survival 

and motility (Hubbard and Miller, 2007, Tabernero, 2007). Therapeutic 

inhibition of EGFR is being used with some success in cancers driven by these 

signalling pathways. In many cases this involves the use of small molecule 

EGFR inhibitors such as gefitinib, erlotinib or osimertinib, or the EGFR targeted 

monoclonal antibody cetuximab (Dassonville et al., 2007, Wykosky et al., 

2011, Seshacharyulu et al., 2012). There are many other examples of 

oncogenic tyrosine kinases that are being successfully targeted in the 

treatment of a range of tumour types (Table 1.2), clearly demonstrating the 

pivotal role that phosphotyrosine signalling plays in cancer initiation and 

progression (Bhullar et al., 2018). 

Table 1.2 – FDA approved kinase inhibitors 
Small molecule kinase inhibitors approved by the FDA for use in cancer, many of which target 
protein tyrosine kinases (PTKs). Note, ALK inhibitors are not yet approved specifically for 
neuroblastoma but are in clinical trials. Adjusted from Bhullar et al. (2018). 

Target Kinase classification Inhibitor 

ALK Tyrosine Crizotinib, Ceritinib, Alectinib, Brigatinib 

BCR-ABL Tyrosine Bosutinib, Dasatinib, Imatinib, Nilotinib, Ponatinib 

BRAF Serine/Threonine Vemurafenib, Dabrafenib 

BTK Tyrosine Ibrutinib 

CDK Serine/Threonine Palbociclib, Sorafenib, Ribociclib 

c-Met Tyrosine Crizotinib, Cabozantinib 

EGFR family Tyrosine Gefitinib, Erlotinib, Lapatinib, Vandetanib, Afatinib, 
Osimertinib 
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Table 1.2 continued 

JAK Tyrosine Ruxolitinib, Tofacitinib 

MEK1/2 Dual specificity Trametinib 

PDGFR α/β Tyrosine Axitinib, Gefitinib, Imatinib, Lenvatinib, Nintedanib, 
Pazopanib, Regorafenib, Sorafenib, Sunitinib 

RET Tyrosine Vandetanib 

Src Tyrosine Bosutinib, Dasatinib, Ponatinib, Vandetanib 

VEGFR Tyrosine Axitinib, Lenvatinib, Nintedanib, Regorafenib, 
Pazopanib, Sorafenib, Sunitinib 

 

1.2.3. Oncogenic PTPs 

Historically, and as has been described above, kinases have been regarded 

as the active drivers of phosphotyrosine signalling. PTPs were formally 

discovered in the late 1980s, and were originally thought of as housekeeping 

enzymes that serve to negatively regulate kinase signalling. As such, it has 

been presumed that PTPs play largely tumour suppressive roles in cancer, 

dampening down signalling produced by oncogenic kinases, thus protecting 

cells from tumourigenesis and tumour progression (Wang et al., 2004, 

Motiwala and Jacob, 2006, Laczmanska and Sasiadek, 2011). Indeed several 

tumour suppressive PTPs have been described, for example PTEN. PTEN is 

a dual specificity PTP (DSP) that preferentially dephosphorylates 

phosphoinositides and negatively regulates PI3K/AKT signalling. It is one of 

the most commonly mutated tumour suppressor genes and loss-of-function is 

associated with many human malignancies (Hollander et al., 2011, Song et al., 

2012). However, it is now clear that this model of oncogenic kinases versus 

tumour suppressive phosphatases is over simplistic. We now know that PTPs 

are also active signalling molecules under tight regulation. They can sustain 

cancer phenotypes by facilitating pro-cancer signalling, and when disrupted 

they too can act as oncoproteins that drive tumourigenesis (He et al., 2014, 

Elson, 2018). In a study by MacKeigan et al. (2005), HeLa cells were 

transfected with siRNAs to knockdown every member of the phosphatase 

family. Apoptosis was triggered following knockdown of almost a third of all 

phosphatases (regulatory and catalytic subunits of serine/threonine 

phosphatases, PTPs and DSPs), including a significant proportion of PTPs 

and DSPs. This demonstrates that specific PTPs may be essential for survival 
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in these tumour cells and are therefore interesting candidate therapeutic 

targets. 

The human PTP superfamily, or ‘PTPome’, consists of 107 genes, based on 

experimentally validated PTPs and proteins with domains homologous to 

known PTP catalytic domains. However, of these only 81 dephosphorylate 

phosphotyrosine, whilst the remaining 26 dephosphorylate inositol 

phospholipids, carbohydrates or mRNA, or are catalytically inactive (Alonso et 

al., 2004). In general, PTPs are characterised by the presence of active site 

cysteine residues, which act as critical nucleophiles during catalysis (Guan and 

Dixon, 1991). Specifically, the catalytic loop of PTP domains contain a 

CXXXXXR motif, where C is the catalytic cysteine residue, which transiently 

accepts the phosphate group, forming an enzyme intermediate that is 

stabilised by the arginine residue (R). X can be any amino acid (Alonso et al., 

2016). The PTP superfamily can be divided into four sub-families based on 

active site amino acid sequence and substrate specificity (Figure 1.7) (Kim 

and Ryu, 2012, Alonso et al., 2016). Briefly, class I PTPs include the classical 

PTPs and DSPs. Classical PTPs, both receptor and non-receptor, exclusively 

dephosphorylate phosphotyrosine and have highly conserved sequence and 

structure at the active site. DSPs have much lower sequence homology, 

allowing them to accommodate a wider range of substrates including 

phosphoserine, phosphothreonine, phospholipids, and phosphorylated 

carbohydrates and mRNA. LMW-PTP (or ACP1) was originally the sole 

member of class II, which differs from class I as catalytic cysteine and aspartic 

acid residues are much further apart. Ssu72 has been recently added to class 

II, and unlike ACP1, it can dephosphorylate phosphoserine as well as 

phosphotyrosine (Xiang et al., 2010). Class III contains CDC25A, B and C, 

which dephosphorylate cyclin-dependent kinases (CDKs) on tyrosine and 

threonine residues leading to their activation, thus are involved in cell cycle 

regulation (Boutros et al., 2007). Unlike other PTPs, class III PTPs have a 

catalytic rhodenese-like domain (Fauman et al., 1998). Finally, class IV PTPs 

include the eyes absent (EYA) family, which use aspartic acid rather than 

cysteine as the catalytic nucleophile (Kim and Ryu, 2012, Rayapureddi et al., 

2003). EYA PTPs are transcription factors, but also dephosphorylate both 
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tyrosine and threonine residues likely using distinct catalytic domains (Alonso 

et al., 2016, Patterson et al., 2009, Jung et al., 2010). Oncogenic or tumour-

promoting roles, and/or high tumour expression has now been described for 

specific PTPs across these sub-families (Elson, 2018, Pulido and Hooft van 

Huijsduijnen, 2008). At least 19 PTPs have now been implicated in the initiation 

or maintenance of cancer phenotypes including sustained proliferation, 

evading apoptosis, increased migration and invasion, angiogenesis and 

suppression of the immune response (MacKeigan et al., 2005, Bollu et al., 

2017). Therefore, interest in therapeutically targeting PTPs has grown over the 

last decade. These oncogene-like roles of PTPs in specific tumours have been 

expertly reviewed elsewhere (Elson, 2018, Frankson et al., 2017, Bollu et al., 

2017, Labbé et al., 2012), however below are some examples of PTPs that 

display oncogenic behaviour. It should be noted that, although not the focus of 

this thesis, serine/ threonine phosphatases also play important roles in cancer 

(MacKeigan et al., 2005). For example, PPM1D/Wip1 has been labelled as a 

proto-oncogene and is overexpressed, amplified and mutated in various 

cancers, correlating with poor prognosis, and has been the subject of recent 

drug development efforts (Oghabi Bakhshaiesh et al., 2017, Kleiblova et al., 

2013). 

Figure 1.7 - Protein tyrosine phosphatase (PTP) superfamily 
PTPs can be divided into 4 classes (detailed in inner rings), with differing substrate specificities 
(outer ring). Note: Substrate specificities include those for entire classes, every member of 
each class is not necessarily able to dephosphorylate all of these substrates. 81 family 
members are able to dephosphorylate phospho-tyrosine. Taken from Irving and Stoker (2017). 
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PTPN11, encoding the non-receptor classical PTP SHP2, was the first PTP 

gene to be labelled as a proto-oncogene (Chan and Feng, 2007). SHP2 activity 

is required for full activation of the Ras-ERK pathway, as well as other 

signalling cascades that are implicated in cancer such as PI3K/AKT, 

JAK/STAT and JNK (Huang et al., 2014, Frankson et al., 2017). Gain-of-

function mutations in PTPN11 have been reported in up to 50% of patients with 

Noonan syndrome, a developmental disorder associated with an increased 

risk of cancer (Tartaglia et al., 2001). Indeed, gain-of-function mutations have 

also been reported in several leukaemias and in some solid tumours, including 

neuroblastoma (Chan and Feng, 2007, Bentires-Alj et al., 2004). Most 

strikingly, 34% of all juvenile myelomonocytic leukaemia patients are reported 

to have activating mutations in PTPN11 (Tartaglia et al., 2003). 

Overexpression of SHP2 has also been reported in a number of human 

malignancies including amongst others, breast cancer, leukaemia and thyroid 

cancer (Zhou et al., 2008, Xu et al., 2005, Hu et al., 2015). Furthermore, there 

is evidence to suggest that SHP2 overexpression or over-activation may 

actively drive cancer phenotypes. For example, in breast cancer cell lines 

shRNA-mediated inhibition of SHP2 reversed epithelial-to-mesenchymal 

transition and reduced migration and invasion (Zhou and Agazie, 2008). Given 

its well described oncogenic role, SHP2 is a target of high interest for 

therapeutic intervention in cancer. The allosteric SHP2 inhibitor SHP099 

inhibits proliferation of RTK-driven tumour cells in vitro and in vivo (Chen et al., 

2016, Sun et al., 2018b). Furthermore, sodium stibogluconate (SSG) inhibits 

SHP2 as well as SHP1, and is being used in early clinical trials for advanced 

solid tumours including melanoma (Bollu et al., 2017). 

PTP1B is another example of a non-receptor classical PTP that has been 

described as an oncogene (Lessard et al., 2010, Elson, 2018). PTP1B is 

overexpressed in some breast tumours, which has been correlated with poor 

prognosis in particular in oestrogen receptor-positive tumours (Liu et al., 2016). 

Inhibition of PTP1B using small molecules or genetic ablation reduced tumour 

burden in mouse models of HER/Neu mutant breast cancer. Furthermore, 

overexpression of PTP1B was sufficient to drive breast tumourigenesis in mice 

(Julien et al., 2007). Overexpression of PTP1B has also been correlated with 
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poorer prognosis in various other cancer types, for example gastric, colorectal, 

liver and non-small cell lung cancer (NSCLC) (Wang et al., 2015, Hoekstra et 

al., 2016, Tai et al., 2016, Liu et al., 2015a). PTP1B was the first PTP to be 

recognised as an interesting therapeutic target, although this was for diabetes 

and obesity given PTP1B’s role in insulin sensitivity (Elchebly et al., 1999, Gum 

et al., 2003). Several PTP1B inhibitors are now in development. The most 

promising of these is trodusquemine (MSI-1436), which is in clinical trials for 

type II diabetes as well as metastatic breast cancer (Bollu et al., 2017, 

Krishnan et al., 2014, Thompson et al., 2017). 

Oncogenic roles for non-classical PTPs have also been described, for example 

PRL3 (Campbell and Zhang, 2014). The PRL family, also known as the PTP4A 

family, are dual specificity tyrosine and serine/threonine phosphatases with 

largely unknown biological functions (Bessette et al., 2008). However, cancer-

promoting roles have been described for these PTPs, in particular PRL3, which 

is upregulated in advanced tumours, correlating with poor prognosis (Wei et 

al., 2018). PRL3 is upregulated in colorectal cancers, in particular metastases 

in the liver and lungs, and reduced expression impairs tumour cell motility and 

colony formation in vitro and in vivo (Saha et al., 2001, Kato et al., 2004).  PRL3 

is also expressed at high levels and correlates with poor prognosis in breast 

tumours (Radke et al., 2006, Wang et al., 2006), as well as gastric cancers, 

where its expression is reported to correlate with lymph node metastasis 

(Miskad et al., 2004, Miskad et al., 2007, Li et al., 2007). PRL3 under- and 

overexpression studies have been performed in vitro and in vivo in many 

tumour types, for example breast, lung, colorectal, gastric, ovarian and 

melanoma (Wei et al., 2018, Bessette et al., 2008). These studies reported 

increased motility, migration, invasion and proliferation when PRL3 was over 

expressed, and reductions in these metastatic properties when gene 

expression was silenced. Given its pro-tumour role, it is unsurprising that there 

have been attempts to develop PRL3 inhibitors. JMS-053 is a thienopyridone 

derivative that has shown promising anti-cancer efficacy in ovarian cancer 

models (McQueeney et al., 2018). JMS-053 is a potent allosteric inhibitor of 

PRL3, however it also inhibits the other PRL family members and to date no 

specific PRL3 inhibitors have been described. 
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These are just a few examples of PTPs that have been positively implicated in 

tumourigenesis and progression, and for which therapeutic targeting is in 

development. This demonstrates that in specific contexts PTPs can drive 

tumourigenesis and cancer progression (Elson, 2018, Frankson et al., 2017). 

PTPs, like PTKs, are therefore a very valuable source of therapeutic targets 

for cancer. 

1.2.4. Phosphotyrosine signalling in neuroblastoma 

Above I have described the pivotal role that phosphotyrosine signalling plays 

both in normal physiology and in the pathology of cancer. Most notably, both 

PTKs and PTPs can act as oncogenic drivers of cancer. This role of 

phosphotyrosine signalling is relevant to all human cancers, including of 

central relevance to this project, neuroblastoma. ALK is an RTK and is the 

most commonly mutated gene in high-risk neuroblastoma (Trigg and Turner, 

2018, Pugh et al., 2013). As discussed previously (Section 1.1.4.) gain-of-

function mutations occur in inherited and sporadic neuroblastoma, and 

correlate with poorer prognosis (Shojaei-Brosseau et al., 2004, Ogawa et al., 

2011, Trigg and Turner, 2018). The fact that ALK is only physiologically 

expressed in the developing nervous system, and at much lower levels in some 

adult brain tissues, points to a role in neuronal development and perhaps 

explains its involvement in developmental tumours such as neuroblastoma 

(Iwahara et al., 1997, Vernersson et al., 2006). ALK mutations in 

neuroblastoma almost always result in constitutive activation of the kinase 

domain. Chen et al. (2008) provided functional evidence that these activating 

ALK mutations are oncogenic drivers of neuroblastoma when they reported 

that overexpression of mutant ALK led to tumourigenesis in vitro and in vivo. 

Additionally, knockdown of ALK expression in ALK-mutant neuroblastoma cell 

lines led to reduced proliferation (Chen et al., 2008). Activating mutations in 

ALK can occur alongside MYCN amplification in neuroblastoma (Mosse et al., 

2008, George et al., 2008). In this context, ALK-induced pro-survival signals 

may counteract MYCN-associated apoptosis, further propagating tumour 

progression  (Zhu et al., 2012). As mentioned previously, clinical trials using 

ALK inhibitors such as crizotinib and ceritinib in neuroblastoma patients are 

ongoing and are producing some promising results, although therapeutic 
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resistance is a significant problem (Trigg and Turner, 2018). ALK is one of the 

very few well described molecular drivers of neuroblastoma, clearly pointing to 

an important role for phosphotyrosine signalling in neuroblastoma 

pathogenesis.  

As well as PTKs, specific PTPs, both classical and non-classical, also have 

pro-tumour roles in neuroblastoma. PTPN11, encoding SHP2, is a bona fide 

oncogene in many tumour types (Chan and Feng, 2007, Matozaki et al., 2009) 

(Section 1.2.3.). Gain-of-function mutations have been reported in 

neuroblastoma, where PTPN11 is in fact the third most commonly mutated 

gene (Bentires-Alj et al., 2004, Pugh et al., 2013). Zhang et al. (2017) provided 

evidence that activating mutations in SHP2 may co-operate with MYCN 

amplification to drive neuroblastomagenesis. They expressed SHP2 with 

activating mutations in a zebrafish model of MYCN-overexpressing 

neuroblastoma and found increased formation and penetrance of 

neuroblastoma-like tumours (Zhang et al., 2017). The dual specificity 

phosphatase 26 (DUSP26) is overexpressed in neuroblastoma, where it has 

been suggested to promote tumour growth by inhibiting p53 signalling (Shang 

et al., 2010, Shi et al., 2015). DUSP26 inhibition using shRNA or the small 

molecule inhibitor NSC-87877 reduced growth and increased apoptosis via 

activation of p53 in neuroblastoma models in vitro and in vivo (Shi et al., 2015). 

ShRNA data from our own laboratory have so far not supported an oncogenic 

role for DUSP26 in neuroblastoma cell lines, although further validation may 

be required (A. Cichon and A. Stoker, unpublished). PTPN2 is expressed at 

high levels in some tumour cells, and its down-regulation has been reported to 

reduce lymphomagenesis (Elson, 2018, Young et al., 2009). Mitra et al. (2011) 

showed that PTPN2 overexpression prevents forskolin-induced neurite 

outgrowth in neuroblastoma cells, perhaps suggesting that inhibition of PTPN2 

may promote differentiation in these cells. 

1.2.5. Therapeutic targeting of oncogenic PTPs 

A number of developmental small molecule PTP inhibitors have been 

mentioned above, however designing small molecules to inhibit specific PTPs 

is challenging and there are currently no FDA approved PTP inhibitors. Many 
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drug development efforts have aimed to design compounds that target enzyme 

active sites, competing with substrates for binding. In the case of PTPs, this 

requires the development of phosphotyrosine mimetics. As has been 

discussed, PTPs and in particular classical PTPs have highly conserved active 

sites (Alonso et al., 2016, Tonks, 2013). Therefore, achieving a high level of 

PTP enzyme specificity using competitive inhibitors is difficult. Specificity is 

particularly important when considering targeting pro-tumour PTPs in cancer, 

as some PTPs have been described as tumour suppressors, thus their off-

target inhibition may promote further tumour progression (Wang et al., 2004, 

Motiwala and Jacob, 2006, Laczmanska and Sasiadek, 2011). The 

development of competitive PTP inhibitors has also been hindered by the polar 

nature of phosphotyrosine. Compounds that mimic phosphotyrosine and bind 

to PTP active sites are also likely to be polar, and as such will struggle to cross 

plasma membranes (He et al., 2014). Lack of specificity and bioavailability has 

therefore impeded the development of potent, specific competitive PTP 

inhibitors. Drug development efforts have thus been shifted towards allosteric 

inhibitors, which have binding sites distinct from the substrate-binding region 

and alter protein confirmation upon binding to prevent catalysis, as well as 

dual-binding inhibitors that bind to both the catalytic site and a specific, 

neighbouring region (Stanford and Bottini, 2017, Lazo et al., 2018, Zhang, 

2017, He et al., 2011). Indeed, the aforementioned SHP2 inhibitor SHP099, 

the PRL3 inhibitor JMS-053, and the PTP1B inhibitor trodusquemine are all 

allosteric inhibitors (Chen et al., 2016, Sun et al., 2018b, McQueeney et al., 

2018, Krishnan et al., 2014). However, given that these allosteric sites are less 

well-defined compared to active sites, developing these inhibitors remains 

challenging. 

The difficulty in chemically targeting PTPs, together with the fact that PTPs 

were initially thought of as negative regulators of tumourigenesis, has caused 

the development of specific PTP inhibitors to lag behind kinase inhibitors. 

There are therefore very few specific small molecule PTP inhibitors available 

for preclinical target validation studies (Stanford and Bottini, 2017, Lazo et al., 

2018). This has somewhat forced the field to consider the use of non-specific 

pan-PTP inhibitors, the clearest examples of which are vanadium-derived 
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compounds (Gordon, 1991, Huyer et al., 1997, Peters et al., 2003). Our group 

have previously reported that treating subsets of neuroblastoma cell lines with 

the oxidovanadium derivative bismaltolato oxidovanadium (BMOV) induces 

anti-cancer phenotypes including cytotoxicity and differentiation (Clark et al., 

2013, Clark et al., 2015). This net response to vanadium compounds provides 

support for the hypothesis that there exist oncogenic or tumour-promoting 

PTPs that are important for neuroblastoma cell survival and potentially 

therefore tumourigenesis and tumour progression. 

1.3. Vanadium 

1.3.1. Vanadium as a metallotherapeutic 

A Swedish chemist named Nils Gabriel Sefström discovered the group 5d 

transition metal vanadium in 1830. Vanadium is present ubiquitously in nature, 

found in soil, water, air and living organisms. In fact, it is the 18th most abundant 

chemical element in the Earth’s crust (Rehder, 2012). Vanadium is an 

essential micronutrient in lower organisms, and although this has yet to be 

confirmed in humans, vanadium is very likely to play a regulatory role in human 

cells (Schroeder et al., 1963, French and Jones, 1993, Harland and Harden-

Williams, 1994). There has also been great interest over many decades in the 

use of vanadium-derived compounds as pharmacological agents to treat 

human disease, most notably diabetes and cancer (Barrio and Etcheverry, 

2010, Evangelou, 2002, Rehder, 2012, Rehder, 2013, Thompson and Orvig, 

2006). Active research into the use of these compounds as 

metallotherapeutics is ongoing, with over 1200 publications regarding 

vanadium and cancer or diabetes since 2000 (PubMed.). As will be discussed 

below, expansive preclinical studies have and continue to provide promising 

data for the therapeutic use of vanadium compounds, and phase I and II 

clinical trials have been completed in the diabetes setting (Thompson and 

Orvig, 2006, Thompson et al., 2009). Despite this, an approved vanadium-

derived drug has yet to reach the market, due in part to concerns regarding 

off-target toxicities that will be discussed below. 



43 
 

1.3.2. Vanadium as a pan-PTP inhibitor 

In nature vanadium exists in a number of oxidation states from –III to +V, but 

in biological solutions the majority is in the form of tetravalent vanadyl cations 

(IV) or pentavalent vanadate ions (V) (Nechay, 1984). Orthovanadate has a 

tetra-coordinated structure with the vanadate ion at the centre, and an overall 

negative charge. These features are shared with phosphate groups, including 

those on phosphorylated PTP substrates (Figure 1.8A). This similarity in 3D 

shape and charge allows orthovanadate to bind to PTP active sites, stabilised 

by a complex network of hydrogen bonds, and to mimic the trigonal bipyramidal 

transition state that occurs during PTP-mediated phosphoryl transfer reactions 

(Figure 1.8B) (Simons, 1979, Peters et al., 2003, Crans et al., 2004, Brandão 

et al., 2010). The ability of vanadate to mimic phosphate and bind to PTP active 

sites renders it a broad specificity, competitive and reversible PTP inhibitor 

(Crans et al., 2004, Huyer et al., 1997, Swarup et al., 1982, Heneberg, 2009). 

As has been stated previously, PTPs share a highly conserved catalytic 

domain, in particular in the substrate-binding region at the active site (Alonso 

et al., 2016, Tonks, 2013). It is therefore reasonable to assume that vanadium-

derived compounds can inhibit all members of the PTP superfamily, although 

perhaps not with equal potency. Indeed, vanadium salts are commonly used 

as PTP inhibitors to preserve the phosphorylation status of proteins following 

extraction from cells prior to immuno detection (Gordon, 1991). Reports of 

vanadate inhibition of family members from across the PTP superfamily can 

be found in the literature. For example, Scrivens et al. (2003) showed that 

several human PTPs were inhibited by orthovanadate, including DSPs from 

class I and class III, and both receptor and non-receptor class I classical PTPs. 

Similarly, Peters et al. (2003) showed that BMOV inhibited class II LMW-PTP, 

as well as both receptor and non-receptor classical class I PTPs, with IC50 

values between 26 nM and 201 nM, and Ki values of 0.79 µM and 0.9 µM for 

human LMW-PTP and PTP1B respectively. Vanadium has not been reported 

to reversibly inhibit serine/threonine phosphatases in this way. 

Serine/threonine phosphatases have distinct catalytic mechanisms compared 

to PTPs, therefore vanadate binding cannot mimic the transition state 

occurring during phosphoryl transfer reactions for these enzymes (Shi, 2009, 
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Barford et al., 1998). Importantly, it is not simply that vanadate resembles 

phosphate that enables it to reversibly inhibit PTPs, but, crucially, that it mimics 

the bipyramidal transition state. 

 

Figure 1.8 – Vanadate resembles phosphate 
A - Orthovanadate (left) and phosphate (right) both have a tetra-coordinated structure and 
overall negative charge. B – Crystal structure showing the trigonal bipyramidal transition state 
complex between PTP1B and orthovanadate. Hydrogen bond lengths (red) are in Å. Taken 
from Brandão et al. (2010). 

  

A 
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Some specific vanadium-derived compounds, namely peroxidovanadium 

complexes, are able to inhibit PTPs via a distinct and sometimes irreversible 

mechanism (Bevan et al., 1995, Huyer et al., 1997, Scrivens et al., 2003, 

Evangelou, 2002, Heneberg, 2009). These compounds can oxidise cysteine 

residues in the PTP active site, which are critical for catalysis, therefore 

rendering enzymes catalytically inactive (Ostman et al., 2011, Barford, 2004). 

This was confirmed in a study by Peters et al. (2003) where human LMW-PTP 

and PTP1B were treated with the peroxidovanadium compound bisperoxo 

(1,10-phenanthroline) oxidovanadate (V) (bpv-phen). Following treatment with 

bpv-phen, shifts in mass spectra were observed that were consistent with 

active site cysteine oxidation; this was not observed for an alternative 

oxidovanadium compound, BMOV (Peters et al., 2003). The vanadium ion can 

also indirectly contribute to PTP inhibition by oxidation of active site cysteine 

residues. In the cell, there is interconversion between the vanadyl (IV) and 

vanadate (V) redox states of the vanadium ion. This interconversion occurs via 

Fenton-like reactions and generates reactive oxygen species (ROS) (Sakurai 

et al., 1980, Nechay, 1984). As with peroxidovanadium compounds, ROS can 

oxidise active site cysteine residues, causing enzyme inactivation (Groen et 

al., 2005, Barford, 2004, Salmeen et al., 2003). Vanadium-derived compounds 

can therefore be considered broad-spectrum PTP inhibitors, both via 

competitive active site binding and in some cases active site cysteine 

oxidation. This activity is likely related to the therapeutic potential of these 

compounds in cancer models as will be further discussed in Section 1.3.6. 

1.3.3. Oxidovanadium compounds 

Over several decades, the nature of the vanadium-derived compounds that 

have been investigated as therapeutic agents, has evolved. Early studies 

focussed on the use of simple, inorganic vanadium salts, whereas later studies 

have used more bulky and complex compounds, for example those shown in 

Figure 1.9. In the majority of cases, these complexes contain a single 

vanadium ion co-ordinated by organic ligands of varying complexity, and 

included but are not limited to maltolato vanadium compounds, vanadocenes, 

and peroxidovanadium complexes (Rehder, 2012). Vanadium oligomers have 

also been developed, most notably decavanadates (Figure 1.9D). Distinct 
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intracellular responses have been described for decavanadates compared to 

monomeric vanadium complexes, namely a unique oxidative stress response 

and an allosteric ATPase inhibition mechanism (Tiago et al., 2007, Fraqueza 

et al., 2012, Soares et al., 2007b, Soares et al., 2007c). Importantly however, 

in biological systems treated with decavanadate, monomeric vanadate is 

released, likely causing a degree of PTP inhibition (Aureliano and Crans, 2009, 

Aureliano and Gandara, 2005, Aureliano, 2016). One factor that has 

contributed to the increased use of bulky oxidovanadium complexes with 

organic ligands seems to be their improved bioavailability in vivo compared to 

vanadate (Thompson and Orvig, 2006, Thompson et al., 2009, McNeill et al., 

1992). However, increasing evidence from detailed speciation studies now 

suggests that these larger oxidovanadium complexes (e.g. BMOV – Figure 

1.9A) are often subjected to a complex range of ligand exchange events in the 

gut, circulation and/or within target cells, ultimately releasing un-complexed 

vanadate, which is in fact the PTP-inhibiting moiety (Caravan et al., 1995, 

Levina et al., 2014, Levina and Lay, 2017, Scior et al., 2016) (Figure 1.10). 

Support for this hypothesis comes from a study by Peters et al. (2003). They 

reported first that NMR shifts indicating active site changes were identical 

when LMW-PTP was treated with either BMOV or sodium orthovanadate. This 

suggests that the same moiety, uncomplexed vanadate, was responsible for 

active site changes, and therefore PTP inhibition, in both cases. Secondly, 

from analysis of BMOV soaked PTP1B crystals, they concluded that the 

vanadate ion, but not intact BMOV, was consistent with the observed electron 

density at the active site. If uncomplexed vanadium is really the active PTP-

inhibiting moiety within these vanadium complexes, one could question the 

benefit of the continued development of complex oxidovanadium structures. 

However, these alternative vanadium co-ordination complexes may still 

improve anti-disease efficacy via optimised vanadate bioavailability and 

targeting. Indeed, vanadate accumulation in various tissues has been reported 

to be 2-3 times higher following BMOV treatment compared to vanadyl 

sulphate (Setyawati et al., 1998). 
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Figure 1.9 – Oxidovanadium derivatives 
A – Bismaltolato oxidovanadium (BMOV). B - Bisperoxo(1,10-
phenanthroline)oxidovanadate(V) (bpv-phen). C - Bis(4,7-dimethyl-1,10-
phenanthroline)sulfatooxidovanadium(IV) (Metvan). D - Decavanadate (V10). E - 
Vanadium(V) oxo phenolato complex (Reytman 2016). Modified from Irving and Stoker (2017). 
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Figure 1.10 – Ingestion, chemical dissociation and cellular targeting of generic 
oxidovanadium complexes 
Oxidovanadium complexes with organic ligands are readily absorbed through the gut wall (1), 
but then can rapidly dissociate in the gut or bloodstream to release vanadate and ligand 
molecules (2). Both can be taken up by the cell, and when ligands do enter the cell, they can 
have significant cytotoxic effects (3). Intracellular vanadate has a range of effects including PTP 
inhibition (4). Some oxidovanadium compounds may be more stable and reach the cell intact, 
although they too are thought to dissociate ultimately within the cell (5). Oxidovanadium 
compounds, in particular peroxidovanadium, can produce ROS directly or indirectly, and this 
may contribute to PTP inhibition and other non-specific cytotoxicity (6). The cells described 
could be within on-target or off-target tissues. Modified from Irving and Stoker (2017). 
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1.3.4. Ligand toxicity 

As has been discussed above, oxidovanadium complexes with organic ligands 

often dissociate in biological solutions, including culture media during in vitro 

experiments and in circulation in vivo (Levina and Lay, 2017) (Figure 1.10). 

This dissociation releases vanadate, the active moiety for PTP inhibition, as 

well as ligand derivatives. Whilst the development of these complexes has led 

to improved bioavailability of vanadate (Setyawati et al., 1998), there is a 

danger of losing sight of the potential cellular actions of the organic ligands 

themselves. These ligands may enter cells independently or be released from 

more stable oxidovanadium complexes within cells, but either way their effect 

on cell viability may be significant. Importantly, the cells affected by this ligand 

toxicity may be on-target, for example tumour cells, or off-target, therefore 

potentially resulting in adverse effects. 

An example of an oxidovanadium complex that utilises cytotoxic ligands is 

bis(4,7-dimethyl-1,10-phenanthroline)sulfatooxidovanadium(IV) (Metvan) 

(Figure 1.9C). Metvan has been used in a number of preclinical studies using 

cancer cell lines and in vivo models, where it has shown anti-cancer efficacy 

in the nanomolar and low micromolar range. Specifically, it has been reported 

that treatment with metvan leads to ROS-associated apoptosis and loss of 

invasive properties (Narla et al., 2001, D'Cruz and Uckun, 2002). However, it 

has also been shown that the 1,10-phenanthroline (phen) ligands used to co-

ordinate vanadate in metvan are also cytotoxic (Coyle et al., 2004). The phen 

ligands alone generated a similar toxicity profile compared to metvan using 

leukaemia and lung cancer cell lines (Dong et al., 2000, Le et al., 2017). 

Furthermore, it has recently been shown that like other oxidovanadium 

complexes, metvan dissociates in biological solutions to release vanadium and 

free phen ligands (Le et al., 2017, Sanna et al., 2017). Phen ligands can then 

be efficiently taken up by cells partially by complexing with copper and iron. In 

the cell, they induce ROS production pushing cells into oxidative catastrophe 

and ultimately cell death (Le et al., 2017). This systemic toxicity associated 

with phen ligands has also been demonstrated in vivo (Li et al., 2004, Le et al., 

2017). Therefore, in the case of metvan and perhaps some other 

oxidovanadium derivatives, vanadium may be largely acting as the carrier for 
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cytotoxic ligands, rather than the other way around. These particular ligands 

are therefore unlikely to be suitable for therapeutic applications directed solely 

at PTP inhibition. 

As will be discussed, a wide range of oxidovanadium compounds have been 

used in preclinical studies of human diseases, in particular cancer. In many 

cases the effects of organic ligands have not been considered and free ligand 

effects may well contribute to some of the differences in observed efficacy 

(Levina and Lay, 2017). It should be noted that some oxidovanadium 

compounds with much higher stability have been used in preclinical studies. 

For example, Reytman et al. (2016) described a six-fold octahedral 

oxidovanadium complex with pentadentate phenotlato ligands (Figure 1.9E), 

which displayed very high anti-cancer efficacy in vitro and in vivo. They 

reported that this complex is highly stable in biological solutions, and remains 

intact until it is delivered to the cell (Reytman et al., 2016). Similarly, the anti-

cancer pyridinone ligated oxidovanadium complexes described by Rozzo et al. 

(2017) have high stability and do not dissociate before uptake into target cells. 

It is not yet clear whether these complexes dissociate once inside the cell, and 

therefore whether PTP inhibition by vanadium is required for their anti-cancer 

efficacy. 

This discussion highlights the importance of considering the biological activity 

of all components of oxidovanadium complexes before prematurely assigning 

phenotypes as vanadium- or PTP-induced responses. This is important when 

reviewing the wide range of preclinical data that suggest anti-cancer activities 

of various oxidovanadium complexes in in vitro and in vivo tumour models 

(described in Section 1.3.6.). 

1.3.5. Vanadium in diabetes 

Vanadium-derived compounds are of interest for this thesis due to their ability 

to inhibit PTPs, some of which may be oncogenic drivers of neuroblastoma. 

The anti-cancer efficacy of various vanadium derivatives has been well 

reported and will be discussed in Section 1.3.6. However, interest in vanadium 

as a metallotherapeutic originated within the diabetes field, and research 

surrounding the use of vanadium as an insulin mimetic is ongoing, due in part 
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to its ability to inhibit PTPs, in particular PTP1B (Poucheret et al., 1998, 

Thompson et al., 2009, Treviño et al., 2018). Whilst this activity of vanadium is 

somewhat distinct from its potential in cancer therapy, many studies, both 

preclinical and clinical, have been carried out in this setting, and much can be 

learnt from them regarding toxicity and bioavailability. 

The first reported case of therapeutic vanadium use in humans was as far back 

as 1899, when Lyonnet and colleagues treated 60 patients with sodium 

metavanadate. Three of these patients were diabetic, two of whom displayed 

a modest reduction in blood glucose following treatment. No adverse effects 

were reported for diabetic or healthy patients (Thompson and Orvig, 2006). 

Despite displaying promising results during later preclinical in vivo testing, 

interest in vanadium dwindled when insulin was discovered in 1922 and quickly 

became the primary therapeutic used to treat diabetes (Banting et al., 1922). 

During the 1950’s and 1960’s, clinical trials were carried out using vanadium 

to reduce cholesterol, as reduced cholesterol had been observed in vanadium 

workers, but clinical efficacy was disappointing. Importantly, however, side 

effects were limited to nausea, abdominal pain, pharyngitis and anorexia, 

suggesting a reasonable tolerance for vanadium compounds in humans 

(Somerville and Davies, 1962). Towards the end of the 20th century, studies in 

rat models of diabetes began to show the specific activity of vanadium ions in 

mimicking/enhancing insulin signalling (Heyliger et al., 1985, Meyerovitch et 

al., 1987, Brichard, 1995, Blondel et al., 1989). This led to renewed interest in 

the use of vanadium-derived compounds in replacing invasive insulin 

injections. Insulin signalling is critical for the proper regulation of blood glucose 

and energy storage. Abnormal insulin signalling is characteristic of diabetes, 

where insulin cannot be produced (type 1 diabetes) or cells do not respond to 

it correctly (type 2 diabetes). Several PTPs are involved in insulin signalling, in 

particular PTP1B, which is able to dephosphorylate and inhibit the insulin 

receptor (Seely et al., 1996, Salmeen et al., 2000). It is thought that vanadium 

is able to improve diabetic symptoms by inhibiting these PTPs, therefore 

enhancing signalling throughout the insulin signalling network (Mehdi et al., 

2006). Indeed, it has been shown that vanadate can inhibit PTP1B in vitro and 

in vivo, and X-ray diffraction and NMR spectroscopic techniques have revealed 
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vanadate coordinated within the PTP1B active site following treatment with 

vanadium compounds (Huyer et al., 1997, Mohammad et al., 2002, Treviño et 

al., 2018). Importantly, identical structures are observed following treatment 

with vanadyl sulphate or BMOV, again suggesting that oxidovanadium 

complexes dissociate in biological solutions to release active PTP-inhibiting 

vanadate (Sánchez-Lombardo et al., 2015, Treviño et al., 2018). 

With an increasing bank of preclinical data supporting vanadium-based 

diabetes therapeutics, randomised clinical trials were carried out in the 1990’s 

and into the 2000’s. The early trials used simple, inorganic vanadium 

compounds including vanadium sulphate and ammonium metavanadate 

(Goldfine et al., 1995, Goldfine et al., 2000, Cohen et al., 1995, Halberstam et 

al., 1996, Boden et al., 1996, Cusi et al., 2001). Doses of up to 100 mg 

vanadium per day were tolerated in these trails with minor gastrointestinal (GI) 

distress reported as the main adverse response. However, high variability 

between patient responses was reported, and in general therapeutic efficacy 

for diabetic patients was low (Thompson and Orvig, 2006, Smith et al., 2008). 

These outcomes highlighted the need for vanadium complexes with organic 

ligands that would allow fine-tuning of the vanadium response. It was thought 

that good vanadium ligands would prevent premature degradation of the 

complex during digestion, allowing sufficient time for absorption into the 

bloodstream, and minimising toxicity such as GI distress. Vanadium 

complexes would ideally ultimately dissociate, releasing vanadate and an inert 

ligand that would not be toxic itself. Two such oxidovanadium complexes were 

introduced and dominated this field. These were BMOV, and its ethylmaltol 

analogue bisethylmaltolato oxidovanadium (BEOV).  In 2000 Medeval Ltd 

(Manchester, UK) performed phase I BEOV dose escalation trials using 

between 25 and 90 mg. The trial results confirmed that BEOV had three times 

higher bioavailability compared to vanadyl sulphate, with increased 

absorbance into the bloodstream achieving plasma concentrations up to 170 

ng/ml (492.75 nM), and increased half-life. Evidence of tissue accumulation 

was reported, although liver and kidney functions were not affected. GI 

function was also normal, and no other adverse effects were reported 

(Thompson and Orvig, 2006). A phase IIa clinical trial using seven type 2 
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diabetic patients was subsequently completed by Akesis Pharmaceuticals, Inc. 

(La Jolla, CA). Patients were treated with 20 mg BEOV once daily for 28 days, 

and reduced glucose levels with no major adverse effects were reported 

(Thompson et al., 2009). These trials were unfortunately abandoned partly 

because BEOV came off patent in 2011 (Thompson and Orvig, 2006, Crans, 

2015). 

Despite these apparently positive results regarding vanadium-derived 

compounds as insulin mimetics, it has been stated that based on current 

clinical trial data, the use of vanadium to treat diabetes could not be 

recommended since efficacy was too variable (Smith et al., 2008). 

Furthermore, given that the treatment of diabetes requires very long-term 

dosing, there are significant safety concerns in particular regarding tissue 

accumulation. These have not been addressed by the current clinical trials, 

which have only used short-term dosing schedules. Thus, a longer term safety 

study with a focus on cumulative vanadium toxicity will be required if vanadium-

based therapy for diabetes is to progress any further (Setyawati et al., 1998, 

Domingo, 2000, Domingo and Gómez, 2016). 

1.3.6. Vanadium in cancer 

Vanadium has long been of interest in cancer biology, with the first reports of 

its anti-cancer activity dating back to 1965 (Kieler et al., 1965). Since then 

many studies have described the potential for therapeutic vanadium-based 

compounds in preventing the onset of tumourigenesis and for the treatment of 

cancer (Evangelou, 2002, Bishayee et al., 2010). Several intracellular 

consequences of vanadium treatment have been described that may be 

relevant to the mechanisms that drive vanadium-induced anti-cancer activity, 

including pan-PTP inhibition (Figure 1.11). Given their very broad activity, not 

least in inhibiting all members of the PTP superfamily, it is unsurprising that 

vanadium compounds are able to inhibit cancer initiation and progression by 

acting against several of Weinberg’s hallmarks of cancer. For example, 

inducing apoptosis and other cell death pathways, reducing proliferation, and 

inhibiting migration and metastasis (Hanahan and Weinberg, 2011). The most 

successful cancer therapies are likely to be those that target multiple aspects 
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of tumour biology, therefore vanadium-derived compounds could be very 

promising multifunctional therapeutic candidates. Table 1.3 and Table 1.4 

(modified from my own review on this subject (Irving and Stoker, 2017)) 

summarise several studies where anti-cancer properties of a variety of 

vanadium compounds are reported in vitro and in vivo. In these studies the net 

effect of treatment with vanadium-derived compounds, and therefore pan-PTP 

inhibition, is anti-cancer, suggesting that oncogene-like roles for PTPs may be 

dominant over tumour suppressive ones. 

Figure 1.11 – Anti-cancer activities associated with vanadium-derived compounds 
Vanadium-derived compounds have multiple anti-cancer effects in tumour cells, some of which 
are outlined here. Cytotoxicity can arise as a result of DNA damage, or increased production 
of reactive oxygen species (ROS). PTP inhibition by the vanadate ion itself or indirectly via 
ROS leads to altered signal transduction down multiple pathways contributing to reversal of 
drug resistance, reduced proliferation, increased apoptosis and reduced invasion and 
metastasis. Based on Evangelou (2002). 

 

Table 1.3 - Anti-cancer activities of vanadium in animal cancer models 
Table summarising some published anti-cancer activities of various vanadium-derived 
compounds in animal models of cancer. Examples are grouped by tumour type (coloured white 
or grey to differentiate). The table details disease model, vanadium compound, dose 
administered, route of administration, tumour effects, and any proposed mechanism of action. 
DEN, diethylnitrosamine; 2-AAF, 2-acetylaminofluorence; DMH, 1,2-dimethylhydrazine; MNU, 
1-methyl-1-nitrosourea; DMBA, 7,12-dimethylbenzlαanthracene. Modified from Irving and 
Stoker (2017). 

Model Compound Effect Proposed Mechanism 

DEN rat liver model  

(Bishayee et al., 1999, 
Chakraborty et al., 

2006a, Chakraborty et 
al., 2006b, 

Chakraborty et al., 
2006c, Chakraborty et 
al., 2007c, Chakraborty 

et al., 2007a) 

Ammonium 
metavanadate 

(0.5 ppm/ 4.27 μM in 
drinking water) 

Chemopreventative – 
reduced proliferation 

and premalignant 
nodule incidence 

Reduced DNA damage 

Increased expression of drug 
metabolising enzymes 
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Table 1.3 continued 

2-AAF rat liver model 

(Chakraborty et al., 
2003, Chakraborty et 
al., 2005, Chakraborty 

et al., 2007b) 

Ammonium 
monovanadate/ 

ammonium 
metavanadate 

(0.5 ppm/ 4.27 μM in 
drinking water) 

Chemopreventative – 
reduced tumour 

incidence, reduced 
proliferation and 

increased apoptosis 

Reduced DNA damage 

Increased expression of drug 
metabolising enzymes 

Induction of p53  

 

Orthotopic 
Hepatocellular 

carcinoma mouse 
model  

(Wu et al., 2014) 

Sodium 
orthovanadate  

(10-20 mg/kg) 

Reduced cell 
proliferation and 
tumour volume 

 

DMH rat colon model 

(Samanta et al., 
2008b, Samanta et al., 

2008a) 

Vanadium  

(0.5 ppm/ 4.27 μM in 
drinking water) 

Chemopreventative – 
reduced proliferation, 
increased apoptosis 

Reduced DNA damage 

Induction of p53  

 

DMH rat colon model 

(Kanna et al., 2004) 

Ammonium 
monovanadate 

(0.5 ppm/ 4.27 μM in 
drinking water) 

Chemopreventative – 
reduced tumour 

incidence 

Reduced DNA damage 

 

MNU rat mammary 
model 

(Thompson et al., 
1984) 

Vanadyl sulphate 

(25 ppm in feed) 

Chemopreventative – 
reduced tumour 
incidence and 

increase survival 

 

DMBA rat mammary 
model 

(Sankar Ray et al., 
2004, Ray et al., 2005, 

Sankar Ray et al., 
2005, Ray et al., 2007) 

Ammonium 
monovanadate / 

ammonium 
metavanadate 

(0.5 ppm/ 4.27 μM in 
drinking water) 

Chemopreventative - 
reduced tumour 

incidence and size. 

Reduced proliferation 
and increased 

apoptosis 

Reduced DNA damage 

Induction of p53  

 

DMBA rat mammary 
model 

(Manna et al., 2011) 

Ammonium 
monovanadate 

(0.5 ppm/ 4.27 μM in 
drinking water) 

Chemopreventative – 
reduced tumour 

incidence, reduced 
proliferation and 

increased apoptosis 

  

Reduced DNA damage 

Induction of p53  

 

DMBA rat mammary 
model 

(Bishayee et al., 2000) 

Ammonium 
monovanadate 

(0.5 ppm/ 4.27 μM in 
drinking water) 

Chemopreventative – 
reduced tumour 

incidence 

Increased expression of drug 
metabolising enzymes 

 

MDA-MB-231 mouse 
breast cancer 

xenograft model 

(D'Cruz and Uckun, 
2002, Narla et al., 

2001) 

Metvan 

(10 mg/kg 
intraperitoneal) 

Reduced tumour 
progression and 

increased apoptosis 

Induction of oxidative damage 

DA3 mouse breast 
cancer xenograft 

model 

(Scrivens et al., 2003) 

Bisperoxidovanadium 
compounds 

(20 mg/kg 
intraperitoneal) 

Reduced tumour 
growth 

CDC25A inhibition leading to 
cell cycle arrest and apoptosis 

U87 mouse 
glioblastoma 

xenograft model 

(D'Cruz and Uckun, 
2002, Narla et al., 

2001) 

Metvan 

(10 mg/kg 
intraperitoneal) 

Reduced tumour 
progression and 

increased apoptosis 

Induction of oxidative damage 

L1210 injected mice 
(leukaemia) 

(Köpf-Maier et al., 
1981) 

Vanadocene 
dichloride 

(10 – 130 mg/kg) 

Increased life span  
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Table 1.4 - Anti-cancer activities of vanadium in cancer cell lines 
A summary of some published anti-cancer activities of various vanadium-derived compounds 
in cancer cell lines. The table details tumour type, vanadium compound, dose administered, 
cellular effects, and any proposed mechanism of action. Modified from Irving and Stoker 
(2017). 

Tumour Cell Type Compound Effect Proposed Mechanism 

Cervical 

(Nair et al., 2014) 

Nicotinoyl hydrazine 
vanadium complexes 

 (50-100 μM) 

Increased apoptosis p53 induction 

Hepatocellular 
carcinoma (HCC) 

(Wu et al., 2014) 

Sodium orthovanadate 

(15-30 μM) 

Decreased 
Proliferation 

G2/M arrest 

Increased Apoptosis 

 

Osteosarcoma 

(Leon et al., 2013, 
Leon et al., 2014) 

Oxidovanadium flavonoid 
complexes 

 (10-100 μM)  

Increased apoptosis 

DNA damage 

Cell cycle arrest 

ROS production 

DNA strand breaks 

Osteosarcoma 

(Molinuevo et al., 2008) 

Vanadium (IV) complexes 

(2.5-5 μM) 

Reduced cell adhesion 
and migration 

Reduced colony 
formation 

Reduced actin 
polymerisation via 

suppressed PKA activity 

Malignant melanoma 

(Rozzo et al., 2017) 

Pyridinone ligated 
oxidovanadium complexes 

(1 -100 μM) 

Reduced proliferation 

Increased apoptosis 

Cell cycle arrest 

 

Lung and Melanoma 

(Strianese et al., 2013) 

Pyridoxylideneiminato 
vanadium 

(50 μM) 

Increased apoptosis ROS production 

Lung and breast  

(Petanidis et al., 2016) 

Vanadium(V)-peroxido-
betaine 

(25-50 μM) 

Reduced migration 

Increased cell death 

Reduced TGFβ-
mediated epithelial–

mesenchymal transition 

Lung and Breast 

(Petanidis et al., 2013) 

Vanadium-peroxido-
betaine 

(100-400 μM) 

Increased apoptosis 

DNA damage 

ROS production 

Reduced HRAS and 
MMP2 expression 

Breast 

(Ray et al., 2007) 

Ammonium 
monovanadate 

(100-250 μM) 

Apoptosis and cell 
cycle arrest 

 

Breast 

(Navara et al., 2001) 

Vanadocene dichloride 

(10 – 20 μM) 

Reduced proliferation 

G2/M arrest 

 

Glioma 

(Ajeawung et al., 2013) 

Picolinato-bis(peroxido) 
oxidovanadate (V) 

(Bpv(pic)) 

(5-20 μM) 

Reduced proliferation 

S phase and G2/M 
accumulation 

Increased apoptosis 

Reduced migration and 
invasion 

Inhibition of PTP 
expression and activity 

Rhabdomyosarcoma 

(Dąbroś et al., 2011) 

BMOV and vanadium salts 

(10-40 μM) 

Growth inhibition  

Chronic myeloid 
leukaemia (CML) 

(Meshkini and 
Yazdanparast, 2010) 

VO-salen 

(6-32 μM) 

Proliferation inhibition 

G2/M arrest 

Chemosensitisation to 
taxol 

 

Neuroblastoma 

(Clark et al., 2013, 
Clark et al., 2015) 

BMOV  

(10 μM) 

Cytotoxicity 

Differentiation  

PTP inhibition  

Testicular  

(Ghosh et al., 2000) 

Vanadocene dichloride 

(100 μM) 

Apoptosis  
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Table 1.4 continued 

Prostate  

(Liu et al., 2012) 

Vanadate 

(25-100 μM) 

G2/M arrest 

Growth inhibition 

ROS-mediated CDC25C 
degradation 

Ovarian and Prostate 

(Scalese et al., 2017) 

Heteroleptic Schiff base 
vanadium complexes  

(1 -150 μM) 

Cytotoxicity Disrupted mitotic spindle 
formation 

Pancreas 

(Kowalski et al., 2017) 

Phenanthroline/quinolone 
ligated vanadium  

(1 -100 μM) 

Increased apoptosis 
and necroptosis 

G2/M arrest 

ROS production 

 

Pancreas 

(Wu et al., 2016a) 

Bis(acetylacetonato)-
oxidovanadium(IV) 

(1-400 μM) 

Reduced proliferation 

G2/M arrest 

ROS production 

ERK pathway activation 

Colorectal 

(Sinha et al., 2017) 

Schiff base vanadium 
complex 

(20 μg/ml) 

Increased apoptosis 

G2/M arrest 

Glutathione depletion 

ROS production 

DNA damage 

 

Many in vivo studies have described chemoprevention using vanadium-

supplemented drinking water in chemically-induced models of breast, colon 

and liver cancer (Ray et al., 2007, Chakraborty et al., 2006b, Samanta et al., 

2008b, Ray et al., 2005). In most cases, these studies concluded that reduced 

tumour incidence was due to up-regulation of drug metabolising enzymes, 

protection from DNA damage, and induction of the p53 response (Bishayee et 

al., 2010) (Table 1.3). Additionally, it has been shown that vanadium-derived 

compounds can inhibit tumour growth and progression using xenograft models 

of breast cancer, hepatocellular carcinoma, glioblastoma and leukaemia 

(Scrivens et al., 2003, D'Cruz and Uckun, 2002, Wu et al., 2014, Köpf-Maier 

et al., 1981). The mechanisms driving these anti-cancer activities are not fully 

described. However, some studies explicitly implicate vanadate-induced PTP 

inhibition, and oxidative damage, which itself may contribute to PTP inhibition 

(Scrivens et al., 2003, D'Cruz and Uckun, 2002, Narla et al., 2001). 

A plethora of studies using cell culture tumour models for various cancers have 

corroborated the anti-cancer activity of vanadium, and in some cases have 

begun to identify vanadium effectors (Table 1.4). The wide range of vanadium-

induced cellular effects and proposed mechanisms highlights that vanadium 

can inhibit multiple cancer phenotypes due to its broad activity. This includes 

inhibition of PTPs, directly or as a consequence of ROS production, thus 

affecting several key cancer related signalling pathways. In many of the 

studies detailed in Table 1.4, reduced proliferation and increased apoptosis is 



58 
 

reported following treatment with various vanadium compounds. In a study 

published by Ajeawung et al. (2013), bis(peroxido)oxidovanadate (V) 

(Bpv(pic)) was able to reduce proliferation, induce apoptosis, and inhibit 

migration in paediatric glioma cells, by inhibiting the activity and expression of 

specific PTPs involved in these processes. Wu et al. (2016a) reported reduced 

proliferation caused by G2/M cell cycle arrest in pancreatic cells treated with 

bis(acetylacetonato)-oxidovanadium(IV). They concluded that these effects 

were dependent on ROS-mediated ERK pathway activation. In contrast, as will 

be described in more detail in Chapter 4, previous publications from our group 

have shown that BMOV induces cytotoxicity and/or differentiation in 

neuroblastoma cell lines, most likely driven at least in part by PTP inhibition, 

rather than by increased ROS. This oxidovanadium-induced cytotoxicity could 

be greatly enhanced by combining BMOV with the glutathione suppressor 

buthionine sulphoximine (BSO) (Clark et al., 2013, Clark et al., 2015). 

Vanadium has also been shown to reduce the metastatic potential of cancer 

cells. For example, a vanadium(V)-peroxido-betaine complex was shown to 

inhibit TGFβ-mediated epithelial-mesenchymal transition, thus reducing 

tumour cell migration (Petanidis et al., 2016). 

Clearly there is a large bank of preclinical data that supports anti-cancer 

activities of vanadium-based compounds (Evangelou, 2002, Crans et al., 

2018). Many of these studies have not explored the cellular mechanisms 

driving these activities, and in particular do not implicate PTP inhibition 

explicitly. However, given the expansive role that PTPs play in intracellular 

signalling pathways related to cancer, it is likely that many of these effects are 

in fact driven by PTP inhibition, both directly by competitive inhibition by 

vanadate, and via ROS-driven active site cysteine oxidation. 

1.3.7. Non-PTP-directed vanadium activity 

Vanadium compounds also have intracellular activities distinct from PTP-

inhibition that may contribute to their anti-cancer efficacy. As discussed in 

Section 1.3.4., the ligand molecules used to coordinate vanadium may affect 

cancer phenotypes (Levina and Lay, 2017). However, vanadium itself is also 

associated with non-PTP related activities (Figure 1.11), these may be 
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beneficial in cancer treatment, but they may also be a source of off-target 

toxicity in vivo. 

Vanadate is able to inhibit PTPs in part by mimicking phosphate and competing 

for enzyme active site binding. Thus, vanadate can also interact with and inhibit 

other phosphate-binding molecules such as ATPases, including ABC 

transporters (Cantley et al., 1977). The mechanism of this inhibition is likely to 

be distinct to that of PTPs, as vanadate has been shown to trap an ATPase 

enzyme intermediate that occurs after ATP binding and hydrolysis (Smith and 

Rayment, 1996, Sharma and Davidson, 2000, Pezza et al., 2002, Collauto et 

al., 2017). However, ATPases are nonetheless a class of off-target vanadate 

effectors that may contribute to anti-cancer efficacy. Inhibition of ABC 

transporters has in particular been implicated in vanadium-induced reversal of 

drug resistance (Evangelou, 2002). ABC transporters couple ATP hydrolysis 

to the movement of molecules across membranes against concentration 

gradients (Dahl et al., 2004, Martin et al., 2000). For example, P-glycoprotein 

has been shown to efflux drug molecules, and is reported to be upregulated 

as a mechanism of drug resistance (Eckford and Sharom, 2009, Sharom, 

2011). Vanadate may inhibit P-glycoprotein by trapping an enzyme 

intermediate and preventing ADP release, which in turn alters enzyme 

conformation in such a way that prevents further substrate binding, thus 

reducing drug resistance (Loo and Clarke, 2002, Urbatsch et al., 1995, 

Shepard et al., 1998, Lugo and Sharom, 2014). Similarly, decavanadate also 

inhibits ATPases, such as actin-stimulated myosin ATPase and sarcoplasmic 

reticulum Ca2+ ATPase, through a distinct, allosteric, non-competitive 

mechanism with a binding site distinct from the ATP-binding pocket (Aureliano, 

2016, Tiago et al., 2007, Fraqueza et al., 2012). Decavanadate also 

accumulates in the mitochondria and induces mitochondrial effects that have 

not been described for monomeric vanadate. These include altered 

mitochondrial antioxidant enzyme activities, and mitochondrial membrane 

depolarisation, perhaps by acting on complex III cytochrome b (Aureliano, 

2016, Soares et al., 2007b, Soares et al., 2007c). Although some of these 

effects appear to be specific to decavanadate, they cannot be entirely 

discounted with respect to monomeric vanadium compounds since some 
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conversion from monomeric to polymeric vanadium species likely occurs within 

cells (Aureliano and Crans, 2009, Willsky et al., 1984). 

As discussed previously, intracellular conversion between redox states of the 

vanadium ion leads to the generation of ROS (Nechay, 1984). One key 

consequence of these ROS is inhibition of PTPs by oxidation of active site 

cysteine residues (Ostman et al., 2011). However, ROS may also contribute 

to the cell death described in some of the in vitro anti-cancer studies via 

mechanisms that are distinct from PTP inhibition. ROS are produced within 

cells continuously and play important roles by acting as second messengers 

during signal transduction (Finkel, 2000, Herrlich and Böhmer, 2000, Gulati et 

al., 2001). However, at high concentrations, ROS can cause direct damage to 

DNA as well as other macromolecules such as lipids and proteins 

(Trachootham et al., 2008). ROS production, leading to p53 activation assed 

using a p53 luciferase reporter (PG13) and ultimately apoptosis was shown in 

mouse epidermal cells treated with vanadium salts (Huang et al., 2000a). 

Cancer cells often exist in a state of sub-lethal oxidative stress, thus even small 

increases in ROS may have dramatic effects on tumour cell viability (Halliwell, 

2007, Engel and Evens, 2006). Indeed, this ‘Achilles Heel’ of tumour cells has 

been exploited by some conventional chemotherapies that induce oxidative 

stress, as well as some novel redox regulating molecules such as the 

glutathione inhibitor BSO (Huang et al., 2000b, Engel and Evens, 2006, Liou 

and Storz, 2010, Raj et al., 2011). ROS-induced cytotoxicity is thus likely to 

contribute to the anti-cancer efficacy of certain vanadium compounds in some 

tumour types. Some vanadium compounds, in particular vanadocenes, can 

also directly complex with DNA, causing DNA damage and inhibition of RNA 

and DNA synthesis, likely contributing to their anti-cancer activity (Harding and 

Mokdsi, 2000, Köpf-Maier et al., 1983). Whilst oxidative stress as well as other 

vanadium effects described above may be relevant to tumour cell cytotoxicity 

induced by some vanadium-derived compounds, we and others suggest that 

PTP-inhibition is responsible for at least some of this cytotoxicity (Clark et al., 

2013, Clark et al., 2015, Evangelou, 2002, Rehder, 2012). In particular given 

the vital role that this enzyme family plays in cancer cell signalling. 
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1.3.8. Vanadium toxicity 

When administered orally, vanadium is absorbed from the GI tract into the 

bloodstream. Once in the bloodstream, many vanadium compounds undergo 

ligand exchange reactions that transfer the vanadium ion to other species 

including metabolites such as lactate and citrate, and proteins, predominantly 

transferrin (Rehder, 2012, Rehder, 2013). Vanadium can then enter cells of 

various tissues from the bloodstream via multiple routes depending on its 

ligation and therefore redox state. These include passive diffusion for 

vanadate, active transport through anion channels for vanadyl, and possibly 

endocytosis when bound to transferrin (Yang et al., 2003, Levina and Lay, 

2017, Korbecki et al., 2015). Unabsorbed vanadium exits the body in faeces, 

whereas absorbed vanadium is eventually cleared in urine and from hair and 

skin loss. A study using 48V radiolabelled vanadium tracers in rats showed that 

vanadium accumulates differentially in specific tissues with a relative 

abundance as follows; bone > kidney, liver > blood > muscle > brain (Setyawati 

et al., 1998, Dąbroś et al., 2011). A small proportion of ingested vanadium 

accumulates in these tissues for long periods of time (Thompson and Orvig, 

2006, Domingo, 2000). Long-term accumulation occurs in particular in bone, 

where vanadate can replace phosphate in the hydroxyapatite lattice of bone 

mineral, however it is not yet clear whether this has an effect on bone quality 

(Fukui et al., 1999, Facchini et al., 2006). Nonetheless, this tissue 

accumulation presents a potential safety concern in administering 

oxidovanadium as a therapeutic. This is potentially a more significant concern 

in the diabetes field, where patients would be treated with vanadium over very 

long periods, but perhaps less of an issue for the short-term treatment of 

cancer patients. 

The International Agency for Research on Cancer (IARC) has not classified 

vanadium as a carcinogen; however, there have been a small number of 

reports of vanadium-induced tumourigenesis, potentially due to increased 

production of ROS (Evangelou, 2002). A study by Ress et al. (2003) reported 

increased alveolar/bronchiolar neoplasms in rodents associated with long-

term exposure to airborne vanadium pentoxide. This study involved two years 

of exposure to vanadium pentoxide, so again is perhaps not applicable to 
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short-term vanadium treatment (Ress et al., 2003). Generally, however, very 

few adverse effects have been reported in preclinical animal models and only 

GI distress, weight loss and anorexia in human clinical trials (Thompson and 

Orvig, 2006, Thompson et al., 2009). Systemic toxicities associated with 

vanadium itself, as well as ligand molecules used in more complex 

oxidovanadium complexes, have nevertheless been a major factor 

discouraging the systemic use of vanadium-based compounds in humans so 

far. 

1.4. Project aims 

Based on the critical and seemingly ubiquitous role that phosphotyrosine 

signalling plays in the initiation and progression of human cancer, and in 

particular the growing number of PTPs that are being implicated as drivers of 

tumourigenesis, we hypothesised that there are specific PTPs that promote 

growth and survival in neuroblastoma. Targeting PTPs would therefore 

represent an attractive therapeutic avenue for the treatment of neuroblastoma 

(Figure 1.12). Three such enzymes, SHP2, DUSP26 and PTPN2, have 

already been highlighted (Zhang, 2017, Shi et al., 2015, Mitra et al., 2011). We 

have therefore sought to identify further examples of PTPs that may be useful 

therapeutic targets for neuroblastoma, using genomic approaches (Chapter 

3). Furthermore, vanadium is a pan-inhibitor of PTPs (Gordon, 1991) and as 

discussed above, the anti-cancer efficacy of vanadium-derived compounds 

has been demonstrated in vitro and in vivo for many tumour types (Table 1.3 

and Table 1.4). Our group have previously reported that the oxidovanadium 

derivative BMOV induces cytotoxicity and/or differentiation in neuroblastoma 

cell lines (Clark et al., 2013, Clark et al., 2015). Pan-inhibition of PTPs using 

oxidovanadium derivatives is therefore a candidate therapeutic strategy for 

neuroblastoma. However, there are significant concerns regarding the safety 

of vanadium use in man, including the effects of ligands, non-PTP inhibiting 

functions of vanadium, and tissue accumulation. In Chapter 4 and Chapter 5 

of this project I have attempted to better harness oxidovanadium efficacy by 

circumventing the concerns regarding off-target toxicities. First, 

transcriptomics was used to begin to characterise the molecular pathways that 
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drive oxidovanadium activity in neuroblastoma cells (Chapter 4). We hoped 

this may lead to the identification of critical BMOV effector molecules or 

pathways, PTP-related or not, that could themselves be targeted 

therapeutically, potentially with fewer safety concerns. We also asked how the 

BMOV-induced transcriptional response was altered when BMOV was 

combined with BSO-mediated glutathione blockage, which enhances BMOV-

induced cytotoxicity (Clark et al., 2015). Second, I have explored the potential 

of nanoparticle delivery of oxidovanadium (Chapter 5). A hydrophobic 

complex of oxidovanadium was packaged into liposomes and delivered to 

neuroblastoma cells. As will be discussed, this liposomal delivery may allow 

more efficient and safer delivery of vanadate to tumour cells in vivo. 

 

Figure 1.12 – Project aims 
We hypothesise that there are PTPs that promote cell growth and survival in neuroblastoma, 
and that their direct or indirect targeting may be a useful therapeutic strategy. Chapter 3 
describes the use of RNAi and gene editing to identify specific PTPs that are required for 
neuroblastoma cell survival, revealing potential therapeutic targets. Chapters 4 and 5 address 
the use of oxidovanadium for pan-PTP inhibition in neuroblastoma. In Chapter 4 
transcriptomics was used to characterise the potential mechanisms that drive BMOV-induced 
cytotoxicity, in particular in combination with glutathione suppression. Whilst in Chapter 5 I 
describe the first use of nanotechnology for the cellular delivery of a hydrophobic 
oxidovanadium compound using liposomes. 
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Chapter 2. Materials & Methods  
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2.1. Cell culture 

2.1.1. Cell lines 

A range of established, patient-derived cell lines were used throughout this 

project, including those from neuroblastoma and non-neuroblastoma tissues 

(Table 2.1). Cells were sent to AATC for short-tandem repeat (STR) profiling 

to authenticate their identity. The neuroblastoma cell lines have diverse 

genetic makeup (Table 2.2), morphologies and growth rates and were used in 

an attempt to represent the highly heterogeneous nature of neuroblastoma 

tumours (Thiele, 1998). All cell lines were grown as monolayer cultures, 

maintained at 37°C and 5% CO2. Cells were cultured under distinct media as 

listed in Table 2.1., media components are outlined below. 

Table 2.1 – Cell lines and culture conditions 
Details of cell lines used in this project, including culture medium. 

Cell line Brief description 
Culture 
medium 

IMR32 Neuroblastoma – abdominal mass RPMI 

KELLY Neuroblastoma RPMI 

LAN5 Neuroblastoma – bone marrow metastasis RPMI 

SK-N-SH Neuroblastoma – bone marrow metastasis MEM 

SK-N-AS Neuroblastoma – bone marrow metastasis RPMI 

SK-N-DZ Neuroblastoma – bone marrow metastasis RPMI 

SK-N-BE(2) Neuroblastoma – bone marrow metastasis MEM 

LAN1 Neuroblastoma – bone marrow metastasis RPMI 

HEK-293T Human embryonic kidney + SV40 large T antigen MEM 

COS7 Monkey kidney - fibroblast-like + SV40 large T antigen RPMI 

MEFs Mouse embryonic fibroblasts MEM 

IMCD3 Mouse kidney + SV40 large T antigen MEM 

Res259 Paediatric low-grade glioma DMEM/F12 

Res186 Paediatric low-grade glioma DMEM/F12 

SF188 Paediatric glioblastoma DMEM/F12 

 

Roswell Park Memorial Institute (RPMI) 1640 + GlutaMAXTM (Gibco): 

- 10% foetal bovine serum (FBS) (Gibco) 

- 100 U/ml penicillin and 100 µg/ml streptomycin (1% v/v P/S - Invitrogen, 
California, USA) 

- 25 mM HEPES (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid), 

pH 7 (Sigma-Aldrich, Dorset, UK) 
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Eagle’s Minimum Essential Medium Eagle (MEM) (Gibco): 

- 10% FBS 

- 1% P/S 
- 2 mM L-glutamine (Invitrogen, California, USA) 

Dulbecco's Modified Eagle Medium/ Nutrient Mixture F-12 (DMEM/F12) + 
GlutaMAXTM (Gibco): 

- 10% FBS 

- 1% P/S 
- 25 mM HEPES, pH 7 

For the inducible CRISPR/Cas9 work (Section 3.2.5.), cells were cultured in 

RPMI 1640 + GlutaMAXTM (Gibco), supplemented with 10% tetracycline-free 

FBS (Takara, Japan) and 25 mM HEPES, pH7. 

Table 2.2 – Neuroblastoma cell line genetic information 
Common cytogenetic abnormalities, including deletions in chromosomes 1 and 11, as well as 
MYCN amplification status for established neuroblastoma cell lines used in this project. See 
Thiele (1998) for further details. 

Cell line 
MYCN 

amplified 
1p36 

deletion  
11q 

deletion 

IMR32 Yes Yes Yes 

KELLY Yes Yes Yes 

LAN5 Yes Yes No 

SK-N-SH No No Yes 

SK-N-AS No Yes Yes 

SK-N-DZ Yes No Yes 

SK-N-BE(2) Yes Yes Yes 

LAN1 Yes Yes - 

2.1.2. Cell passage 

Cells were routinely passaged upon reaching 70-90% confluency. Briefly, cells 

were washed with PBS (phosphate buffered saline, Gibco) and detached by 

incubation in trypsin-EDTA (Sigma-Aldrich, Dorset, UK). Once detached, cells 

were resuspended in culture medium and centrifuged at 1000 rpm for 5 

minutes. Cell pellets were resuspended in fresh medium, and re-plated at low 

density. When seeding into multiwell plates (Corning® Costar® TC-Treated 

multiple well plates and Nunc™ MicroWell™ 96-Well microplates) for 

experiments, cell number was calculated by pipetting 10 μl cell suspension into 

a haemocytometer (Bright-Line™ Hemacytometer) and counting cells in the 

central field of view (10-4 mm3). 
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2.1.3. Chemical treatment 

Throughout this project, cells were treated with various chemicals, including 

small molecule inhibitors and antibiotics (Table 2.3). Generally, and unless 

stated otherwise, cells were seeded into multiwell plates and treated the 

following day. 

Table 2.3 – Chemicals 
Details of chemicals used in this project, including source, stock solutions and storage, and 
working concentrations. BMOV, bis(maltolato)oxovanadium(IV); BSO, L-Buthionine-(S,R)-
sulfoximine; dH2O, distilled water; ETOH, ethanol; DMSO, dimethyl sulfoxide. 

Chemical Source Stock solution Working 
concentration 

BMOV ORGANICA Feinchemie 
GmbH Wolfen, Germany 

10 mM in dH2O 

 (made fresh) 

0.1 - 80 µM 

BSO ACROS Organics, Belgium 10 mM in dH2O  

(made fresh) 

10 – 400 µM 

AL1 Dr. Ari Lehtonen, 
University of Turku, Finland 

10 mM in ETOH 

 (made fresh) 

0.15 - 10 µM 

AL2 Dr. Ari Lehtonen, 
University of Turku, Finland 

1 mM in ETOH  

(made fresh) 

0.15 - 10 µM 

AL3 Dr. Ari Lehtonen, 
University of Turku, Finland 

0.5 mM in ETOH  

(made fresh) 

0.1 - 10 µM 

AL4 Dr. Ari Lehtonen, 
University of Turku, Finland 

1 mM in ETOH  

(made fresh) 

0.15 - 10 µM 

L1 Dr. Ari Lehtonen, 
University of Turku, Finland 

1 mM in ETOH  

(made fresh) 

5 - 10 µM 

L2 Dr. Ari Lehtonen, 
University of Turku, Finland 

1 mM in ETOH  

(made fresh) 

5 - 10 µM 

L3 Dr. Ari Lehtonen, 
University of Turku, Finland 

0.5 mM in ETOH  

(made fresh) 

5 µM 

L4 Dr. Ari Lehtonen, 
University of Turku, Finland 

1 mM in ETOH  

(made fresh) 

5 - 10 µM 

M1 Dr. Ari Lehtonen, 
University of Turku, Finland 

2.5 mM in ETOH 

 (made fresh) 

10 µM 

M2 Dr. Ari Lehtonen, 
University of Turku, Finland 

5 mM in ETOH  

(made fresh) 

10 µM 

MK-2206 Cayman Chemical, 
Michigan, USA 

20 mM in DMSO 

 (-20ºC) 

0.6 – 20 µM 

U0126 Cell Guidance Systems, 
Cambridge, UK 

20 mM in DMSO 

 (-20ºC) 

0.6 – 20 µM 

U0124 Merck Millipore, 
Massachusetts, USA 

20 mM in DMSO 

 (-20ºC) 

0.6 – 20 µM 

Forskolin Cell Guidance Systems, 
Cambridge, UK 

100 mM in DMSO 

 (-20ºC) 

100 µM 

Puromycin GibcoTM 1 mg/ml in dH2O 

 (-20ºC) 

1 µg/ml 

Doxycycline Sigma-Aldrich, Dorset, UK 1 mg/ml in dH2O 

 (-20ºC) 

1 µg/ml 
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2.1.4. Clonal expansion 

Single cell clonal expansion was used to isolate new cell populations from 

mixed populations. Cells were counted and seeded into 96-well tissue culture 

plates at 1 cell in 100 µl media per well. After an initial growth period of 2 

weeks, each well was assessed for cell growth and replenished with fresh 

media or transferred into larger well plates accordingly. Gradually single cell-

derived cultures were expanded up to t75 flasks, at which point stocks were 

frozen down in normal culture medium with 10% DMSO. 

During the CRISPR/Cas9 experiments (Section 3.2.4.), clonal expansion was 

carried out following fluorescence-activated cell sorting (FACS). For this, cells 

were trypsinised, centrifuged at 1000 rpm for 5 minutes, and then resuspended 

in OptiMEM (Gibco). Cells were then sorted for green fluorescence and GFP-

positive cells were seeded in 96-well plates at one cell per well using a MoFlo 

XDP Sorter. Cells were seeded in 50% fresh media: 50% conditioned media 

(conditioned in 70% confluent cells for 48 hours, then filtered through a 0.22 

µm syringe filter) to aid recovery. After sorting, 96-well plates were centrifuged 

at 200 xg for 1 minute to encourage cells to adhere to the bottom of the wells, 

then returned to normal incubation. As above, single cell cultures were closely 

monitored and transferred into larger wells as they became confluent. 

2.2. Cell-based assays 

2.2.1. Plasmid transfection 

For overexpression of CDC14B and CRISPR/Cas9 machinery plasmids, 

transfection into mammalian cells was achieved using lipofection. Cells were 

seeded into multiwell plates and transfected the following day using 

Lipofectamine 2000 (Invitrogen, California, USA). Lipofectamine 2000 and 

plasmid DNA were diluted in OptiMEM (Gibco) and incubated at room 

temperature for 10 minutes, before dropwise delivery to cells. For small scale 

96-well assays, 0.4 µl Lipofectamine 2000 and 100 ng plasmid DNA were used 

per well. For larger scale assays, cells were seeded into 12 well plates and 

transfected with 3 µl Lipofectamine 2000 and 1 µg plasmid DNA. 
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2.2.2. SiRNA-mediated gene knockdown 

ON-TARGETplus siRNAs (small interfering RNAs) (Dharmacon, Colorado, 

USA) were used to knockdown specific gene expression. For PTP genes, 4 

individual siRNAs were obtained per gene, and for RNAseq target genes, a 

pool of 4 siRNAs was used to target each gene (Table 2.4). Using a pool of 4 

distinct siRNAs reduces the possibility of observing off-target gene knockdown 

events. A Dharmacon non-targeting siRNA pool (scrambled – SCR) was used 

as a negative control, and a KIF11-targeting siRNA was used as a positive 

control (Invitrogen - 5’-UUCAGUUCUUACCAGUGUUGAUGGG). KIF11 

knockdown halts cells in the final stages of mitosis, resulting in distinctive 

round cells (Eschenbrenner et al., 2011). All siRNAs were resuspended in 

siRNA buffer (60 mM KCl, 6 mM HEPES-pH 7.5, 200 µM MgCl2 - Dharmacon, 

Colorado, USA) and stored in aliquots at -20°C to prevent excessive freeze-

thaw cycling. 

For gene knockdown, cells were seeded into 96-well plates and transfected in 

triplicate with siRNAs the following day by lipofection using Lipofectamine 

RNAiMAX (Invitrogen, California, USA). Lipofectamine RNAiMAX and siRNAs 

were diluted in OptiMEM (Gibco) and incubated at room temperature for 5 

minutes before dropwise delivery to cells. In early cell viability experiments, 6 

pmol siRNA and 0.3 µl Lipofectamine RNAiMAX were used per well. However, 

it was later found that much less siRNA (0.5 pmol per well) could be used to 

achieve the same on-target knockdown, with potentially fewer off-target 

events. For larger scale experiments where cells were seeded into 12 well 

plates, 20 pmol siRNA and 3 μl Lipofectamine RNAiMAX were used per well. 

Table 2.4 – ON-TARGETplus siRNA sequences 
ON-TARGETplus siRNA obtained from Dharmacon (Colorado, USA). Four siRNAs are listed 
for each target gene, these were ordered as pools for all genes except PTPRN, CDC14B, 
MTMR12, ACP1, which were ordered as individual oligos. 

siRNA Sequence (5’ – 3’) siRNA Sequence (5’ – 3’) 

PTPRN_06 GCCCACGGCUGUCUAUUUG TUBGCP6_17 ACAUAUACGUCUGCGGAAA 

PTPRN_07 GUAAAUGUUGGAGCUGAUA TUBGCP6_18 GAAGGGACGCUUUCGACAA 

PTPRN_08 GGACAGGUCUGGCUUGGCA TUBGCP6_19 GGGAGAAACGUUCCGUACA 

PTPRN_09 CAACAAGCAGGGCUGGUGA TUBGCP6_20 UCAGAGACGCUUAUGGCGA 

CDC14B_10 GCUACAUCAUGAAGCAUUA TLCD1_09 GGGUAUUUCAUCCACGAUA 

CDC14B_11 CGAAAUCAAUGGAGUGACA TLCD1_10 CCCAUUUCUUCUUGCGUUA 
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Table 2.4 continued 

CDC14B_12 GUACAUUAUUUCAGCAUAG TLCD1_11 GCUAUUUGCUCGUUUGCUU 

CDC14B_13 GUUGAUGACAUUUCCAUAA TLCD1_12 CUACCGGGUUAACAAGUAU 

MTMR12_09 CUAAACUGCUUAAACGAUU ANKRD39_17 GUAGAUUUGGUGUGGCUAA 

MTMR12_10 GGUCAUGGCAUACCAAUAU ANKRD39_18 AGGCCAUCCGGGACCGAAA 

MTMR12_11 CAAGAACCAUACCGUAAUG ANKRD39_19 CCAGGGUGGUGGAUGACGA 

MTMR12_12 GCCCAGCGCUACCUACGUU ANKRD39_20 CUGGACAGAUGAUCAUAUU 

ACP1_05 GGAUGAAAGCAAUCUGAGA SEPW1_09 CGUUUAUUGUGGCGCUUGA 

ACP1_06 GGAAUGACUCUGACUUUGA SEPW1_10 ACUCUAAGAAGAAAGGCGA 

ACP1_07 GGAAACUUGUAACCGAUCA SEPW1_11 CGCCUUGGCUCAGGGCUAA 

ACP1_08 UGAACUACUUGGGAGCUAU SEPW1_12 CCACCGGGUUCUUUGAAGU 

LPCAT3_09 GGGUUCUGCAGUCGGGUUU LYSMD1_17 GGUAAGGGAACCUCAGUAA 

LPCAT3_10 CCACCGGCAACUACGAUAU LYSMD1_18 GGAUGAGGCAAUCGGUGAU 

LPCAT3_11 GACAAAUGGCUUAAGGUGU LYSMD1_19 CUGCAUAUUUAUUUGCGAU 

LPCAT3_12 CUACUUUGACGGAGGGAAA LYSMD1_20 GAGACCUGUUCAAUGGUUU 

PTGES2_09 GGCUCAUGCUCAACGAGAA COX20_09 GAGCAUAGAAGUCAAUGUA 

PTGES2_10 GAGAUGAAGUGGCGGCAGU COX20_10 UGUUACAUAUAGUGGACUU 

PTGES2_11 CAGAGGGAAGGCAGCGGAA COX20_11 GGGAAGUAUGCAGGGUUUA 

PTGES2_12 GCUCAGGGAUGUUAGGGAC COX20_12 CCUUGUAGUAGUAAGUAUA 

DCTN1_05 CUGGAGCGCUGUAUCGUAA MRPL30_17 GGAGAAGUAAGAAUUGUAA 

DCTN1_06 GAAGAUCGAGAGACAGUUA MRPL30_18 CAAUAUCCAUCCUGUCGUA 

DCTN1_07 GCUCAUGCCUCGUCUCAUU MRPL30_19 GAGAACAUGUCUAACACGU 

DCTN1_08 CGAGCUCACUACUGACUUA MRPL30_20 GUACAGAUUGGAUUCGUCA 

SGSH_06 ACAAGGACCUCCGUCAUUA EMG1_17 AGGGAAGACAUAUGAGCUA 

SGSH_07 CCGCAUGGACCAAGGAGUU EMG1_18 AAACAAGAUCGGAGGCCGU 

SGSH_08 GAAUUAAGCUGCUCGUCCG EMG1_19 CCUCAUGGUUCAACUUUUA 

SGSH_09 GCACAGGCAUCAUCGGGAA EMG1_20 GUUGAAGAAUGGACGGGAC 

TMEM240_17 GGAACAUGGUACACGUGAA SHPK_05 GAAAUAUCGCCCAGAGUUC 

TMEM240_18 GCGCGAACACCAUGAUCUU SHPK_06 GAGCAGGAUGUGAGUAGAA 

TMEM240_19 UGACGGACAGUGUGACCAA SHPK_07 GAAGAAUCCACUGUGUAUU 

TMEM240_20 UCGCGUGCUUGAUGGACAU SHPK_08 GCCGAAGUCUCAUCUCAGU 

ITFG2_18 UCAGCCAGGUUGUGCGUAU CCDC61_14 UGAAGCAGCAGCAGCGGAA 

ITFG2_19 CAAACAAGGCCACGGCACU CCDC61_15 CGACUGGACAUGCGGUCAU 

ITFG2_20 UACCAAAGCAGCCGGGUCA CCDC61_16 AGCUCAACUCCAAGCGCUA 

ITFG2_21 ACGAGACACUAAUCGGAGA CCDC61_18 CGAAAUAGACGCACGCCUG 

GLMP_17 GGACAGGGCUAUUGAUAAG CALHM2_17 GCGUCUACUUGUACCGUGA 

GLMP_18 GUACCAGUCCAUAAAUUAA CALHM2_18 GGAACUACCUGUACGGGCU 

GLMP_19 GCACCAACGUGUCCGAUAC CALHM2_19 ACAAGUGGGCCCAGGGUCU 

GLMP_20 GCCUGAUGGUGCUCCCUAA CALHM2_20 UCGCAGAGAACUUCCGCUU 

FAXDC2_09 GUAGAGGGAAGGUCGGCUU LRRC75B_25 CCAGAAAUCCAGUGUAAAU 

FAXDC2_10 AGAAAGAACAGAUACGGUU LRRC75B_26 CGACACAGGACGUGCAACA 

FAXDC2_11 CAGGAGUUAGCUUAAGAAA LRRC75B_27 CAUGAUAGUGGGCGAUGAA 

FAXDC2_12 GGUCUCAAUUCAUGACAUA LRRC75B_28 CGGACAAGAUCUGCCGACA 

SARS2_09 CAGAGACAAACACGGGACA PDE2A_05 GGAAAGUCCGGGAGGCUAU 

SARS2_17 CCUGGAAAUUGGCGAGAAA PDE2A_06 CGACGGCCUUCUCCAUCUA 

SARS2_18 GGAACCUCCUGUACGAGUA PDE2A_07 CCCAUUCUCUCCUAUACAA 

SARS2_19 ACUUCCGGGUCCUGGAUAU PDE2A_08 GGCCAUGGUUCAGCAAGUU 
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IL17RC_05 CUACGCACCUGCAGACAGA Scrambled_01 UGGUUUACAUGUCGACUAA 

IL17RC_06 UCAGGACGCUACCCACUGC Scrambled_02 UGGUUUACAUGUUGUGUGA 

IL17RC_07 GUACGAAUCUGGUCCUAUA Scrambled_03 UGGUUUACAUGUUUUCUGA 

IL17RC_08 GACCGCAGAUCAUUACCUU Scrambled_04 UGGUUUACAUGUUUUCCUA 

G6PC3_05 GGAAAUGGCCAGAAGAUAG GAPDH_01 GUCAACGGAUUUGGUCGUA 

G6PC3_06 GCACCAGCCUCAUCUAUUG   

G6PC3_07 ACACUGGGCCUGGAUCUUU   

G6PC3_08 GCGGUUGGCUUGUCGCGAA   
 

2.2.3. CDC14B rescue co-transfections 

The CDC14B siRNA rescue experiments involved co-transfecting siRNAs with 

CDC14B expression plasmid DNA (Section 2.6.1.), both in small and large-

scale experiments. In both cases, cells were transfected using Lipofectamine 

2000 (Invitrogen, California, USA) 24 hours after seeding. For 96-well assays, 

0.4 µl Lipofectamine 2000, 100 ng plasmid DNA and 1 pmol siRNA were 

diluted in OptiMEM (Gibco) and incubated at room temperature for 10 minutes 

before being added dropwise to cells. For larger scale experiments, cells were 

seeded into 12 well plates and transfected with 3 µl Lipofectamine 2000, 1 µg 

plasmid DNA and 20 pmol siRNA. Co-transfection was confirmed using a GFP 

reporter plasmid and KIF11-targeting siRNA, which resulted in rounded up 

green fluorescent cells. 

2.2.4. Monochlorobimane (MCB) assay 

The cell permeable dye monochlorobimane (MCB) can be used to measure 

levels of reduced glutathione in live cells (Durand and Olive, 1983, Fernández-

Checa and Kaplowitz, 1990). For this assay, cells were seeded into black-

walled 96-well plates (Corning® Costar® TC-Treated 96-well assay plates) 

and treated with chemicals the following day in triplicate. At the end point of 

the assay, all media was removed and 100 µl 50 µM MCB (Sigma-Aldrich, 

Dorset, UK) diluted in PBS was added to each well. Fluorescence was read 

immediately and after 75 minutes using a FLUOstar OPTIMA plate reader 

(BMG LabTech, UK) (absorbance 360 nm and emission 460 nm). MCB binds 

with high affinity to reduced glutathione, and once bound emits blue 

fluorescence. Therefore, the change in fluorescence between the initial and 

final readings could be used as a measure of the relative levels of reduced 

glutathione in cells following chemical treatment. 
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2.2.5. Neurite length assay 

Neuritogenesis is associated with cellular differentiation, where increased 

neurite length is characteristic of differentiated cells (da Silva and Dotti, 2002). 

In this project, neurite length was used as a measure of differentiation in SK-

N-SH neuroblastoma cells, as these cells have neurite like extensions that can 

be measured. For neurite length assays, SK-N-SH cells were seeded at low 

density (5000 cells per well) into 12 well plates and treated with various 

chemicals the next day. Following 5 to 6 days of chemical treatment, phase-

contrast microscopy was performed to capture representative images of cells. 

Images were then randomised to blind analysis. The length of the neurites in 

each image was measured using the NeuronJ plugin on ImageJ (Meijering et 

al., 2004) (Figure 2.1). Neurites were only measured when they were at least 

as long as the diameter of the cell body, and branches were discounted. Ten 

fields of view were captured per well per chemical treatment. The average 

neurite length per field of view, and subsequently per treatment was recorded. 

Figure 2.1 – Neurite length assay 
Phase-contrast microscopy images were captured following chemical treatment and imported 
into ImageJ. The NeuronJ plugin (Meijering et al., 2004) was used to trace neurites and to 
quantify their length. Mean average neurite length in pixels was recorded. 
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2.2.6. Microscopy 

All phase-contrast and fluorescence microscopy on tissue culture plastic was 

performed using an Olympus IX71 inverted microscope with a Hamamatsu 

Orca R2 monochrome camera. Immunofluorescence (IF) microscopy using 

cells on glass coverslips was performed using a Leica upright manual 3 colour 

fluorescence microscope with a Coolsnap camera. Image analysis was carried 

out using ImageJ (Schneider et al., 2012, Schindelin et al., 2015) and Fiji 

(Schindelin et al., 2012). 

2.3. Cell viability assays 

2.3.1. Cell counting kit 8 (CCK8) 

The CCK-8 reagent (Sigma-Aldrich, Dorset, UK) contains WST-8, which is a 

tetrazolium salt that is reduced by dehydrogenases to produce formazan 

(Ishiyama et al., 1993). Formazan absorbs light at 460 nm, thus absorbance 

at 460 nm is directly proportional to cell density when the CCK-8 reagent is 

added to cells in culture. For CCK-8 cell viability assays, cells were seeded 

into 96-well plates and treated with various chemicals the following day in 

triplicate. After 3 to 6 days, final cell density was assessed by adding CCK-8 

reagent diluted in culture medium to a final concentration of 10%. Plates were 

returned to the incubator for approximately 3 hours, after which absorbance at 

460 nm was measured using a FLUOstar OPTIMA plate reader (BMG 

LabTech, UK). 

2.3.2. Resazurin 

Resazurin (R&D Systems, Minnesota, USA) is a redox-sensitive dye that 

changes from blue and non-fluorescent to pink and highly fluorescent when 

reduced to resorufin by reductases such as intracellular dehydrogenases, 

similar to CCK-8 (O'Brien et al., 2000). This florescent signal can be quantified 

as a relative measure of aerobic respiration and therefore cell viability. As for 

the CCK-8 assay, cells were seeded and treated in 96-well plates in triplicate. 

Cell density was quantified after 3 to 6 days by adding resazurin diluted in 

culture medium to a final concentration of 15 µg/ml (0.15 mg/ml stock solution 
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in PBS). Plates were returned to the incubator for around 4 hours until a colour 

change from blue to pink in wells with high cell density could be observed. 

Fluorescence was measured using 540 nm excitation and 590 nm emission 

wavelengths on a FLUOstar OPTIMA plate reader (BMG LabTech, UK). 

2.3.3. ATPlite 1 step 

The ATPlite 1step reagent (PerkinElmer, Massachusetts, USA) quantifies 

relative ATP abundance by coupling ATP to luciferase luminescence. Relative 

ATP levels are reflective of live cells; therefore, this assay can be used as a 

measure of cell viability (Cree and Andreotti, 1997). For this assay, cells were 

seeded into white walled 96-well cell culture plates (Grenier Bio-One, Austria) 

to prevent crossover of luminescent signal between wells. Various chemical 

treatments were added the following day in triplicate and cells were cultured 

for a further 3 to 6 days, after which reconstituted ATPlite was added to culture 

medium at a ratio of 1:1. Luminescence was immediately measured using a 

FLUOstar OPTIMA plate reader (BMG LabTech, UK). 

2.3.4. Crystal violet staining 

Crystal violet staining was performed in various well sizes. Where 96-well 

plates were used, triplicates were performed for each condition. At the end 

point of experiments, media was removed and cells were fixed in 4% 

paraformaldehyde (PFA) at room temperature for 10 minutes. Cells were then 

stained with crystal violet (1% crystal violet; 15% methanol) for 1 hour at room 

temperature, washed in distilled water, and air dried overnight. Photos of the 

stained wells were then taken. Where cell density was quantified, crystal violet 

stain was solubilised in 20% acetic acid (v/v) by shaking at room temperature 

for several hours, and absorbance at 595nm was measured using a FLUOstar 

OPTIMA plate reader (BMG LabTech, UK). 

2.3.5. Nuclei counting 

In this assay, Hoechst 33342 (Cayman Chemical, Michigan, USA) was used 

to fluorescently label nuclei (Latt and Stetten, 1976), which were then counted 

as a measure of cell number following chemical treatment. Cells were seeded 
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into 96-well plates and treated with various chemicals the following day in 

triplicate. After 3 to 6 days of chemical treatment, half of the total media volume 

was removed and replaced with fresh media containing 2 μg/ml Hoechst 33342 

(final concentration 1 μg/ml). Plates were returned to the incubator for at least 

30 minutes, before imaging for blue fluorescence. The ImageJ ‘find maxima’ 

tool was used with a tolerance of 2 to count the nuclei in each image (Figure 

2.2). Low-power images were taken in the centre of each well and the average 

nuclei count across the triplicate was recorded for each condition. 

Figure 2.2 – Nuclei counting assay 
A - Cells were stained with 1 µg/ml Hoechst 33342 and low-power blue fluorescence 
microscopy images were taken. B - The find maxima tool on ImageJ with a tolerance of 2 was 
used to count nuclei, marking each counted nuclei with a yellow cross. 

2.4. Protein assays 

2.4.1. Protein extraction 

For protein extraction, monolayer cells were lysed in 50 mM Tris-base, pH 7.6; 

150 mM NaCl; 1% Triton X-100; 0.02% sodium azide. 1 mM protease inhibitor 

cocktail (Roche, Switzerland) was added to prevent protein degradation, as 

well as 1 mM sodium orthovanadate and 25 mM sodium fluoride to preserve 

protein phosphorylation status. Cells were lysed on ice for 30 minutes, prior to 

centrifugation at 14,000 rpm for 15 minutes at 4°C to remove cell debris. 

Protein lysates were stores at -20ºC. 

A B 
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2.4.2. Bradford assay 

Protein concentration was quantified using the Bradford reagent (Bio-Rad, 

California, USA). 2 µl lysate was mixed with 200 µl Bradford reagent 

(previously diluted 1:4 in distilled water) in a 96-well plate. Absorbance at 595 

nm was measured using a FLUOstar OTIMA plate reader (BMG LabTech, UK). 

Known concentrations of bovine serum albumin (BSA) (from a 2 mg/ml stock 

solution - Bio-Rad, California, USA) diluted in lysis buffer were also analysed 

to generate a standard curve, from which sample protein concentrations could 

be extrapolated. 

2.4.3. Western blotting 

Protein lysates were prepared for sodium dodecyl sulfate–polyacrylamide gel 

electrophoresis (SDS-PAGE) by dilution in lysis buffer according to Bradford 

assay results, such that 5-20 µg of protein would be loaded per well. Protein 

loading (µg) was kept constant for each set of samples per gel, but varied 

between experiments. 4X sample loading buffer (25 mM Tris-HCl, pH 6.8; 60% 

glycerol (v/v); 8% SDS (w/v); 10% (v/v) β mercaptoethanol) was added to 

samples, which were then heated to 100°C for 5 minutes. 

1 mm thick acrylamide gels were used for gel electrophoresis of whole cell 

protein lysates. Gels were cast by hand using the Mini-PROTEAN Tetra Cell 

casting stand and clamps (Bio-Rad, California, USA). 10% acrylamide 

resolving gel was prepared and cast (10% acrylamide; 375 mM Tris-Base, pH 

8.8; 1% SDS (w/v); 0.0075% (v/v) ammonium persulfate (APS); 0.0012% (v/v) 

tetramethylethylenediamine (TEMED)), followed by 5% acrylamide stacking 

gel (5% acrylamide; 125 mM Tris-Base, pH 6.8; 1% SDS; 0.01 (v/v) APS; 

0.0012% (v/v) TEMED). Gels were assembled into Mini-PROTEAN Tetra cell 

tanks (Bio-Rad), which were filled with running buffer (25 mM Tris-base; 192 

mM glycine; 0.1% (w/v) SDS). 10 - 30 µl protein lysate was loaded per well, 

along with 7 µl Precision Plus Protein Standards (Bio-Rad). Proteins were 

separated based on size using gel electrophoresis at constant current of 25 

milliamps per gel. 
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Protein was then transferred onto polyvinyldifluoride (PDVF) (Immobilon - 

Merck Millipore, Massachusetts, USA) using a standard wet transfer protocol. 

10X transfer buffer (25 mM Tris-base; 192 mM glycine) was diluted to 1X using 

20% methanol (v/v) and distilled water. Membranes were pre-soaked for 5 

minutes shaking in methanol followed by transfer buffer. Transfer stacks were 

assembled using three pieces of transfer buffer-soaked chromatography 

paper, pre-soaked PDVF membrane, the SDS-PAGE gel, and more 

chromatography paper. Transfer stacks were placed between transfer buffer-

soaked sponges in Mini Gel Holder Cassettes (Bio-Rad), and into a Mini Trans-

Blot tank (Bio-Rad). Transfer was performed at constant 100V for 1 hour, after 

which membranes were fixed by soaking again in methanol for 1 minute. 

Membranes were then blocked in 10% (w/v) non-fat milk powder (Marvel) 

dissolved in Tris buffered saline (50 mM Tris-base, pH 7.4; 150 mM NaCl) with 

0.1% (v/v) Tween-20 (TBS/T). 

For immunoblotting, primary antibodies were diluted in blocking buffer with 

0.05% (w/v) sodium azide (Table 2.5). Membranes were incubated in primary 

antibodies overnight at 4ºC with gentle agitation, after which they were washed 

in TBS/T three times for 10 minutes shaking at room temperature. Horseradish 

peroxidase (HPR)-conjugated secondary antibodies were used, including anti-

rabbit and anti-mouse raised in goat, and anti-goat raised in rabbit (Agilent, 

Dako, California, USA). Secondary antibodies were diluted 1 in 10,000 in 

blocking buffer with no sodium azide. Membranes were incubated in 

secondary antibodies for 1 hour at room temperature with gentle agitation. 

Washes in TBS/T were then repeated. Protein-bound antibodies were 

detected using electrochemiluminescence (ECL) and autoradiography. 

Pierce™ ECL Plus western blotting substrate (Thermo Fisher Scientific, 

Massachusetts, USA) was added to membranes and incubated at room 

temperature for 5 minutes under dark conditions. Light produced as a product 

of HPR activity was detected using X-ray film (Amersham Hyperfilm, GE 

Healthcare) and a Xograph Compact X4 X-ray developer (Xograph 

Healthcare). 

Where membranes were stripped of antibodies for re-probing, they were 

washed three times on a shaker in distilled water for 10 minutes. Followed by 
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stationary incubation in 0.2 M NaOH at 37ºC for 20 minutes and then shaking 

at room temperature for a further 20 minutes. After three further washes in 

TBS/T, membranes were blocked in 10% milk and probed with antibodies as 

described above. 

In some cases western blot signals were quantified by measuring band 

intensity using ImageJ. Band intensity was measured for each lane, and 

normalised to the maximum intensity for each antibody. Next, phosphorylated 

protein signals were normalised to total protein signals. Finally values for 

chemical-treated samples were normalised to untreated control values. Mean 

averages from triplicate experiments were reported. 

Table 2.5 – Primary antibodies 
Details of primary antibodies, including antigen, clonality (including clone ID), host, supplier 
(including catalogue number) and dilution used for western blotting. CST; cell signalling 
technology. 

Antigen Clonality Host Supplier Dilution 

FLAG Monoclonal 
– M2 

Mouse Sigma-Aldrich– F3165 1:10000 

CDC14B Polyclonal Rabbit Life Technologies - 348900 1:1000 

β-actin Monoclonal 
– 8H10D10 

Mouse CST3700 1:10000 

GAPDH Monoclonal 
– 14C10 

Rabbit  CST2118 1:10000 

Cas9 Monoclonal 
– EPR18991 

Rabbit Abcam – Ab189380 1:5000 

GFP Polyclonal Goat Abcam – Ab6662 1:5000 

Phospho-AKT 
(Ser473) 

Monoclonal 
– D9E 

Rabbit CST4060 1:1000 

AKT Polyclonal Rabbit CST9272 1:2000 

Phospho-ERK 
(Thr202/Tyr204) 

Monoclonal 
– E10 

Mouse CST9106 1:1000 

ERK Polyclonal Rabbit CST9102 1:1000 

 

2.4.4. Immunofluorescence (IF) microscopy 

For IF microscopy, cells were seeded onto 13 mm glass coverslips placed in 

24 well tissue culture plates. Coverslips were pre-treated by rinsing for 30 

minutes in concentrated nitric acid, then 30 minutes in distilled water, and 

finally 30 minutes in methanol. Coverslips were then air dried and baked at 

150ºC for 4 hours before coating with poly-L-lysine (PLL). 40 µg PLL diluted in 

90 µl distilled water was used to completely cover each coverslip and 
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incubated at room temperature for 1 hour, after which coverslips were left to 

air dry. Cells were then seeded onto coverslips and transfected with plasmid 

DNA the following day. At the end point of the experiments, cells were fixed 

using 0.5 ml 4% PFA per well incubated at room temperature for 20 minutes. 

For immunodetection of FLAG-tagged proteins, coverslips were blocked with 

1% (w/v) BSA/ 0.05% Triton X-100 (v/v)/ PBS shaking at room temperature for 

15 minutes. Anti-FLAG primary antibody (Table 2.5) was diluted 1 in 1000 in 

3% (w/v) BSA/ 0.05% Triton X-100 (v/v)/ PBS and added to coverslips for 1 

hour at room temperature. Coverslips were washed in 0.1% (w/v) BSA/ 0.05% 

Triton X-100 (v/v)/ PBS three times for 10 minutes shaking at room 

temperature. Alexa Fluor® fluorescently labelled secondary antibodies from 

Life Technologies (California, USA) were used, specifically Alexa Fluor® 568 

goat anti-mouse. Secondary antibody was diluted 1 in 500 in 3% (w/v) BSA/ 

0.05% Triton X-100 (v/v)/ PBS and added to coverslips for 1 hour at room 

temperature under dark conditions, after which wash steps were repeated. 

Coverslips were then mounted onto glass slides using VECTASHIELD Hardset 

Antifade Mounting Medium with DAPI (Vector Laboratories, Peterborough, 

UK). Once the mount had set, cells were imaged using fluorescent microscopy 

to visualise antibody-labelled proteins. 

2.5. RNA assays 

2.5.1. RNA extraction 

For RNA extraction, cells were lysed in 100 µl Trizol (Ambion, Life 

Technologies, California, USA) per cm2 growth area and RNA was extracted 

using the Direct-zolTM RNA MiniPrep kit (Zymo Research, California, USA). 

Ethanol was added to each Trizol sample in a ratio of 1:1 before loading into 

Zymo-Spin IIC Columns, and centrifugation at 12,000 xg for 1 minute. Samples 

were then treated with an in-column DNase 1 digestion (Zymo Research, 

California, USA). For DNase 1 digestion, 5 units DNase1, mixed with DNase 

reaction buffer and RNA wash buffer, were applied to each column and 

incubated at room temperature for 15 minutes. Columns were washed with 

400 µl Direct-zol RNA PreWash buffer, and 700 µl RNA wash buffer, and RNA 
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was eluted in 30 µl RNase/DNase free water. RNA concentrations were 

quantified by absorbance at 260nm using a NanoDrop ND-1000 

spectrophotometer. 

In later experiments the miRNeasy easy kit (QIAGEN, Germany) was used for 

RNA extraction. Monolayer cells from 12 well tissue culture plates were lysed 

in 700 μl QIAzol and 140 μl chloroform was added. Samples were centrifuged 

at 12,000 xg for 15 minutes at 4°C, and the upper, clear aqueous phase 

containing RNA was isolated. 525 µl ethanol was added to each RNA sample 

before loading into the QIAGEN spin columns, and centrifugation at 12,000 xg 

for 15 seconds. Again on-column DNase1 digestion (RNase-Free DNase set - 

QIAGEN, Germany) was performed at room temperature for 15 minutes. 

Columns were then washed with 700 μl RTW buffer, and 700 μl RPE buffer 

and RNA was eluted in 35 μl RNase/DNase water. RNA concentrations were 

quantified by absorbance at 260nm using a NanoDrop ND-1000 

spectrophotometer. 

2.5.2. cDNA synthesis 

RNA was reverse-transcribed to produce cDNA using the Transcriptor First 

Strand cDNA Synthesis kit (Roche, Switzerland). Reactions were assembled 

using 1 µg template RNA, 60 µM random hexamer primers, 1X reverse 

transcriptase reaction buffer, 20 units RNase inhibitor, 1 mM dNTPs (per 

nucleotide), and 10 units reverse transcriptase enzyme. Thermocycling using 

the following program was then performed to generate cDNA; 25°C for 10 

minutes, 55°C for 30 minutes, 85°C for 5 minutes. 

2.5.3. Quantitative real time PCR (qPCR) 

Primers were designed to amplify target genes during qPCR in order to assess 

relative gene expression (Table 2.6). Primers were designed using NCBI 

Primer BLAST (www.ncbi.nlm.nih.gov/tools/primer-blast), adhering to the 

following guidelines: 

- Should cross exon-exon boundaries 
- Amplicon length <200bp 
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- Melting temperature between 57ºC and 63ºC, optimally 60ºC with less 
than 3ºC difference between forward and reverse primers 

- GC content of 50-60%, and ideally ending with a G or C 
- No long stretches of repeat nucleotides 
- Low self-complementarity 

For qPCR, cDNAs were diluted 1 in 10 in MilliQ distilled water, and 2 µl was 

added to 0.5 µM forward and reverse primers, and 5 µl iTaq Universal SYBR 

Green supermix (Bio-Rad, California, USA) in a 96-well plate (Low-profile 96-

well skirted plates, Bio-Rad). Plates were sealed (Microseal ‘B’ adhesive 

sealing films – Bio-Rad) and qPCR was performed using the CFX96 Real-Time 

system (Bio-Rad) and the following program; 95°C for 5 minutes, 40 cycles of 

95°C for 15 seconds and 60°C for 1 minute, melt curve analysis (65ºC to 95ºC 

– 0.5ºC/5 seconds). Size analysis of qPCR products using gel electrophoresis, 

as well as melt curve analysis, confirmed primer specificity. Relative gene 

expression was calculated using the Livak method, commonly known as the 

‘Delta Delta CT’ method (Livak and Schmittgen, 2001). CT refers to the cycle 

number at which SYBR green fluorescence crosses a threshold. First delta CT 

(ΔCt) is calculated by subtracting the CT value for a reference gene (in this 

case GAPDH) from that of the target gene. Delta delta CT (ΔΔCt) is next 

calculated by subtracting ΔCT for the internal control (untreated cells) from 

those of the experimental conditions. Finally, the relative fold change in gene 

expression is calculated using 2-ΔΔCt. 

Table 2.6 – qPCR primer sequences 
Forward and reverse primer sequences used for qPCR. Primers obtained from Sigma-Aldrich, 
Dorset, UK. 

Target Gene Forward (5’ – 3’) Reverse (5’ – 3’) 

CDC14B CAAACCAACCTCTGGCTGGA TCACTGTACGGTTCGGGTTC 

ACP1 TGATCGGTTACAAGTTTCCTGA AACAGGCTACCAAGTCCGTG 

PTPRN AAGGGTGCAGGAAGAAATCCG CGGCCCCTCCATTGTTTTCT 

MTMR12 GATCGACGAGAGACACCACA GGAAACAAAGACGAGAGGCG 

DCTN1 GCGAGCAGATCTATGGGACC GCTCTGCATCATACTCCCCC 

PDE2A TACGAGAAAGATCGCGGAGC CGGTCCATCATCTCCATCGG 

GLMP TTCAAGGCCACCCCATGAAC GAAAAGGCCTGGACCCTGAAG 

TUBGCP6 ACCCTTGTGGTGACAGGTTC CTCGGTGGGACCTTAATAGCC 

GAPDH ATGACATCAAGAAGGTGGC CATACCAGGAAATGAGCTTG 
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2.5.4. RNA sequencing (RNAseq) 

For RNAseq, IMR32 and KELLY cells were seeded in triplicate into 6 well 

plates and treated with 10 μM BMOV/BSO the following day (each replicate 

was seeded and treated separately, on different days). After 24 hours chemical 

treatment, cells were harvested in 500 μl Trizol (Ambion – Life Technologies). 

RNA was extracted using the Direct-zolTM RNA MiniPrep kit (Zymo Research, 

California, USA) as described in Section 2.5.1., and sent to Tony Brooks (UCL 

Genomics) for quality assessment, sequencing and initial data analysis. The 

following method was used by Tony Brooks. The Agilent 2200 TapeStation 

system utilising high throughput electrophoretic RNA separation was used to 

measure RNA quantity and integrity. RNA integrity numbers (RINe) were 

calculated as a measure of degradation (Schroeder et al., 2006). Very high 

RINe numbers were reported, ranging from 9.6 to 10 (on a scale of 1 to 10), 

indicating high quality, intact RNA. The Kapa Stranded mRNA-Seq Sample 

preparation kit (Kapa BIOSYSTEMS - KK8400) was used according to 

manufacturer’s instructions to create and amplify cDNA libraries for each RNA 

sample. Briefly, mRNA was isolated from total RNA samples by pulling down 

poly-adenylated transcripts using magnetic Oligo dT beads. Chemical 

fragmentation was used to fragment purified mRNA, which was subsequently 

primed using random hexamers. First strand cDNA was synthesised using 

reverse transcriptase and Actinomycin D. The second cDNA strand was 

synthesised and tagged by using dUTP rather than dTTP. Double stranded 

cDNA was then adenylated at the 3’ ends to allow ligation to sequencing 

adapters that had thymine overhangs. Successfully ligated cDNA was 

enriched using a limited-cycle high-fidelity PCR reaction, where only the first 

strand containing dTTP is amplified to allow strand specific sequencing. 

Samples were sequenced using the NextSeq 500 instrument (Illumina, 

California, USA), using a 43 base pair paired end run. An average library size 

of 21,429,695 was achieved per sample, ranging from 18,318,299 to 

23,232,389. Data analysis was carried out using the Illumina BaseSpace 

platform. First, sequencing data was converted to fastq files using bcl2fastq 

Conversion Software v2.17 and aligned to the UCSC human genome 19 

reference genome using STAR on the BaseSpace RNA-Seq alignment app 



83 
 

v1.1.0. Reads per transcript counts were generated using the Python package 

HTSeq (Anders et al., 2015) and differential gene expression was calculated 

using the DESeq2 algorithm (Love et al., 2014). 

Similar transcriptomic data was collected in a previous RNAseq experiment 

performed in the laboratory prior to me joining (A. Di Florio and A. Stoker, 

unpublished). In this experiment, LAN5 and SK-N-SH cells were treated with 

10 µM BMOV for 24 hours before RNA extraction, cDNA synthesis, next 

generation sequencing and data analysis. The pipeline was very similar to that 

described above, also carried out by Tony Brooks. Samples were processed 

using Illumina’s TruSeq RNA sample prep kit version 2 (Illumina, California, 

USA – RS-122-2001) according to manufacturer’s instructions, which uses a 

very similar principle to that of the Kapa Stranded mRNA-Seq Sample 

preparation kit described above. Sequencing was again performed using the 

NextSeq500 (Illumina) using a 43 base pair paired end run. Data analysis 

involved the use of Illumina bcl2fastq conversion software v2 to create fastq 

files, and TopHat2 (Kim et al., 2013) for alignment to the UCSC human 

genome 19 reference genome. As above, HTSeq and DESeq2 were used 

estimate transcript abundance and calculate differential expression 

respectively. 

2.5.5. Ingenuity Pathway Analysis 

Ingenuity Pathway Analysis (IPA), produced and maintained by QIAGEN 

(Germany), was used for network analysis of RNAseq data in this project. 

During this analysis, experimental data is correlated with gene expression 

changes known to be related to specific signalling networks, upstream 

regulators, and biological functions. IPA utilises the Ingenuity Knowledge 

Base, a repository of biological interactions and functional annotations curated 

and reviewed for accuracy by PhD scientists. Right-tailed Fisher’s exact tests 

are used to generate p values associated with each correlation, indicating the 

likelihood that the correlation between experimental data and a specific 

pathway or upstream regulator is due to chance alone. For the analysis 

presented in this thesis, gene lists for each chemical comparison within each 

cell line were filtered for significance (p<0.05) and log2FC (>0.3 or <-0.3) prior 



84 
 

to import into the software. The network analysis generated was used to 

generate hypotheses regarding signalling pathways and molecules that were 

affected by chemical treatment, and therefore could be important in 

intracellular chemical function. These hypotheses must then be experimentally 

validated. 

2.6. DNA assays 

2.6.1. CDC14B overexpression 

Wild-type CDC14B and siRNA-resistant mutant CDC14B expression plasmids 

(based on pcDNA3.1-C-(k)DYK) were obtained from GenScript. These encode 

the full exonic sequence from the longest human isoform of CDC14B, isoform 

2. The siRNA-resistant mutant plasmid has four silent point mutations in the 

CDC14B_12 siRNA-binding region, which confer resistance to siRNA-

mediated knockdown (Figure 2.3). The plasmids were transformed into 

competent E. coli for amplification and DNA was extracted using alkaline lysis 

(as described in Sections 2.6.5. and 2.6.6.). The entire cDNA sequences were 

obtained by Sanger sequencing (Source BioScience, Nottingham, UK) to 

ensure there were no extraneous base pair changes. The following Source 

BioScience sequencing primers were used for this; T7 forward 5’-

TAATACGACTCACTATAGGG, bGH reverse 5’-TAGAAGGCACAGTCGAGG. 

Figure 2.3 – CDC14B overexpression vectors 
CDC14B wild-type and siRNA-resistant overexpression vectors based on the pcDNA3.1-C-
(k)DYK backbone were obtained from GenScript. Four single nucleotide mutations (shown in 
red) were introduced within the CDC14B_12 siRNA binding region to confer resistance, these 
did not affect the amino acid sequence. T7 forward and bGH reverse sequencing primers were 
used during Sanger sequencing to confirm sequences. 
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2.6.2. EGFP-CDC14B constructs 

GFP-tagged CDC14B overexpression constructs were generated using the 

wild-type and siRNA-resistant mutant constructs from the GenScript plasmids 

described above. A PCR reaction using Phusion® high-fidelity DNA 

polymerase (Thermo Fisher Scientific, Massachusetts, USA) was used to 

amplify the CDC14B gene constructs from these plasmids, whilst adding 

restriction sites that could be used to clone them in frame into a pEGFP-N2 

reporter plasmid (Figure 2.4). Primers were designed that annealed to the 5’ 

and 3’ ends of the CDC14B gene and added HindIII and BamHI restriction site 

respectively (primers ordered from Sigma-Aldrich, Dorset, UK). PCR reactions 

were assembled in high-fidelity buffer (Thermo Fisher Scientific, 

Massachusetts, USA) using 10 ng wild-type or siRNA-resistant CDC14B 

plasmid DNA, 1 U Phusion polymerase, cloning primers to a final concentration 

of 1 µM and 0.25 mM dNTPs (Promega, Wisconsin, USA). PCR was 

performed using 40 cycles of 98ºC for 10 seconds, 68ºC for 30 seconds and 

72ºC for 30 seconds with a final extension step at 72ºC for 10 minutes. PCR 

products were purified using QIAquick PCR purification kit (QIAGEN, 

Germany) according to manufacturer’s instructions, which uses silica-

membrane-based purification. 

Both the GFP vector (5 μg) and the PCR amplified CDC14B constructs were 

digested with BamHI and HindIII (Promega). Double digest reactions were 

assembled in buffer E (Promega), using 50 U of each of BamHI and HindIII 

and BSA at a final concentration of 0.1 mg/ml. Digestion was carried out at 

37ºC for 4 hours. Digested GFP and CDC14B constructs were separated by 

gel electrophoresis at 130V using a 0.7% agarose/TAE buffer (40 mM Tris 

base, 20 mM acetic acid, 1 mM EDTA, pH 8) gel. Digested products were cut 

out of agarose gels utilising ethidium bromine fluorescence, and purified by 

silica-membrane-based purification using the QIAquick gel extraction kit 

(QIAGEN, Germany). 
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Figure 2.4 – EGFP-CDC14B cloning strategy 
CDC14B constructs (wild-type and siRNA-resistant mutant) were PCR amplified to add 5’ 
HindIII and 3’ BamHI restriction digest sites. Amplified CDC14B and pEGFP-N2 plasmid were 
digested with HindIII and BamHI, and subsequently ligated to create GFP-tagged CDC14B 
expression plasmids. 

CDC14B PCR products were ligated into digested GFP plasmid in a 3:1 ratio. 

10 µl ligation reactions were assembled in T4 ligase buffer (Promega, 

Wisconsin, US) using 1 µl digested GFP plasmid, 3 µl digested CDC14B PCR 

product and 3 U T4 ligase (Promega). Reactions were assembled on ice and 

then incubated in a 37ºC water bath placed at 4 ºC overnight. Ligated plasmids 

were subsequently transformed into DH5α competent E. coli (Invitrogen) for 

amplification, and purified using alkaline lysis (described in Sections 2.6.5. 

and 2.6.6.). Plasmid preparations with successfully ligated GFP-CDC14B were 

identified by restriction digest. For this, plasmids were digested using 
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BamHI/HindIII double digestion (as described above), and products were 

separated by gel electrophoresis at 130V using a 1% agarose/TAE buffer gel. 

Relative migration of the digested products was used to estimate size, and 

therefore confirm successful cloning. Ligation was further confirmed by Sanger 

sequencing (Source BioScience, Nottingham, UK) using a sequencing primer 

that anneals to the CMV promoter upstream of the GFP-CDC14B construct 

(pCMV forward from Source BioScience 5’-GAGCTCGTTTAGTGAACCGTC). 

2.6.3. CRISPR/Cas9 gRNA design 

CDC14B guide RNA (gRNA) sequences were designed using the online MIT 

guide design tool (http://crispr.mit.edu), which scores potential guide 

sequences based on the likelihood that they will generate off-target editing 

events (Table 2.7). CDC14B-specifc gRNA sequences were ordered from 

Sigma-Aldrich (Dorset, UK), these contained the 20 base pair CDC14B-

targeting sequences with additional bases for cloning into CRISPR/Cas9 

plasmids (described below). 

Table 2.7 – CDC14B-targeting gRNA sequences 
Sequences for CDC14B-targeting gRNAs. FWD, forward sequence; REV, reverse sequence. 

gRNA Sequence (5’-3’) 

Guide 2 FWD TAAAGCTTCTACGCAGATTT 

Guide 2 REV AAATCTGCGTAGAAGCTTTA 

Guide 3 FWD TGCAGTCCATTACAATGTTA 

Guide 3 REV TAACATTGTAATGGACTGCA 

Guide 4 FWD AGACATCCTATATTCCTTTC 

Guide 4 REV GAAAGGAATATAGGATGTCT 

 

2.6.4. CRISPR/Cas9 gRNA cloning 

CDC14B-targeting guide sequences were cloned first into the PX458 plasmid 

(Addgene #48138) for gRNA and Cas9 expression, and later into the pU6 

plasmid (Addgene #60955) for gRNA expression to be used alongside 

inducible Cas9 expression. 

For PX458 cloning, gRNA sequences were obtained with added Bpi1 digestion 

site overhangs (Figure 2.5A). Guide RNAs were annealed in Taq polymerase 

buffer (Invitrogen, California, USA) by heating to 95°C for 5 minutes and then 
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cooling to 25°C at a rate of 5°C per minute. Annealed CDC14B gRNAs were 

cloned into PX458, which contains the guide RNA scaffold, Cas9 

endonuclease gene, ampicillin resistance gene, and a GFP marker. For this, 

100 ng PX458 was digested using 1 µl Bpi1 (Thermo Fisher Scientific, 

Massachusetts, USA) in fast digest buffer by incubating at 37°C for 1 hour. 1 

µl annealed CDC14B gRNAs were added to the plasmid digestion along with 

5 U T4 ligase (Promega, Wisconsin, US) and T4 ligase buffer. The ligation 

reaction was incubated at 37°C for 1 hour, after which 5 µl was transformed 

into competent DH5α cells (Invitrogen), and plasmid DNA was purified 

(described in Sections 2.6.5. and 2.6.6.). DNA was Sanger sequenced 

(Source BioScience, Nottingham, UK) to confirm the guide sequences had 

been inserted correctly, using a sequencing primer that annealed upstream of 

the gRNA sequences (5’-GAGGGCCTATTTCCCATGATTCC). 

Figure 2.5 – gRNA oligos with cloning sites 
Guide RNAs were obtained from Sigma-Aldrich and contained gene specific targeting regions 
(blue), as well as restriction digest sites (red). A – For PX458 cloning, gRNAs with Bpi1 
digestion site overhangs at either end were ordered. B – For pU6 cloning, gRNAs with BstXI 
and Blpl digestion site overhangs were ordered. 

For pU6 cloning, gRNA sequences were ordered with added BstXI and Blpl 

digestion site overhangs (Figure 2.5B). Guide RNAs were annealed in Taq 

polymerase buffer (Invitrogen, California, USA) by heating to 95°C for 5 

minutes and then cooling to 25°C at a rate of 5°C per minute. Annealed 

CDC14B gRNAs were then cloned into pU6, which contains the guide RNA 

scaffold and a puromycin selection marker. The pU6 plasmid was digested 

using a 2-step method. First, 5 µg pU6 was digested with 1 µl BstXI (Thermo 

Fisher Scientific, Massachusetts, USA) in buffer O (Thermo Fisher Scientific) 

at 55ºC for 35 minutes and then 37ºC overnight. Digested pU6 was purified 

using the QIAquick PCR purification kit (QIAGEN, Germany). This purified 

product was subsequently digested with 0.5 µl Blpl (Thermo Fisher Scientific) 

A 

B 
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in Tango buffer (Thermo Fisher Scientific) at 37ºC for 2 hours, and gel purified 

by gel electrophoresis using the QIAquick gel extraction kit (QIAGEN, 

Germany). Annealed guides were ligated into the double digested pU6 vector 

at a ratio of 1:4 (1 µl gRNA, 4 µl pU6) using 3 U T4 ligase (Promega, Wisconsin, 

US) in T4 ligase buffer. Ligations were assembled on ice and incubated in a 

37ºC water bath placed at 4ºC overnight. As with PX458 cloning, ligation 

products were transformed into DH5α cells (Invitrogen), and DNA was 

extracted using alkaline lysis (described in Sections 2.6.5. and 2.6.6.). Sanger 

sequencing (Source BioScience, Nottingham, UK) was again used to confirm 

successful gRNA incorporation (sequencing primer 5’ -

GAGGGCCTATTTCCCATGATTCC). 

2.6.5. Bacterial plasmid amplification 

Plasmids were transformed into DH5αTM competent E. coli (Invitrogen, 

California, USA), which was subsequently subcultured for plasmid 

amplification. Transformations were performed using a standard heat shock 

protocol. Briefly, 5 µl plasmid DNA was added to 40 µl DH5αTM and incubated 

on ice for 30 minutes. Heat shock was then performed at 42ºC for 20 seconds, 

followed by a further 2 minutes on ice. E. coli was recovered in 1 ml Luria-

Bertani (LB - Invitrogen) shaking at 37ºC for 1 hour, before spreading onto 

ampicillin or kanamycin agar plates under sterile conditions. Ampicillin (100 

µg/ml final concentration) or kanamycin (50 µg/ml final concentration) was 

used to select for transformed E. coli, depending on the antibiotic resistance 

marker present in each plasmid. Agar plates were left briefly to dry at room 

temperature, and then incubated upside down at 37ºC for 12-16 hours. After 

incubation, individual colonies were picked from agar plates and subcultured 

in LB (+ampicillin/kanamycin). Cultures were incubated at 37ºC with vigorous 

shaking for 12-16 hours. MiniPrep cultures were 3 ml LB, whereas MaxiPrep 

cultures were 100 ml. Plasmid DNA was extracted from E. coli using alkaline 

lysis (described below 2.6.6.). 
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2.6.6. Plasmid DNA extraction 

Plasmid DNA was extracted from DH5αTM cultures using QIAGEN plasmid 

purification kits (QIAGEN, Germany). Before extraction, cultures were 

centrifuged at high speed to pellet E. coli cells. QIAGEN plasmid DNA 

purification kits utilise a modified alkaline lysis protocol (Birnboim and Doly, 

1979, Birnboim, 1983). For MiniPrep, the QIAprep spin MiniPrep kit was used 

according to manufacture’s protocols. Briefly, bacterial cells are lysed under 

alkaline conditions, then neutralised and adjusted to high-salt conditions. This 

lysate is then applied to a silica membrane in a spin column. Plasmid DNA 

adsorbs to the silica membrane in high-salt buffers, and is eluted in low-salt 

buffers. Centrifugation steps are used to bind the lysate, wash the silica 

membrane to remove salts, and to elute DNA in 35 µl water. For large-scale 

plasmid purification, the HiSpeed plasmid maxi kit was used. Again, E.coli cells 

are lysed under alkaline conditions. Lysates are then bound to a QIAGEN resin 

under low-salt conditions. RNA, protein and low-molecular weight impurities 

are removed using a medium-salt wash. Plasmid DNA is then eluted in a high-

salt buffer before isopropanol precipitation using the QIAprecipitator module to 

concentrate and desalt the DNA. Purified DNA was eluted from the 

QIAprecipitator modules using 1 ml TE buffer (10 mM Tris-HCL, pH 8; 1 mM 

EDTA). 

2.6.7. T7 Endonuclease 1 (T7E1) assay 

T7E1 assays were used to assess editing efficiency during CRISPR/Cas9 

experiments, as described by Ran et al. (2013) (Figure 2.6). In the T7E1 

assay, guide targeted regions of genomic DNA are amplified by high-fidelity 

PCR. These PCR products are denatured and reannealed, and T7E1 is then 

used to digest DNA duplexes with mismatches. When the digested product is 

separated by gel electrophoresis, multiple bands running at the correct size 

indicate that there were mismatches in the DNA sample, indicating gene 

editing. 
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Figure 2.6 – T7 Endonuclease 1 (T7E1) assay principle 
1 - Cells were transfected with CRISPR/Cas9 plasmids (PX458 or pU6). 2 – Cells were then 
cultured for various time periods before genomic DNA was extracted. 3 – Guide targeted DNA 
was amplified using high fidelity PCR. 4 – PCR products were denatured and reannealed. 5 – 
DNA was treated with T7E1, which cleaves at sites where the two DNA strands do not match. 
6 – DNA is separated by gel electrophoresis to determine the size of resulting fragments. 

In order to assess gene editing using T7E1, CRISPR/Cas9 targeted cell 

cultures were trypsinised and cells were pelleted at 300 xg for 5 minutes. Cell 

pellets were resuspended in Quick Extract (Illumina, California, USA), 

incubated at 65ºC for 15 minutes and then 100ºC for 2 minutes to extract 

genomic DNA (gDNA). PCR primers were designed to amplify CDC14B gene 

regions targeted by each of guide 2, 3 and 4 (Exons 3, 4 and 5 respectively) 

(Table 2.8). High fidelity Pfu DNA polymerase PCR reactions were performed 

in Pfu polymerase buffer (Promega, Wisconsin, US) using 1 µl genomic DNA, 

1.24 U Pfu polymerase (Promega), primers at a final concentration of 0.4 µM, 

and 0.2 mM dNTPs (Promega). Thermocycling involved 40 cycles of 95ºC for 

45 seconds, 55ºC for 30 seconds and 72ºC for 2 minutes with a final extension 

step at 72ºC for 5 minutes. PCR products were then purified using the 

QIAquick PCR purification kit (QIAGEN, Germany), and eluted in 35 µl EB 

(Elution Buffer; 10 mM Tris-Cl pH 8.5). Purified PCR products were re-

hybridised in 1X NEB Buffer 2 (New England Biosciences, Massachusetts, 

USA), by denaturing at 95°C for 5 minutes, followed by slow cooling to allow 

DNA to reanneal (95°C to 25°C at a rate of 0.1°C per second). After which 1 
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μl T7E1 (New England Biosciences) was added and incubated at 37°C for 15 

minutes to induce double stranded break formation at mismatch sites in the 

DNA. Digested samples were separated by gel electrophoresis at 130V on a 

2% agarose gel. Gels were imaged using the Bio-Rad Molecular Imager® Gel 

Doc™ XR System with Image LabTM software. Cleaved DNA of the correct size 

indicated successful CRISPR/Cas9 targeting. 

Table 2.8 – PCR primer sequences for CDC14B guide targeted exons 
PCR primer sequences to amplify CDC14B guide targeted regions for T7E1 analysis. Guide 
2, 3 and 4 targeted exons 3, 4 and 5 respectively. FWD = forward sequence, REV = reverse 
sequence. 

Target Exon Forward (5’ – 3’) Reverse (5’ – 3’) 

Exon 3 GCAGACCAAAGAGTGCATCAA GTCCCCCAGATCAAGCTAACA 

Exon 4 CATGTGTCCATTCATGTCCCCT CCGTGTGGTATGTAACCCATCT 

Exon 5 AGGTTGCTGTGAAGAGTTGTTG TGGTGTTATTTGCGCTCATCC 

2.7. Liposomes 

2.7.1. Liposome synthesis 

Hydrophobic oxidovanadium liposomes (AL3) were synthesised by Ruhina 

Maeshima and Aris Tagalakis (Genetics and Genomic Medicine, ICH, UCL), 

using the thin film hydration method. AL3 was supplied in a 50:50 

methanol:chloroform solution at 5 µg/ml, and stock solutions of all lipids 

(DOTMA, DOPC and cholesterol) were prepared at 10 mg/ml. DOTMA, DOPC 

(Avanti polar lipids), cholesterol (Sigma-Aldrich, Dorset, UK) and AL3 were 

mixed in a round-bottomed flask to a final volume of 500 µl at a molar ratio of 

35 : 35 : 20 : 10 (37.5 : 37.5 : 25 for empty liposomes). A rotary evaporator 

(vacuum pump V-700, Rotavapor R-3 – Buchi, Switzerland) was then used at 

room temperature for 30 minutes to evaporate solvents leaving a thin lipid film 

on the bottom of the flask. Lipids were rehydrated to form liposomes by adding 

1 ml nuclease free water and rotating overnight, followed by sonication for 30-

40 minutes (XB3 Ultrasonic Bath). 

2.7.2. Liposome dialysis 

Dialysis was used to exclude any non-incorporated AL3 in solution from 

liposomal preparations. 500 µl of each liposome preparation was dialysed 
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within 48 hours of liposome synthesis using small-scale dialysis chambers 

(Slide-A-LyzerTM MINI dialysis device, Thermo Fisher Scientific, 

Massachusetts, USA) with a molecular weight cut-off of 10 000 Da. Prior to 

dialysis, dialysis chambers were pre-wet with sterile water. 14 ml centrifuge 

tubes were then filled with 13.5 ml sterile water to be used as the dialysis 

buffer. Liposomal formulations were loaded into the dialysis chamber and 

placed into the centrifuge tubes. Tubes were placed vertically at 4ºC, shaking 

for 24 hours. The dialysis buffer was replaced with fresh sterile water twice 

during dialysis, after 4 and 18 hours. 

2.7.3. Size/charge analysis 

The average size and overall charge of the liposomal formulations was 

measured after synthesis, and again after dialysis. Size/charge analysis was 

performed using the Zetasizer Nano ZS system (Malvern Panalytical, UK). 

This machine uses dynamic light scattering to measure the average diameter 

of liposomes. Overall charge, or ‘Zeta potential’, is measured using laser 

Doppler velocimetry, where a voltage is applied using electrodes at either end 

of the cell containing the liposomal formulation and the electrophoretic mobility 

of liposomes is measured. 

2.8. High performance liquid chromatography (HPLC) 

2.8.1. cAMP HPLC 

Intracellular cyclic adenosine monophosphate (cAMP) concentrations 

following chemical treatment were detected by reverse-phase HPLC in a novel 

assay developed in collaboration with Dr. Michael Orford (Stem cells and 

regenerative medicine, ICH, UCL). In this method, all adenine nucleotides 

were converted into fluorescent N6-etheno derivatives by reacting them with 

chloracetaldehyde (Figure 2.7A). Samples were then separated by reverse-

phase HPLC to allow resolution of individual adenine species, which could be 

detected based on fluorescence, and peak integration was used to quantify 

their concentrations (Figure 2.7B). Samples with known cAMP concentrations 

were used to generate a cAMP standard curve, which was then used to 
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determine cAMP concentration’s in experimental samples (Figure 2.7C). This 

assay allows adenosine, AMP, ADP, ATP and cAMP to be detected. However, 

as cAMP concentrations were low compared to these other species in our 

samples, samples had to be run using a very sensitive scale, thus it was not 

possible to quantify AMP, ATP and ATP in the same run without altering the 

assay parameters (Figure 2.7D). 

Figure 2.7 – cAMP detection by HPLC 
A - Adenine within cAMP is reacted with chloracetaldehyde to convert it into a fluorescent N6-
etheno derivative that can be detected by HPLC. B – Samples are separated by reverse-phase 
HPLC allowing individual adenine species to be detected and quantified. Plot shows HPLC 
using adenine standards. C – A cAMP standard curve was generated using known 
concentrations. D – An example of a spectra from IMR32 cells treated with 100 µM forskolin, 
showing that cAMP concentrations are low relative to the other adenine species. Dotted line 
indicates the area that was measured for cAMP quantitation. 

60ºC, 40 mins 

A 

C 

D 

B 
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To prepare samples, cells were seeded into 6 well tissue culture plates, and 

treated with chemicals the following day. After 24 hours, cells were lysed in 

300 µl ice cold 1 M perchloric acid and stored at -20ºC. A parallel set of 

samples were lysed for protein and assayed for protein concentration using a 

Bradford assay (Sections 2.4.1. and 2.4.2.). Protein concentrations were used 

to normalise the perchloric acid samples for relative cell content. Next 160 µl 

0.5 M potassium hydrogen carbonate was added to 200 µl of each cell extract, 

vortexed, and centrifuged at 13,000 xg for 5 minutes to remove precipitated 

proteins and potassium perchlorate. 100 µl clear supernatant was added to 

100 µl 1 M sodium acetate, pH 4.5 and 10 µl 4 M chloracetaldehyde, and 

heated to 60ºC for 40 minutes. Samples were then chilled to 4ºC and 50 µl 

was injected into the HPLC system for adenine detection. 

For reverse-phase HPLC, a JASCO Automated HPLC System was used, 

consisting of a column thermostat (CO-1560), sampler (AS-950), Intelligent 

Fluorescence Detector (FP-920), HPLC pumps (PU-1580), and degasser (DG-

1580-53). A HypersilTM ODS (C18) reverse-phase HPLC column (Thermo 

Fisher Scientific, Massachusetts, USA – 30103-154630) was used with 3 µm 

particle size, 150 mm column length and 4.6 mm internal column diameter. 

Mobile phase A was 0.2 M potassium phosphate, pH 5.0, and mobile phase B 

was 0.2 M potassium phosphate, pH 5.0/ 10% acetonitrile. The HPLC was 

programmed with a flow rate of 0.8 ml/min and the gradient parameters shown 

in Table 2.9. Fluorescent N6-etheno derivatives were detected by setting the 

fluorescence detector with the following parameters: 

 Excitation wavelength: 290 nm 
 Emission wavelength: 415 nm 
 Response: Standard 
 Gain: 100X 

Table 2.9 – cAMP HPLC programme 
Gradient programme for reverse-phase HPLC detection of adenine species, including cAMP. 
Mobile phase A, 0.2 M potassium phosphate, pH 5.0. Mobile phase B, 0.2 M potassium 
phosphate, pH 5.0/ 10% acetonitrile. 

Time (minutes) Mobile Phase A (%) Mobile Phase B (%) 

0 100 0 

31 0 100 

31.1 100 0 

41 100 0 
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Data was collected using EZChrom Elite V 3.17 software and cAMP 

concentrations were quantified by determining the area under the cAMP peaks 

for each sample compared to the standard curve. 

2.8.2. Oxidovanadium (AL3) HPLC 

Reverse-phase HPLC was also used to measure the concentration of AL3 

within liposomal formulations, using a novel assay set up in collaboration with 

Dr. Simon Eaton (Stem cells and regenerative medicine, ICH, UCL). In this 

assay oxidovanadium (AL3) was detected using characteristic absorbance 

peaks at 280 and 360 nm. A standard curve was generated using known 

concentrations of AL3 in ethanol, from which liposomal AL3 concentrations 

could be extrapolated. 

To measure AL3 concentration of standards or liposomal formulations, 50 µl 

sample was injected into the HPLC system. A JASCO Automated HPLC 

System was used, consisting of a column thermostat (CO-1560), sampler (AS-

950), JASCO MD-910 multiwave detector, HPLC pumps (PU-1580), and 

degasser (DG-1580-53). A HypersilTM MOS-2 (C8) reverse-phase HPLC 

column (Thermo Fisher Scientific, Massachusetts, USA – 30305-254630) was 

used with 5 µm particle size, 250 mm column length and 4.6 mm internal 

column diameter. Mobile phase A was water and mobile phase B was 100% 

acetonitrile. The HPLC was programmed with a flow rate of 1.5 ml/min and the 

gradient parameters shown in Table 2.10. AL3 was detect by absorbance by 

programming the detector to scan between 200 and 650 nm. 

Data was collected using EZChrom Elite V 3.17 software and AL3 

concentrations were quantified by determining the area under the peaks for 

each sample compared to the standard curve. Example spectra as well as the 

AL3 standard curve are shown in Figure 5.14. 

Table 2.10 – AL3 HPLC programme 
Gradient programme for reverse-phase HPLC detection of oxidovanadium (AL3). Mobile 
phase A, water. Mobile phase B, 100% acetonitrile. 

Time (minutes) Mobile Phase A (%) Mobile Phase B (%) 

0 80 20 

17 10 90 

22 0 100 
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2.9. Statistics 

Where appropriate, quantitative data were analysed using various statistical 

tests for significance. This included T-tests, both independent and paired, as 

well as analysis of variance (ANOVA). For ANOVA, post hoc testing was 

performed using the Dunnett test when all experimental conditions were 

compared to the same control, or Bonferroni when multiple comparisons were 

needed. Statistical tests were performed using SPSS (IBM SPSS Statistics 25) 

and significant changes (* p<0.05, ** p<0.01, *** p<0.001) are indicated 

throughout. 
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Chapter 3. Identifying pro-tumour PTPs 
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3.1. Introduction 

As discussed previously, PTPs are an important family of signalling molecules 

that are under tight regulation to coordinate their roles in a vast range of cell 

behaviours, including differentiation, survival, proliferation, apoptosis and 

motility. Their role in the pathology of a number of human diseases is now 

being characterised, and in particular, they have been heavily implicated in 

cancer (Ostman et al., 2006, Motiwala and Jacob, 2006) (Section 1.2.). PTPs 

commonly act as tumour suppressors, but of particular interest to us here is 

that they can also be oncogenic drivers of tumourigenesis. Studying these 

enzymes will lead to both a better understanding of the complex mechanisms 

that underpin various cancers, and the identification of specific PTPs that are 

attractive targets for therapeutic intervention (Labbé et al., 2012, Bollu et al., 

2017). Interest in therapeutically targeting PTPs was initiated by Elchebly 

following observations that PTP1B depletion in mice leads to increased insulin 

sensitivity and improved regulation of fuel metabolism (Elchebly et al., 1999). 

PTP1B has also been shown to have oncogenic roles in human cancers (Teng 

et al., 2016, Bentires-Alj and Neel, 2007). As discussed in Chapter 1, a range 

of small molecule inhibitors targeting PTP1B, as well as other oncogenic 

phosphatases are in development (Bollu et al., 2017). 

Given the increasing description of oncogene-like roles for PTPs in various 

tumour types and the increased interest in the development of specific small 

molecule PTP inhibitors, we hypothesise that there are specific PTPs that 

promote growth and/or survival in neuroblastoma. As discussed in Section 

1.2.4., a small number of PTPs have already been positively implicated in 

neuroblastoma, including SHP2, and to a lesser extent DUSP26 and PTPN2 

(Bentires-Alj et al., 2004, Zhang et al., 2017, Shang et al., 2010, Shi et al., 

2015, Young et al., 2009). Our observations that pan-inhibition of PTPs using 

oxidovanadium results in cytotoxicity in a panel of neuroblastoma cells further 

encourages this hypothesis (Clark et al., 2015). Our laboratory have begun to 

attempt to identify further examples of these oncogenic PTPs using RNAi. Prior 

to me joining the laboratory, a PTP family-wide shRNA dropout screen had 

been performed in two neuroblastoma cell lines, SK-N-SH and IMR32, both of 
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which are oxidovanadium sensitive (A. Cichon and A. Stoker, unpublished) 

(Figure 3.1A). This involved transducing cells with a pooled library of shRNA-

expressing lentiviruses targeting each member of the PTP family. Viruses were 

prepared by Cat King (UCL Cancer Institute) using a commercial shRNAs 

(pGIPZ lentiviral shRNA constructs from Thermo Scientific). There were 609 

shRNAs in total, with 1-13 shRNAs targeting each PTP gene. These shRNAs 

contained unique DNA barcodes, which facilitated their relative quantitation 

within total cellular genomic DNA (gDNA) after PCR and sequencing. 

Following transduction with the viral library, gDNA was collected after 24 hours 

and the relative abundance of each shRNA was thus quantified. Remaining 

cells were then cultured for 14 days (IMR32 cells), or for 7, 14 and 21 days 

(SK-N-SH cells), after which the abundance of shRNA barcodes were again 

quantified. ShRNAs that were less abundant in the final population of cells 

compared to the starting population were hypothesised to target PTPs that are 

critical for promoting proliferation and/or survival, as cells transduced with 

these shRNAs had a relative growth disadvantage. Analysis of the shRNA data 

generated lists of candidate oncogene-like PTP genes, which may prove to be 

potentially useful therapeutic targets for the treatment of neuroblastoma 

(Figure 3.1B). The IMR32 and SK-N-SH datasets were analysed by Shahzia 

Anjum Holtom (PURESTATS LTD) using slightly different pipelines as their 

growth rates and responses to pan-PTP inhibition vary. The shRNAseq R 

package was used for analysis of the IMR32 data, both with and without BSO 

(Sims et al., 2011). Note that BSO is a chemical inhibitor of glutathione 

synthesis that we have shown increases sensitivity to pan-PTP inhibition using 

oxidovanadium (Clark et al., 2015), hence it was included in this screen. In this 

pipeline, the log-ratios of shRNA abundance were calculated at the start of the 

experiment versus after 14 days of growth for each experimental replicate. The 

median ratio across the triplicate was then reported, using a Shapiro Wilk test 

to test for statistical significance, indicating depletion of specific shRNAs 

between time points. For SK-N-SH cells the edgeR package was used, which 

allows a log fold change score to be generated that reflects multiple time 

points, in this case 0, 7, 14 and 21 days of SK-N-SH culture after viral infection 

(Dai et al., 2014, Robinson et al., 2010). From analysis of both cell line data 

sets, PTPRN, CDC14B, ACP1 and MTMR12 were chosen for further 
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investigation as shRNAs targeting them either appeared in lists from both cell 

lines, or from IMR32 cells with and without BSO in the case of MTMR12. Note 

that several different shRNAs targeting ACP1, CDC14B and PTPRN were 

amongst the most depleted (2 out of 8, 3 out of 7, and 2 out of 6 respectively) 

in either or both cell lines, providing increased confidence that these were 

reliable candidate pro-tumour PTPs. 

Figure 3.1 – PTP family-wide shRNA dropout screen  
A – Schematic summarising PTP family-wide shRNA dropout screen (A. Cichon and A. Stoker, 
unpublished). IMR32 and SK-N-SH cells were transduced with a library of viruses expressing 
1 to 13 shRNAs targeting each PTP gene (609 shRNAs total). Puromycin was used to select 
for transduced cells. After growth periods of up to 21 days, genomic DNA was extracted and 
sequenced to assess relative abundance of each shRNA. B – Tables showing candidate 
tumour-promoting PTPs identified from this screen. For the SK-N-SH list, a negative log fold 
change indicated shRNA depletion, suggesting the corresponding PTP has a pro-tumour role. 
For the IMR32 lists, a positive median score indicated pro-tumour PTPs. PTPs are colour 
coded to indicate those which appear in multiple lists, either as the same or different shRNAs. 
Candidate oncogene-like PTPs that were validated in this project are shown in bold italics.  

A 

B 
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PTPRN had been previously identified as a candidate cancer-promoting PTP 

in a similar phosphatase family-wide knockdown screen in HeLa cells, carried 

out by MacKeigan et al. (2005). Here siRNAs rather than shRNAs were used 

for gene knockdown, and a 96 well array format was used rather than a pooled 

approach followed by deconvolution as described above. PTPRN is a receptor-

type PTP that is expressed in secretory granules of neuroendocrine cells. 

Although catalytically inactive, it is thought to play a role in insulin secretion 

amongst other functions (Sosa et al., 2016). PTPRN is also expressed in 

various tissues of the brain, and high expression has very recently been 

correlated with poor prognosis in glioblastoma (Shergalis et al., 2018). High 

PTPRN gene expression has also been reported in some other tumour types, 

including lung cancers of neuroendocrine origin (Xie et al., 1996). Furthermore, 

siRNA-mediated PTPRN knockdown reduced small cell lung cancer growth 

(Xu et al., 2016). High expression of the immature form of the closely related 

PTPRN2 has also been observed in various tumour types, and shRNA-

mediated knockdown of proPTPRN2 led to reduced proliferation and increased 

apoptosis in breast cancer cell lines (Sorokin et al., 2015). 

CDC14B is a DSP for which the function in mammalian cells is not well 

described. The yeast homolog, CDC14, is known to play a critical role in mitotic 

exit (Hartwell et al., 1973). The role of mammalian CDC14B, and closely 

related CDC14A, is not yet completely clear, but is not specifically in mitotic 

exit (Berdougo et al., 2008). There is growing evidence that CDC14B does 

play a critical role in the regulation of DNA damage repair and more generally 

in cell cycle regulation (Wei and Zhang, 2011). Importantly, there are now 

published data that support an oncogenic role for CDC14B. Chiesa et al. 

(2011) reported that overexpression of CDC14B was sufficient to drive 

transformation of mouse fibroblasts in culture, and tumourigenesis in mouse 

xenograft models. Similarly, CDC14B has been implicated in survival of 

laryngeal carcinoma (LC) cells (Sun et al., 2018a). 

The ACP1 gene encodes multiple isoforms of low molecular weight PTP 

(LMW-PTP), which have broad tissue distribution and regulate the function of 

several kinases (Raugei et al., 2002). ACP1 expression is upregulated in a 

number of cancers, including breast, colon, lung and of particular relevance 
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here neuroblastoma, and has been correlated with poorer outcomes 

(Malentacchi et al., 2005). Indeed there are a range of published data that 

support an oncogenic role for ACP1, however as is the case for so many 

signalling molecules, there are some opposing data that suggest that in 

specific tissue contexts and at particular stages of tumour progression, ACP1 

can inhibit tumourigenesis (Alho et al., 2013, Chiarugi et al., 2004). 

MTMR12 is part of the myotubularin protein family. It is catalytically inactive 

but acts as an adapter subunit regulating the intracellular localisation of 

myotubularin phosphatase (MTM1), which functions in muscle cell 

differentiation (Nandurkar et al., 2001, Nandurkar et al., 2003). The 

myotubularin protein family has been implicated in neuromuscular disease and 

in cancer in a very small number of cases, namely MTMR7 which has been 

linked to colorectal cancer (Raess et al., 2017, Weidner et al., 2016). Like 

PTPRN, MTMR12 was identified as a candidate oncoprotein-like PTP in the 

phosphatase family-wide siRNA knockdown screen performed by MacKeigan 

et al. (2005), however to the best of my knowledge, a role of MTMR12 in 

cancer has not been independently experimentally validated. 

PTPRN, CDC14B, ACP1 and MTMR12 were identified as candidate 

neuroblastoma-promoting PTPs using our laboratory’s pooled shRNA screen 

(described above). As is often the case with large-scale knockdown screens, 

the individual shRNA gene-targeting sequences had not been individually 

validated for on-target knockdown efficiency. Therefore some PTPs may not 

have been represented by the commercially-generated shRNA library, and 

false negatives may have been present in the final dataset. Moreover, 

occurrence of off-target gene knockdown events associated with the shRNAs 

had not been experimentally assessed, therefore false positives may also have 

been reported. Multiple shRNAs were used to target each PTP gene in an 

attempt to minimise these potential issues. Nonetheless, it is still possible that 

some candidate tumour-promoting PTPs are artefacts of the experimental 

strategy, rather than truly useful potential therapeutic targets. In the current 

study, I therefore aimed to further validate the role of these specific PTPs as 

growth and/or survival promoters in neuroblastoma. 
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For this loss-of-function approach, there are unfortunately very few small 

molecule inhibitors available that target specific PTPs (Stanford and Bottini, 

2017). This is in part due to difficulties in specificity and bioavailability of 

molecules that bind to PTP active sites (discussed in Section 1.2.5.). I 

therefore utilised genetic technologies in order to induce loss-of-function and 

to validate candidate PTPs as growth and/or survival promoting proteins. This 

initially involved silencing the expression of each candidate PTP individually 

using siRNA-mediated gene knockdown. These experiments were performed 

in multiple neuroblastoma cell lines in order to determine whether oncoprotein-

like roles could be extended to neuroblastoma more broadly, and in HEK-293T 

cells, in order to assess whether non-tumour cells may also rely on the 

expression of these enzymes. In the final experiments, CRISPR/Cas9 was 

employed in order to assess the effect of PTP genomic gene deletion, as 

opposed to transient silencing of expression using siRNA. 

3.2. Results 

3.2.1. Knockdown of specific PTPs reduces viability of 

neuroblastoma cells 

Here I aimed to further validate candidate oncoprotein-like PTPs that were 

identified from the PTP dropout shRNA screen performed previously by our 

laboratory (A. Cichon and A. Stoker, unpublished). SiRNAs targeting PTPRN, 

CDC14B, MTMR12 and ACP1 mRNA were used to transiently knockdown 

gene expression. Viability assays in these transfected cells revealed whether 

loss of these enzymes could reduce proliferation and/or induce cell death in 

neuroblastoma cells. IMR32 cells were chosen for these assays because the 

effect of oxidovanadium (a broad-specificity PTP inhibitor) treatment in these 

cells is growth suppression and cytotoxicity (Clark et al., 2015), and because 

these cells were used in the original shRNA screen and are readily 

transfectable. Four, nineteen-nucleotide ON-TARGETplus siRNAs 

(Dharmacon, Colorado, USA) were used to target each gene. ON-

TARGETplus siRNAs have chemical modifications that reduce off-target gene 

knockdown by blocking RNA-induced silencing (RISC) complex uptake of the 
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sense strand, favouring antisense strand loading, and by reducing antisense 

targeting of partially complimentary transcripts (Jackson et al., 2006). Just two 

siRNAs were used to target MTMR12, as initial knockdown efficiency testing 

performed by a former post doc in our group (Dr. Jessica Pickles) showed that 

transfection with the other two siRNAs did not substantially reduce mRNA 

abundance. All four siRNAs targeting PTPRN, ACP1 and CDC14B efficiently 

knocked down mRNA by at least 75% (Appendix 1 – initial knockdown 

efficiency testing performed by Dr. Pickles). 

IMR32 cells were transfected with the PTP-targeting siRNAs using RNAiMAX 

lipofection. After three to six days, the CCK-8 cell viability assay was used to 

identify any reduction in final cell density, indicating a role for the 

corresponding PTP in proliferation and/or cell survival (Figure 3.2A+B). 

MTMR12 was discounted as a candidate neuroblastoma-promoting PTP as 

transfection with neither siRNA resulted in reduced cell density compared to a 

non-targeting siRNA pool (SCR) (Figure 3.2B). In fact, one siRNA, 

MTMR12_12, slightly increased final cell density, although this was not 

statistically significant. Importantly, these studies are limited to looking for 

effects on final cell number, therefore any impact on other cancer phenotypes, 

for example motility, will not be detected. During initial experiments, including 

the MTMR12 data reported here (Figure 3.2B), relatively high levels of siRNA 

was used (6 pmol per well in a 96 well plate). For PTPRN, CDC14B and ACP1 

this was later reduced (3 pmol per well) to generate the data reported here 

(Figure 3.2A), which showed equivalent reductions in cell density but 

minimised the risk of off-target effects. For PTPRN, CDC14B and ACP1, 

transfection with at least one or two siRNAs resulted in a reduced final cell 

density. The lowest cell density values, up to 65% below the scrambled control, 

were observed in cells transfected with siRNAs targeting CDC14B. 

CDC14B was therefore selected as the most promising candidate to pursue. I 

repeated the gene knockdown efficiency testing for each of the CDC14B-

targeting siRNAs (Figure 3.2C). RNA was extracted from IMR32 cells 24 hours 

post transfection with the siRNAs, and qPCR using CDC14B primers was 

performed. According to these data, transfection with all four siRNAs reduced 

CDC14B expression by around 50% (Note: knockdown was less efficient in  
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Figure 3.2 – CDC14B knockdown induced loss of cell viability in neuroblastoma cells 
A+B - IMR32 cells were transfected with siRNAs targeting MTMR12, PTPRN, CDC14B and 
ACP1. Final cell density was quantified using CCK-8. A - Some siRNAs targeting PTPRN, 
CDC14B and ACP1 reduced final cell density compared to non-targeting control (SCR) (n=4). 
B - MTMR12 knockdown had no significant effect on cell density (n=3). C –CDC14B-targeting 
siRNA knockdown efficiency measured by qPCR in IMR32 cells (n=3). D+E – Final cell density 
measured using resazurin in cells transfected with CDC14B siRNAs. D - 3 out of 4 CDC14B-
targeting siRNAs significantly reduced cell density in IMR32 cells, and 4 out of 4 in KELLY 
cells (n=3). E - Smaller difference in cell density were observed in HEK-293T cells (n=3). F – 
CDC14B-targeting siRNAs caused rounding up of cells indicative of cell death in IMR32 cells 
(black arrows), but only reduced proliferation in HEK-293T cells. Scale bar = 100 µm. All 
statistics – ANOVA with Dunnett post hoc, * p<0.05, ** p<0.01, *** p<0.001.  
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my own experiments than in those performed by Dr. Pickles and reported in 

Appendix 1). There were substantial and replicable differences in the degree 

of reduction in final IMR32 cell density observed following transfection with 

each of the CDC14B-targeting siRNAs (Figure 3.2A). These differences could 

not completely be accounted for by differences in knockdown efficiency, 

although, the forth siRNA (CDC14B_13) was on average the least effective in 

gene silencing and had very little effect on cell viability (Figure 3.2A+C). 

Having shown that knockdown of CDC14B gene expression in IMR32 cells 

caused reduced cell viability, these assays were extended to include other cell 

lines. In these experiments the concentration of siRNA used was again 

reduced (0.5 pmol per well in a 96 well plate), in an attempt to further minimise 

the risk of off-target effects. In a second neuroblastoma cell line (KELLY) a 

very similar pattern of final cell density was observed as with IMR32 cells, 

where all four siRNAs significantly reduced cell density compared to scrambled 

siRNA, although to differing extents (Figure 3.2D). In non-neuroblastoma 

HEK-293T cells, some significant, but much smaller changes in final cell 

density were detected (Figure 3.2E). This may indicate that CDC14B has a 

greater influence as a survival factor in neuroblastoma cells. Furthermore, it 

was observed that in IMR32 cells transfected with CDC14B-targeting siRNAs 

there was evidence of cytotoxicity, with cells adopting a rounder morphology, 

losing adhesion, and with visible dead cell debris (Figure 3.2F-left). 

Conversely, in HEK-293T cells, there was reduced cell density at the point of 

assay, but the remaining cells appeared largely normal in morphology (Figure 

3.2F-right). These data suggest that there may be a qualitative, as well as 

quantitative, difference in the response to CDC14B knockdown in 

neuroblastoma compared to non-neuroblastoma cell lines. 

3.2.2. Cell viability could not be recovered using a CDC14B rescue 

plasmid 

It is well documented that off-target gene knockdown events may occur when 

siRNAs are used to silence gene expression (Jackson and Linsley, 2010). We 

were reasonably confident that at least some of the loss of viability observed 

following transfection with CDC14B-targeting siRNAs was due to on-target 
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CDC14B gene silencing, because we had seen reduced viability with multiple 

siRNAs and even two distinct RNAi technologies (siRNA and the original 

shRNA screen). However, as there were substantial and replicable differences 

in cell response to each of the siRNAs targeting CDC14B in all three cell lines 

tested, and these could not be completely accounted for by a difference in 

knockdown efficiency (Figure 3.2), further on-target validation was required. 

In an attempt to confirm that the observed cytotoxicity was largely due to 

CDC14B knockdown rather than an off-target effect, a CDC14B rescue 

plasmid was obtained (CDC14B_MUT), encoding full length isoform 2 

CDC14B, but with four silent mutations in the CDC14B_12 siRNA-binding 

region. These mutations do not alter the amino acid sequence or gene 

function, but should prevent mRNA knockdown specifically by CDC14B_12 

(Figure 2.3). Both wild-type and siRNA-resistant CDC14B overexpression 

plasmids were obtained from GenScript, and contain CDC14B genes tagged 

with a FLAG tag expressed under a cytomegalovirus (CMV) promotor. These 

plasmids were transfected into HEK-293T cells and western blotting using an 

anti-FLAG antibody confirmed that both constructs were expressed and 

produced protein of the correct size (Figure 3.3A). IMR32 and KELLY cells 

were transfected with wild-type CDC14B, and IF microscopy was performed. 

DAPI and anti-FLAG staining showed clear nuclear localisation of CDC14B in 

both IMR32 and KELLY cells, as expected (Bassermann et al., 2008, 

Berdougo et al., 2008, Mocciaro and Schiebel, 2010) (Figure 3.3B). 

It was hoped that co-transfecting neuroblastoma cells with this siRNA-resistant 

plasmid alongside the corresponding CDC14B-targeting siRNA (CDC14B_12) 

would rescue cell viability, thus confirming that loss of viability is caused by 

knockdown of CDC14B gene expression. IMR32 cells were co-transfected with 

either wild-type or siRNA-resistant CDC14B, plus the CDC14B-targeting 

siRNAs. Six days after transfection, cell viability was quantified using resazurin 

(Figure 3.4A). Overexpression of either wild-type or mutant CDC14B had no 

effect on cell viability compared to a GFP plasmid used as a control. 

Transfection with the CDC14B-targeting siRNAs (CDC14B_11 and _12) 

reduced cell viability when coupled with overexpression of GFP or CDC14B, 

both wild-type and mutant. Importantly, there was no significant increase in cell 
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number in the rescue condition (mutant CDC14B + CDC14B_12) compared to 

the same siRNA co-transfected with wild-type CDC14B. Having failed to 

rescue cell viability in IMR32 cells, the same experiment was performed in 

KELLY and HEK-293T cells (Figure 3.4B+C). Transfection with the CDC14B- 

targeting siRNAs reduced cell viability in KELLY, and to a much lesser extent, 

HEK-293T cells as expected. However, as with IMR32 cells, cell viability could 

not be rescued by overexpressing siRNA-resistant mutant CDC14B. 

Figure 3.3 – CDC14B overexpression plasmids expressed protein of the correct size 
and intracellular location 
A – Western blotting using an anti-FLAG antibody (β actin loading control) showing 
overexpression of FLAG-tagged wild-type (WT) and siRNA-resistant mutant (MUT) CDC14B 
in HEK-293T cells. B – IF microscopy of IMR32 (top) and KELLY (bottom) cells overexpressing 
FLAG-tagged wild-type CDC14B, showing nuclear localisation. Red, anti-FLAG; blue, DAPI. 
Scale bar = 50 µm.  
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Figure 3.4 – Cell viability could not be rescued using a CDC14B rescue plasmid 
A - IMR32 cells were co-transfected with plasmid DNA (GFP, wild-type CDC14B (WT), or 
siRNA-resistant mutant CDC14B (MUT)) and siRNA (non-targeting scrambled (SCR), or 
CDC14B-targeting (11+12)). Cell density after 6 days was quantified using resazurin. Cell 
viability was not rescued using overexpression of mutant CDC14B. ANOVA with Bonferroni 
post hoc, ns=not significant (n=3). B+C – The same rescue experiment in KELLY cells 
assayed after 6 days (B), and HEK-293T cells assayed after 4 days (C). No rescue of cell 
viability observed (n=1). D – HEK-293T cells were co-transfected with plasmid DNA (GFP, WT 
CDC14B, MUT CDC14B) and siRNA (SCR, or CDC14B-targeting (10-13)). Whole cell protein 
lysates were analysed by western blotting using an anti-CDC14B antibody (GAPDH loading 
control), showing a degree of CDC14B protein rescue in the rescue condition (right hand lane). 
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Western blotting for CDC14B was performed in HEK-293T cells co-transfected 

with plasmid CDC14B and siRNA in order to confirm that CDC14B protein was 

being rescued using this system (Figure 3.4D). CDC14B was detected in cells 

transfected with both wild-type and mutant constructs. Wild-type CDC14B was 

co-transfected with all four CDC14B-targeting siRNAs, however only 

CDC14B_11 and CDC14B_12 were able to prevent protein expression. This 

difference in apparent knockdown efficiency between siRNAs is in contrast to 

that which was measured by qPCR in IMR32 cells, but interestingly does 

somewhat correlate with their ability to cause reduction in cell viability (Figure 

3.2). Mutant CDC14B was co-transfected with CDC14B_11 and _12. There 

was a low level of CDC14B protein expression in the rescue condition (final 

lane) suggesting that at least some protein expression can be rescued using 

this system. The level of CDC14B expression is still much lower here 

compared to the scrambled lane, even considering the slight under-loading in 

the final lane (evident from GAPDH loading control). This suggests that 

CDC14B_12 is still able to partially knockdown the siRNA-resistant CDC14B. 

However, expression is higher than in untreated cells, in which CDC14B was 

not detectable by western blotting here. This western blotting analysis 

confirmed that CDC14B protein expression could, to an extent, be rescued 

using the mutant plasmid in HEK-293T cells. However, I had difficulty showing 

that these plasmids were expressed at detectable levels by western blotting in 

the neuroblastoma cell lines. This made it difficult to ascertain whether the 

mutant plasmid could reliably rescue CDC14B protein expression in 

neuroblastoma cells, and therefore stand a chance against the siRNA at 

rescuing cell viability. 

3.2.3. GFP-CDC14B fusions do not rescue cell viability 

The difficulties in proving CDC14B overexpression in neuroblastoma cells 

described above led me to clone the CDC14B sequences into a GFP 

expression plasmid (Figure 2.4). This GFP plasmid also utilises a CMV 

promoter, however as other members of the laboratory and I had previously 

seen consistently good GFP expression in neuroblastoma cells using this 

plasmid, we hoped this approach would improve CDC14B expression. 
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Additionally, cloning the CDC14B constructs in frame to GFP meant that 

CDC14B proteins were now tagged with GFP, allowing detection using 

fluorescence microscopy, thus straightforward visualisation of the frequency of 

transfected cells. 

CDC14B wild-type and siRNA-resistant mutant sequences were cloned in 

frame into the GFP expression plasmid. These were then transfected into 

HEK-293T, KELLY and IMR32 cells. After 24 hours, green fluorescence could 

be detected in all lines transfected with both plasmids (Figure 3.5A). Both the 

frequency of transfected cells, and the fluorescence intensity was highest in 

HEK-293T cells. Transfection and expression efficiency of both plasmids was 

much lower in the neuroblastoma cell lines, particularly wild-type CDC14B in 

IMR32 cells, however GFP could be detected in all cases. Western blotting for 

CDC14B was carried out using protein lysates from these transfections 

(Figure 3.5B). Unfortunately there is a background band running through the 

centre of the blot, however it is clear that in HEK-293T cells transfection with 

both the original wild-type CDC14B plasmid, and the wild-type and mutant 

GFP-tagged versions resulted in clearly detectable CDC14B expression. In 

previous experiments, I had not been able to detect CDC14B expression when 

neuroblastoma cells where transfected with the original CDC14B plasmids 

(non-GFP-tagged), however, in this experiment expression was detected in 

both KELLY and IMR32 cells. Furthermore, GFP-tagged CDC14B could be 

detected in both cell lines, although it seems that cloning them into the GFP 

vectors actually reduced expression rather than enhancing it. 

Despite the fact that the GFP cloning did not appear to have improved 

CDC14B overexpression in neuroblastoma cell lines, these plasmids were 

used in a phenotypic rescue experiment in IMR32 cells. IMR32 cells were co-

transfected with the GFP-CDC14B plasmids and the CDC14B-targeting 

siRNAs. After 24 hours, GFP expression was assessed using fluorescence 

microscopy and protein lysates were collected for western blotting to detect 

CDC14B expression (Figure 3.6A+B). The frequency of GFP positive cells 

was low, in particular for wild-type CDC14B. However, CDC14B-targeting 

siRNAs were able to reduce GFP (and therefore CDC14B) expression for the 

wild-type plasmid. In the case of the mutant GFP-CDC14B plasmid, 
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CDC14B_10 and _11 dramatically reduced GFP expression, however as 

predicted CDC14B_12 (the siRNA which the mutant plasmid was designed to 

be resistant to) did not. Less GFP knockdown was also observed in cells co-

transfected with CDC14B_13, which was the siRNA that gave virtually no 

phenotypic response (Figure 3.2D+E). Western blotting for CDC14B 

correlated with the above analysis (Figure 3.6B). Briefly, overexpression using 

wild-type GFP-CDC14B was very weak, but was knocked down using all four 

siRNAs. Expression of the siRNA-resistant mutant plasmid was stronger, and 

could be knocked down with CDC14_10, _11 and to a lesser extent _13, but 

not CDC14B_12. 

Figure 3.5 – GFP-tagged CDC14B is expressed in neuroblastoma cells 
HEK-293T, KELLY and IMR32 cells were transfected GFP-tagged wild-type (WT) and siRNA-
resistant mutant (MUT) CDC14B expression plasmids. A – GFP-tagged CDC14B was 
detected by green fluorescence. Scale bar = 300 µm. B - Whole cell protein lysates were 
analysed by western blotting using an anti-CDC14B antibody (GAPDH loading control), 
showing varying levels of CDC14B expression in each cell line. Note: non-GFP-tagged wild-
type CDC14B lysates were included and ran at a lower molecular weight due to absence of 
GFP.  
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Figure 3.6 – GFP-tagged siRNA-resistant CDC14B could not rescue cell viability 
IMR32 cells were transfected with GFP-tagged wild-type CDC14B (GFP-CDC14B-WT), 
siRNA-resistant mutant CDC14B (GFP-CDC14B-MUT) or GFP only vectors in combination 
with scrambled (SCR) non-targeting and CDC14B-targeting (CDC14B_10-13) siRNAs. A – 
GFP fluorescence was imaged showing reduced GFP-CDC14B expression in the CDC14B 
siRNA knockdown conditions, but not in the rescue condition (GFP-CDC14B-MUT + 
CDC14B_12). Scale bar = 300 µm. B - Whole cell protein lysates were analysed by western 
blotting using an anti-CDC14B antibody (GAPDH loading control), showing CDC14B protein 
levels in transfected cells, including protein rescue in the GFP-CDC14B-MUT + CDC14B_12 
lane. C – IMR32 cell viability 3 days after co-transfection assayed using resazurin, showing no 
rescue of cell viability. ANOVA with Bonferroni post hoc, ns=not significant, *** p<0.001 (n=3). 
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These data indicated that the CDC14B rescue system can work correctly in 

neuroblastoma cells at the protein level. The GFP-CDC14B plasmids were 

used to repeat the phenotypic rescue experiment in IMR32 cells (Figure 3.6C). 

Unfortunately, as was the case for the original rescue experiments (Figure 

3.4A-C), there was no difference in cell viability between cells transfected with 

CDC14B_12 alongside the wild-type compared to the siRNA-resistant mutant 

plasmid. 

3.2.4. CRISPR/Cas9 can be used to target genomic CDC14B 

The initial siRNA experiments (Section 3.2.1.) had shown promising data to 

support an oncoprotein-like role for CDC14B in neuroblastoma. Therefore, in 

parallel to the rescue experiments described above, gene editing was used to 

provide additional support for this hypothesis. CRISPR/Cas9 technology was 

used to knockout the CDC14B gene in IMR32 cells. This approach involved 

attempting to edit genomic CDC14B in neuroblastoma cells such that 

functional protein is not produced and therefore the gene is effectively knocked 

out. During CRISPR/Cas9-mediated gene editing, a bacterial endonuclease, 

Cas9, is introduced into cells, which creates double stranded breaks (DSBs) 

in DNA. Cas9 is directed to specific loci within the genome by small guide 

RNAs (gRNAs) that can be designed against any gene in the genome. Cells 

attempt to repair these DSBs via two main pathways, homology directed repair 

(HDR) or non-homologous end joining (NHEJ). In the absence of template 

DNA, as was the case for the CRISPR/Cas9 experiments described here, the 

NHEJ pathway is employed. This is an error-prone repair pathway, thus small 

insertions and deletions (indels) are introduced which in some cases cause 

frameshifts and premature stop codons, and therefore gene knockout (Ran et 

al., 2013). 

CDC14B has three known isoforms in humans (Figure 3.7A). Isoform 2 is the 

longest, isoform 1 is identical except that it lacks exon 13, and isoform 3 differs 

only in a 5’ exon. Three CDC14B-targeting guides were used in this study that 

target exons 2, 3 and 4, which are shared by all three isoforms. These guide 

targeting regions are all within the 5’ core domain, upstream of the PTP 

catalytic motif (Figure 3.7B). Guides were designed using the online guide 
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design tool from the Zhang group at MIT (http://crispr.mit.edu), which scores 

potential guide sequences based on the likelihood that they will generate off-

target editing events. Guide sequences that target exons towards the 5’ end of 

the gene were favoured as frameshift in these exons will disrupt a larger 

proportion of the gene, minimising the chance of generating truncated, but fully 

or partially functional protein. Specific protospacer adjacent motif (PAM) 

sequences, NGG in the case of S. pyogenes Cas9, must occur in the target 

sequence immediately after the end of the gRNA sequence. This can restrict 

guide design, and in the case of CDC14B there were very few appropriate 

sequences that had good off-target scores and targeted at the 5’ end of the 

gene. Nonetheless, three suitable gRNA sequences were identified (Guide 2, 

3 and 4, Table 2.7). 

Figure 3.7 – CDC14B guide targeting 
A - Schematic showing the three human CDC14B isoforms. CDC14B-targeting guides 2, 3 
and 4 (G2, G3, G4) target the 3rd, 4th and 5th exons respectively, which are common to all 
isoforms. B – CDC14B protein domain structure. Nucleolar targeting sequence (NTS), green; 
core domain containing guide-targeting regions, red; PTP catalytic motif, yellow; C-terminal 
domain, blue; nuclear export signal (NES), orange. Modified from Gray et al. (2003) and 
Mocciaro and Schiebel (2010).  

Initially guides 2 and 3 were cloned into the PX458 plasmid (Addgene #48138), 

which contains the gRNA scaffold with Bpi1 cloning sites for inserting the target 

specific sequences, the Cas9 gene and a GFP reporter gene. These plasmids 

were transfected into HEK-293T and IMR32 cells, and imaged for GFP 

expression after 48 hours (Figure 3.8A). Whilst GFP was detected in both cell  
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Figure 3.8 – CRISPR/Cas9 can be used to edit genomic CDC14B 
IMR32 and HEK-293T cells were transfected with PX458 plasmids containing CDC14B-
targeting guide 3 and 4. A – GFP fluorescence microscopy showing that both plasmids were 
expressed in both cell lines, although there was much stronger expression in HEK-293T cells. 
Scale bar = 300 µm. B – Resazurin assay showed no effect on cell viability 3 days after 
transfection with CDC14B-targeting plasmids compared to the PX458 plasmid with no gRNA 
targeting sequence (n=1). C – T7E1 assay showed gene editing in HEK-293T cells (bottom), 
but not IMR32 cells (top), transfected with CDC14B-targeting plasmids. The digested bands 
are of the predicted size for guide 3 but not for guide 2 (predicted digested lengths in bp 
indicated) 
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lines, confirming CRISPR/Cas9 machinery expression, the signal was much 

higher in HEK-293T cells. If CDC14B is required for cell survival, cells in which 

CDC14B is knocked out by CRISPR/Cas9 should have reduced viability and/or 

growth rate. IMR32 and HEK-293T cells were assayed for cell viability using 

resazurin three days after transfection with the guide 2 and 3 plasmids, as well 

as empty PX458 with no guide targeting sequence (Figure 3.8B). There was 

a reduction in final cell number in both cell lines transfected with the 

CRISPR/Cas9 plasmids. However, there were no significant changes in cell 

viability in either cell line when CDC14B-targeting plasmids were compared to 

empty PX458 using these pooled cultures. 

In order to confirm that these plasmids were inducing gene editing, genomic 

DNA was extracted from IMR32 and HEK-293T cells 48 hours after 

transfection with PX458 plasmids. Guide targeted regions were amplified by 

PCR and a T7E1 assay was used to assess editing efficiency (Figure 3.8C). 

Faint digested bands of the predicted size can be seen in HEK-293T cells 

transfected with guide 3 plasmids (predicted digested fragments were 630 and 

249 base pairs long), suggesting that this guide sequence is capable of 

inducing gene editing. A faint band below that of the undigested PCR product 

can also be seen in HEK-293T cells transfected with the guide 2 plasmid; 

however, this does not correlate with the predicted band sizes (616 and 118 

base pairs). Convincing gene editing was not detected in IMR32 cells, perhaps 

not surprising given the comparatively low GFP signal. 

The data shown so far indicate that guide 3 is able to induce CDC14B gene 

editing in HEK-293T cells, however plasmid expression is perhaps too low to 

detect editing in IMR32 cells. The GFP reporter in the PX458 plasmid can be 

used to select for successfully transfected cells, therefore enriching the 

population for cells that are expressing the CRISPR machinery. IMR32 cells 

were transfected with the guide 3 plasmid, or with empty PX458, and GFP 

expression was confirmed after 48 hours using fluorescence microscopy 

(Figure 3.9A). After which cells were sorted for GFP expression using FACS. 

GFP-positive cells were sorted both into a group population and into single cell 

cultures in 96 well plates, which were propagated into clonal cultures. Both the 
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group and clonal cultures could then be used to assess editing efficiency, and 

for growth assays (Figure 3.10). 

 

Figure 3.9 – CDC14B CRISPR/Cas9 targeting did not effect single cell recovery 
IMR32 cells were transfected with empty PX458 and PX458 containing CDC14B-targeting 
guide 3. A – GFP fluorescence confirming plasmid expression 48 hours post transfection. B – 
GFP-positive cells were single cell sorted into 96 well plates. After 12 days, clonal cultures 
were assessed for viability and scored as growing, dead, or no culture, where no cells could 
be seen. The number of cultures in each state was virtually identical between PX458 and guide 
3 cultures (n=1).  

If CDC14B does promote growth and survival in neuroblastoma cells, including 

the IMR32 cells used in these experiments, it is possible that knockout was 

lethal to cells and therefore many of the edited cells did not survive. The 

number of clonal cultures that were successfully recovered from single cell 

sorting, and that were still growing 12 days after the sort, for both targeted and 

non-targeted cells were counted (Figure 3.9B). There was virtually no 

difference in the number of growing cultures, with 49 and 51 out of 192 cultures 

surviving in PX458 and guide 3-transfected cells respectively. The guide 3-

targeted clonal cultures were expanded over a period of around 6 weeks, at 

which point gDNA was extracted and used in T7E1 assays to assess gene 

editing. Initially gDNA was pooled into groups of four to allow screening for 

edited cells. Four out of five of these groups displayed gene editing and were 

subsequently de-convoluted to allow individual cultures with successful gene 

editing to be identified (Figure 3.11A). Group cultures for both empty PX458 

and guide 3 were also included in this T7E1 analysis. Six, CDC14B-targeted 

clonal cultures showed gene editing in this assay at a range of efficiencies, 

these are referred to as 4D10, 4F10, 4D11, 4F7, 3F10 and 3G9. 
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Morphologically these cultures appear very similar to wild-type IMR32 cells 

and to IMR32 cells transfected with empty PX458 (Figure 3.11B). Growth 

assays were performed using these cultures to assess whether gene editing 

had any effect on the rate of proliferation (Figure 3.11C+D). These data show 

that there were no significant differences between the rates of proliferation in 

the CDC14B-edited cells compared to wild-type IMR32 cells. 

Figure 3.10 – GFP sorting can be used to select PX458 transfected cells 
IMR32 cells were transfected with PX458 plasmids with and without CDC14B-targeting guide 
3. After 48 hours, cells were GFP-sorted by FACS. GFP-positive cells were sorted into a mixed 
population and single cells. Both mixed population and single cell cultures were expanded and 
used for growth assays and T7E1 assays to estimate editing efficiency.
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Figure 3.11 – CDC14B editing did not correlate with reduced proliferation in single cell cultures 
IMR32 cells transfected with guide 3 PX458 plasmid where sorted for GFP 48 hours post transfection. GFP-positive cells were seeded as single cell cultures, 
and expanded. A – T7E1 assay to assess the degree of CDC14B-editing in clonal cultures. Group empty PX458 and guide 3-targeted cultures were also 
included. 6 out of 16 single cell cultures had detectable on-target editing (red boxes). B – Phase-contrast microscopy of CDC14B-edited clonal cultures. No 
observable differences in morphology compared to parental, wild-type IMR32 cells and empty PX458 transfected cells. C+D – Resazurin growth assays showed 
no differences in growth between the CDC14B-edited single cell cultures and parental IMR32 cells (n=3, n=1 for 4F7). C – Resazurin assays from day 3 to 6. D 
- Difference in cell density between 3 and 6 days after seeding. 
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3.2.5. Inducible Cas9 expression can be used to target the CDC14B 

gene 

The initial CRISPR/Cas9 experiments performed using guides targeting 

CDC14B did not provide any data to suggest that gene editing reduced cell 

viability, however there had been problems expressing the CRISPR machinery 

at a high level in neuroblastoma cells. A post doc in the group, Dr. Vruti Patel, 

had also recently developed an inducible CRISPR/Cas9 system whereby Cas9 

expression is under the control of a tetracycline-on (TET-On) system. The 

advantage of this system is that an IMR32-derived cell line was created with 

inducible Cas9 expression, into which a plasmid containing the gRNA with a 

selectable puromycin marker is transfected. Therefore, following puromycin 

selection, all cells in the population should express both Cas9 and gRNA. 

The edit-R inducible lentiviral Cas9 expression vector from Dharmacon was 

used to create the Cas9 inducible IMR32 cell line. In this vector, the Cas9 gene 

is downstream of a tetracycline response element (TRE). A reverse 

tetracycline-controlled transactivator (rtTA) is constitutively expressed from the 

same plasmid and binds to the TRE, suppressing Cas9 expression. When a 

tetracycline antibiotic, in this case doxycycline, is applied, rtTA dissociates 

from the TRE, thereby allowing Cas9 gene expression (Figure 3.12A). It is 

important that the regulation of Cas9 expression is very tight so that gene 

editing does not occur prior to induction. Historically TET-On systems have 

been reported to be leaky, however this vector uses the Tet-ON 3G® system, 

which has optimised spacer sequences within the TRE resulting in reduced 

background expression and therefore very tight regulation of gene expression 

(Loew et al., 2010). 

Dr. Patel created an IMR32-derived, Cas9-inducible cell line named 2E11 

(Figure 3.12B). Briefly, IMR32 cells were transduced with the Edit-R inducible 

lentiviral Cas9 expression vector and selected using blasticidin. These cells 

were seeded as single cells and clonally expanded. Resulting clonal cell lines 

were tested for Cas9 inducibility and transfection efficiency, and 2E11 was 

selected as the most useful cell line to take forward. For gene editing, a second 

expression vector (pU6-sgRNA EF1Alpha-puro-T2A-BFP, Addgene #60955, 
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referred to as pU6 from this point on) was used to express gRNAs (Gilbert et 

al., 2014). Gene specific gRNAs can be cloned into this vector, but the original 

plasmid contained GFP-targeting gRNA, which was used to test the inducible 

Cas9 system. Dr. Patel transfected 2E11 cells with GFP or GFP and the pU6 

plasmid, and then induced Cas9 expression with doxycycline (Figure 3.13A, 

figure and data kindly provided by Dr. Patel). 24 hours after induction, a visible 

reduction in GFP expression could be seen using fluorescence microscopy, 

confirmed by western blotting for Cas9 and GFP (Figure 3.13B+C). 

Figure 3.12 – 2E11 was derived from IMR32 cells and has inducible Cas9 expression 
(Dr. Vruti Patel) 
Schematic describing the derivation of a Cas9-inducible IMR32 cell line. A – Cas9 expression 
is under the control of a Tet-ON 3G© system, where reverse tetracycline-controlled 
transactivator (rtTA) is constitutively expressed and inhibits Cas9 expression. The addition of 
doxycycline dissociates rtTA from the tetracycline response element (TRE) activating Cas9 
gene expression. B – To create the inducible Cas9 cell line, IMR32 cells were transduced with 
this Edit-R inducible lentiviral Cas9 vector (Dharmacon). Following blasticidin selection, cells 
were seeded at 1 cell per well into 96 well plates and those that were viable (red) were 
expanded. 2E11 was the clonal culture chosen to take forward to further experiments. 
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Figure 3.13 – GFP-targeting using the inducible CRISPR/Cas9 system reduced GFP 
expression (Dr. Vruti Patel) 
The pU6 sgRNA Puro T2A BFP plasmid (Addgene #60955) originally contained a GFP-
targeting gRNA, which was used to test the CRISPR/Cas9 system in the 2E11 clone. A – 2E11 
cells were transfected with a GFP expression plasmid +/- pU6 vector (containing GFP-
targeting gRNA) +/- doxycycline (DOX). B – GFP expression was reduced in guide-transfected 
cells treated with doxycycline, assessed by fluorescence microscopy 24 hours post 
transfection. Scale bar = 300 µm. C – Western blotting using an anti-Cas9 antibody confirmed 
inducible Cas9 expression, and using an anti-GFP antibody confirmed reduced GFP 
expression (GAPDH loading control).  

CDC14B-targeting guides 3 and 4 were cloned into the pU6 plasmid utilising 

the BstX1 and Blpl cloning sites. These plasmids were transfected into 2E11 

cells, and puromycin was used to select for transfected cells. 11 days after 

selection, Cas9 expression was induced for 24, 48 and 72 hours and gDNA 

was collected. A T7E1 assay was performed to assess gene editing (Figure 

3.14A). Cleaved bands of the predicted sizes were detected after 48 and 72 

hours induction for guide 4 and 3 respectively, indicating that Cas9 expression 

had been induced and gene editing had occurred. These cells were cultured 

in puromycin for six weeks in order to create a population with stable gRNA 

expression. At this stage, another T7E1 assay was performed using cultures 

where Cas9 expression had been induced for 7 days (Figure 3.14B). Very 
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clear on-target editing could be seen for guide 3 but not guide 4. Growth 

assays were also carried out using 2E11 cells stably expressing each guide 

with Cas9 induction for 7 days (Figure 3.14C). There was no statistically 

significant difference in final cell density comparing guide 3- and 4-expressing 

cells with and without doxycycline (ANOVA with Bonferroni post hoc). 

Figure 3.14 – CDC14B gene editing using inducible CRISPR/Cas9 did not reduce cell 
viability 
2E11 cells were transfected with the original pU6 vector, or pU6 with CDC14B-targeting guides 
3 and 4. A – T7E1 assay to assess editing efficiency 24, 48 and 72 hours after Cas9 induction, 
confirming on-target editing using guides 3 and 4 (bands at 249 and 630 base pairs for guide 
3, and 309 and 129 base pairs for guide 4). B – T7E1 assay after 7 days Cas9 induction in 
2E11 cells with stable guide 3 and 4 expression, showing editing with guide 3 but not guide 4. 
C – Resazurin cell viability assay after 7 days Cas9 induction showing no significant changes 
in final cell density in pU6, guide 3 and guide 4 cultures with and without doxycycline-mediated 
Cas9 expression. ANOVA with Bonferroni post hoc, no significant differences (n=3).   
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A long-term Cas9 induction experiment was performed where 2E11 cells 

stably expressing CDC14B-targeting guide 3 or guide 4 were cultured in 

doxycycline for up to 53 days. Halfway through the experiment, doxycycline 

was removed from one set of cultures to see if the cells would recover from 

gene editing. It was hypothesised that if CDC14B knockout is detrimental to 

cell viability, then when doxycycline is removed and therefore gene editing 

stops, any wild-type cells in the population will have a growth advantage over 

edited cells. At multiple time points throughout the experiment cells were fixed 

and stained with crystal violet (Figure 3.15A). As had been observed in the 

shorter time point experiments previously, there was no effect on cell number 

in guide 3 and guide 4 cultures when Cas9 expression was induced up to 25 

days. From 38 days there were fewer cells in the doxycycline-treated cultures, 

however the negative controls (parental 2E11 cells, and 2E11 expressing the 

original pU6 plasmid with GFP-targeting guide) also had a large drop off in cell 

number. Even 28 days after doxycycline had been removed, no recovery in 

cell number was observed in any of the cultures. T7E1 analysis was also 

performed at each time point (Figure 3.15B). On-target gene editing was 

observed in both CDC14B-targeting guide cultures after 10 and 25 days of 

Cas9 induction. There was no effect on the proportion of CDC14B-edited cells 

when doxycycline was removed for up to 28 days, suggesting that the wild-

type cells had no growth advantage. Interestingly, the proportion of edited cells 

in the guide 3 cultures did not increase between 10 days all the way to 53 days 

Cas9 induction. There appears to be a decrease in edited cells across these 

time points for guide 4 cells, although this is likely to be an artefact of gel 

loading and imaging. 
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Figure 3.15 – Long-term Cas9 expression did not lead to further CDC14B editing 
2E11 cells were transfected with the pU6 vector, or pU6 with CDC14B-targeting guides 3 and 
4, and cultured in doxycycline (inducing Cas9 expression) for up to 53 days. After 25 days one 
set of cultures were left to recover (REC) by removing doxycycline. A – Crystal violet staining 
showed that there was no loss of cell number induced by doxycycline in the CDC14B-targeted 
cultures greater than that observed in the pU6 and 2E11 negative control cultures. Removing 
doxycycline (recovery condition) had no effect in any of the cultures. B – T7E1 analysis 
showed that whilst both guide 3 and guide 4 induced on-target CDC14B gene editing, the 
degree of edited cells did not increase with time, and there was no difference in proportion of 
edited DNA in the recovery cultures (R). 

  

A 
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3.3. Discussion 

Here I have presented some evidence that silencing specific PTP genes in 

neuroblastoma cell lines reduces cell viability, suggesting that there are indeed 

specific PTPs that are critical for neuroblastoma cell survival and proliferation. 

The shRNA screen performed before I joined the laboratory (A. Cichon and A. 

Stoker, unpublished) indicated that PTPRN, CDC14B, ACP1 and MTMR12 

might have oncogene-like roles in neuroblastoma. Support for an pro-tumour 

role of PTPRN, CDC14B, ACP1, and to a lesser extent MTMR12 can be found 

in the literature (MacKeigan et al., 2005, Shergalis et al., 2018, Xu et al., 2016, 

Chiesa et al., 2011, Sun et al., 2018a, Malentacchi et al., 2005, Alho et al., 

2013, Hnia et al., 2012). In my initial siRNA experiments using IMR32 cells, a 

degree of loss of cell viability or reduced proliferation was observed following 

PTPRN, CDC14B and ACP1 siRNA targeting (Figure 3.2A). CDC14B was 

selected as the candidate to take forward, as its knockdown provided the most 

promising data, with at least three out of the four siRNAs causing cytotoxicity 

in neuroblastoma cells (Figure 3.2D). The degree of mRNA knockdown did 

not fully correlate with the extent of cytotoxicity observed following transfection 

with the four CDC14B-targeting siRNAs (Figure 3.2C), leading to concerns 

that the loss of neuroblastoma cell viability may have been partially due to off-

target events. Western blotting, as well as fluorescence microscopy, revealed 

that siRNA knockdown efficiency at the protein level did somewhat agree with 

the observed differences in cell viability (Figure 3.4D and 3.6A+B). However, 

these data were variable and should be repeated several times further to 

determine relative protein knockdown for each siRNA with confidence. 

Importantly, we are now aware that according to cBioportal, CDC14B is 

homozygously deleted in KELLY cells, based on data from the Cancer Cell 

Line encyclopaedia (Cerami et al., 2012, Gao et al., 2013, Barretina et al., 

2012). This somewhat brings into question the loss of viability observed 

following siRNA-mediated CDC14B knockdown in KELLY cells specifically 

(Figure 3.2D), in particular as we have been unable to detect endogenous 

protein expression in these cells by western blotting. A siRNA rescue 

experiment and CDC14B gene deletion using CRISPR/Cas9 were performed 

with the aim of demonstrating that the observed cytotoxicity was indeed an on-
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target effect, and that CDC14B has pro-tumour activity in neuroblastoma cells 

that could be targeted therapeutically. Unfortunately, I was unable to rescue 

cells from the cytotoxicity observed following siRNA-mediated CDC14B 

knockdown by overexpression of siRNA-resistant CDC14B. Neither have I 

been able to report any evidence that CDC14B gene loss-of-function using 

CRISPR/Cas9 leads to reduced proliferation or cell survival in neuroblastoma 

cells. Although there are some caveats to the approaches used here, which 

will be discussed below, much more validation would be required to label 

CDC14B as having oncogene-like properties in neuroblastoma tumour cells. 

It was disappointing that neuroblastoma cell viability could not be rescued by 

co-transfection with the siRNA-resistant CDC14B overexpression plasmid, 

despite some evidence of protein rescue (Figure 3.4 and 3.6). However, the 

rescue experiment was not without its flaws. Western blotting confirmed that 

transfection with the CDC14B overexpression vectors resulted in increased 

protein expression compared to control, untransfected cells (where expression 

was too low to be detected with the antibody used here). However, the use of 

GFP-CDC14B fusion constructs revealed that the frequency of transfected 

cells within the population was low (Figure 3.5A and 3.6A). Therefore, the 

proportion of cells that are overexpressing CDC14B within the population may 

not be high enough for rescue effects to be detected in the pooled cell viability 

assays. A good approach to use in the future would be to create stable 

CDC14B wild-type and mutant overexpression cell lines and use these to 

attempt the phenotypic rescue. In this case, all cells should be overexpressing 

CDC14B. It is also possible that overexpression of CDC14B, above 

physiological expression levels, had been toxic to neuroblastoma cells. This 

‘Goldilocks effect’ has been reported for other signalling molecules and 

pathways, where both too much or too little can be detrimental to cells (Wang 

et al., 2014, Braune and Lendahl, 2016). However, cytotoxicity above normal 

lipofectamine toxicity was not observed in cells transfected with CDC14B 

overexpression plasmids, and quantitation of cell viability in the rescue 

experiments did not generally show reduced viability associated with the 

overexpression plasmids alone (Figure 3.4A-C and 3.6C). Furthermore, IF 

microscopy showed that IMR32 and KELLY cells overexpressing wild-type 
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CDC14B were viable and had apparently healthy nuclei according to DAPI 

staining (Figure 3.3B). 

Although phenotypic rescue has been described as the gold standard for on-

target validation in RNAi experiments, and in theory it is straightforward, 

numerous complications could lead to failure. Achieving co-expression of both 

the overexpression and RNAi constructs can be very challenging. Additionally, 

protein tags (e.g. the FLAG and GFP tags in the CDC14B vectors) can interfere 

with protein localisation and function, and unreported alternative gene 

products that are silenced by RNAi but not accounted for by rescue expression 

may occur (Ma et al., 2007). Furthermore, the silent mutations used to confer 

RNAi resistance in rescue vectors do not affect amino acid sequence, but may 

affect mRNA dynamics (Plotkin and Kudla, 2011). In a study by Datler and 

Grimm (2013), 19 distinct RNAi constructs were used to silence mitochondrial 

creatine kinase-1 (CKMT1) expression. In all cases the degree of knockdown 

correlated with the observed effect of mitochondrial depolarisation, however 

despite very thorough troubleshooting that addressed all of the complications 

described above, phenotypic rescue could not be achieved. They concluded 

that it is unlikely that the observed phenotype is due to off-target effects 

considering the large number of distinct RNAi constructs used in the study. 

Instead, they suggest that the failed rescue may be due to a ‘Goldilocks effect’ 

as described above. Achieving expression of an RNAi-resistant protein that is 

equivalent to physiological levels is very challenging. A potential, alternative 

approach may be to use rapidly advancing base editing technologies to 

introduce the RNAi resistance mutations into the endogenous gene itself. 

CRISPR/Cas9 is an extremely powerful technique that is revolutionising the 

ways in which gene function can be investigated. In this study, indel disruption 

using CRISPR/Cas9 was used in an attempt to knockout genomic CDC14B in 

neuroblastoma cells. Initial experiments used transfection with single plasmids 

containing genes for S. pyogenes Cas9 and CDC14B-targeting gRNAs. Later 

experiments involved transfecting a Cas9 inducible cell line (developed by Dr. 

Vruti Patel) with plasmids containing the gRNA sequences. Both systems were 

successful in editing the CDC14B gene (Figure 3.11A and 3.14A+B); 

however, no difference in cell viability or the rate of proliferation was observed 
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(Figure 3.11C+D and Figure 3.14C). Even when Cas9 expression was 

induced for up to 53 days, no changes in cell viability above those observed 

for the control cultures were detected (Figure 3.15A). Furthermore, when 

doxycycline was removed, attenuating Cas9 expression and gene editing, 

there was no recovery of wild-type CDC14B, suggesting there was no survival 

advantage associated with CDC14B expression (Figure 3.15B). These data 

certainly do not support an oncogenic role of CDC14B in neuroblastoma. 

However, as for the siRNA rescue experiment, there are a number of 

experimental challenges to consider. 

The targeting strategy used here was to induce frame shift mutations at the 5’ 

end of the CDC14B gene that would effectively knockout protein expression 

(Figure 3.7). A significant proportion of cells however are likely to have small 

in-frame CDC14B indels. These may produce at least partially functional 

protein, given that indels would be upstream of the catalytic domain, and within 

linker regions of the protein (Figure 3.16A). The online tool SNAP2 (from the 

Rost group, Munich, Germany) can be used to predict the likelihood that amino 

acid substitutions at specific sites will impact on protein function (Hecht et al., 

2015). Based on these predictions, it is unlikely that small in frame indels at 

the guide 3 targeting site will impact on CDC14B activity, however changes at 

the guide 4 target site may have functional consequences (Figure 3.16B). 

However, importantly, this software was designed to predict the effect of 

substitutions rather than insertions and deletions. It is also possible that some 

cells expressed truncated CDC14B due to premature stop codons, although 

these are unlikely to be functional as CDC14B catalytic activity is mostly 

encoded by exons 8 and 9 towards the 3’ end of the gene (Guillamot et al., 

2011). An important limitation of these experiments is that I have not been able 

to show that homozygous knockout cells, with no functional CDC14B protein, 

were generated with high efficiency. It is possible that heterozygous knockout 

cells have no growth disadvantage compared to wild-type cells, therefore if 

homozygous knockouts are not generated with reasonably high efficiency, 

overall growth defects will not be detected. If indeed the rate of homozygous 

knockout generation was low, it is possible that the CRISPR/Cas9 targeted 

cultures contained largely wild-type and heterozygous knockout cells, with any 
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low abundance homozygous knockouts quickly dropping out of the population. 

Similarly, frameshift knockouts may have had the same fate, with only cells 

with small in-frame indels that do not affect protein function surviving. It was 

hoped that DNA sequencing of clonal CRISPR/Cas9 cultures (Figure 3.9 and 

3.11) could address this issue, as if only wild-type and heterozygous clones 

were recovered then we could perhaps infer that homozygous knockouts were 

non-viable. However, T7E1 analysis of these cultures revealed a wide range 

of editing efficiencies. This suggested that the cultures were not clonal and that 

editing had continued to occur following the single cell sorting, therefore 

homozygosity could not be determined (Figure 3.11A).  

Figure 3.16 – Structural impact of CDC14B-targeting 
A – Human CDC14B isoform 2 crystal structure from Gray et al. (2003) (PDB ID: 1OHE) 
visualised using the NCBI web-based 3D structure viewer (iCn3D). Guide 3- (left) and guide 
4- (right) targeted regions are highlighted in yellow and are within linker structures. B – 
Functional predictions for amino acid substitutions at guide-targeted regions. Substitutions 
predicted to have functional consequences are show in red, and neutral changes in blue. 
Generated using SNAP2 from the Rost laboratory (Munich, Germany). Predicted 
CRISPR/Cas9 double stranded break sites marked with arrows. 

neutral                    effect 

Guide 3 Guide 4 

Guide 3 Guide 4 
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Some indirect evidence to support the hypothesis that heterozygous, but not 

homozygous, CDC14B knockout cells were viable came from the T7E1 

analysis of long-term CRISPR/Cas9 induction experiments, where the 

proportion of edited cells did not increase over the course of the experiment 

(Figure 3.15B). One explanation for this could be that once all cells became 

heterozygous, or homozygous but with fully or partially functional protein, no 

further editing could be detected, as cells that acquired additional editing 

leading to complete CDC14B functional knockout were non-viable. This may 

also explain the lack of wild-type CDC14B rescue that was observed during 

the recovery phase of this experiment, because if cells with heterozygous 

CDC14B deletion do not have a growth disadvantage compared to wild-type 

cells, there would be no driving force for rescue of wild-type cells. To address 

these issues, future experiments should involve expanding clonal cultures from 

targeted populations, sequencing them to identify heterozygous knockouts and 

retargeting these cells with the same CDC14B gRNAs. In this scenario, a 

larger proportion of homozygous knockouts should be generated, allowing 

detection of a drop off in cell number if CDC14B really does have a role in 

neuroblastoma cell survival. This would also allow sequencing of clonal edited 

populations, which would allow me to determine whether small in frame indels 

that likely don’t impact on CDC14B functions are occurring, and perhaps being 

selected for. Due to time limitations and the lack of a clear phenotype with the 

current CRISPR/Cas9 approaches, I did not prioritise this further. 

In this chapter, I have initially presented some data that may point to an 

oncogene-like role for CDC14B in neuroblastoma, however the validation data 

do not all currently support this hypothesis and clearly much more validation is 

required. The lack of agreement between the RNAi and CRISPR/Cas9 data 

described here could represent a genuine difference in the response of 

neuroblastoma cells to short-sharp gene knockdown using siRNAs, as 

opposed to the slower changes brought about using CRISP/Cas9. Several 

instances where there is a difference in cellular response to gene knockdown 

verse knockout have been described in various systems (El-Brolosy and 

Stainier, 2017, Karakas et al., 2007, Morgens et al., 2016). Indeed, a difference 

in cellular response to RNAi versus germline CDC14B knockout was proposed 
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by Mocciaro and Schiebel (2010) in a review of functional data relating to 

mammalian CDC14 proteins. The slower dynamics of the CRISPR/Cas9 

approach may allow cells sufficient time to adapt to loss of CDC14B, for 

example by upregulating other phosphatases including CDC14A, which may 

have some functional redundancy with CDC14B (Mocciaro and Schiebel, 

2010, Mocciaro et al., 2010, Lin et al., 2015). Rossi et al. (2015) reported that 

knockdown of an extracellular matrix (ECM) gene in zebrafish led to vascular 

defects, but no phenotype was observed following deleterious mutations in the 

same gene, due to upregulation of other compensatory ECM genes. They 

used rescue experiments to confirm that the knockdown effect was not due to 

off-target effects of RNAi (Rossi et al., 2015). El-Brolosy and Stainier (2017) 

also suggest that epigenetic changes that occur following DNA damage, 

including DSBs during CRISPR/Cas9 gene editing, may confer a 

compensatory response following gene knockout but not knockdown. 

Alternatively, this apparent difference in cellular response to siRNA-mediated 

gene knockdown versus CRISPR/Cas9-mediated knockout may be due to an 

experimental problem with either approach. The most obvious explanation is 

perhaps that the loss of cell viability observed following siRNA knockdown was 

due to an off-target effect, in particular because cell viability could not be 

rescued using overexpression of siRNA-resistant mutated CDC14B. However, 

importantly we have also shown a growth disadvantage in neuroblastoma cells 

with shRNA-mediated CDC14B knockdown, with significant depletion of three 

distinct CDC14B-targeting shRNAs in our pooled dropout screen (A. Cichon 

and A. Stoker, unpublished, Figure 3.1B). Thus two RNAi technologies that 

utilise distinct biochemistry as well as different CDC14B-targeting sequences, 

both support a pro-growth or –survival role for CDC14B in neuroblastoma cells. 

Furthermore, using an online gene expression database (R2: Genomics 

Analysis and Visualization Platform (http://r2.amc.nl)), high CDC14B 

expression is correlated with poor prognosis in neuroblastoma patient cohorts, 

independently of the most common poor prognosis indicator, MYCN status 

(Figure 3.17). Importantly, this correlation does not necessarily confirm 

CDC14B as an oncogenic, and may alternatively point to a role in drug 

resistance for example. Based on the data presented here, it is not possible to 

conclude whether CDC14B really does have pro-tumour activity in 
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neuroblastoma cells, and if it does, the mechanisms driving this activity remain 

unclear. 

Figure 3.17 – High CDC14B expression correlates with poorer prognosis in 
neuroblastoma  
Kaplan-Meier plots generated using an online genomic analysis platform developed at the 
Academic Medical Centre, Amsterdam (R2: Genomics Analysis and Visualization Platform 
(http://r2.amc.nl) with two neuroblastoma patient data sets (Versteeg, left; Kocak, right). High 
CDC14B expression is show in blue, and low in red. 

The precise functions of CDC14B in normal cells, and in particular in cancer, 

are not entirely clear, however mammalian CDC14B has been implicated in 

regulating progression through the cell cycle and in DNA damage repair (DDR) 

(Tumurbaatar et al., 2011, Bassermann et al., 2008, Mocciaro et al., 2010). 

Bassermann et al. (2008) proposed that CDC14B is involved in activation of 

the G2 DNA damage checkpoint, whereas Mocciaro et al. (2010) reported that 

this checkpoint was intact in when CDC14B was knocked out, although the 

knockout cells did acquire spontaneous DNA damage more frequently and 

were slower to repair it. The discrepancy between the findings of these studies 

may be due to the use of siRNA-mediated CDC14B gene silencing in the 

former versus gene knockout in the latter (Mocciaro and Schiebel, 2010). 

Nevertheless, further support for a role of CDC14B in DDR, if not the G2 

checkpoint specifically, comes from Peddibhotla et al. (2011), who showed that 

CDC14B translocates from the nucleolus from the nucleoplasm following 

ionising radiation (IR)-induced DNA damage, and Wei et al. (2011) who 

reported early onset aging and DDR defects in CDC14B knockout mice. 
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A role in the coordination of DDR during the mammalian cell cycle perhaps 

logically points to a tumour suppressive, rather than oncogenic, role for 

CDC14B. Indeed, low CDC14B expression has been reported in breast, 

prostate, ovary, liver, brain and kidney tumours (Bassermann et al., 2008, Kim 

et al., 2014). However, there are also data that suggest an oncogenic role for 

CDC14B. CDC14B overexpression was sufficient to drive transformation of 

normal murine fibroblasts, with cells displaying disruption of the F-actin 

cytoskeleton and loss of contact inhibition leading to fibroblasts forming 

colonies in soft agar. These cells went on to develop tumours when injected 

into SKID mice or chick embryos (Chiesa et al., 2011). CDC14B 

overexpression has also been reported in laryngeal carcinoma (LC), where 

reduced CDC14B expression was coupled to G1/S cell cycle arrest, reduced 

proliferation and increased apoptosis (Sun et al., 2018a). 

Although much of the literature surrounding CDC14B thus far focusses on its 

possible role in cell cycle regulation and in particular DDR, leading to its 

tentative labelling as a tumour suppressor, it may have distinct roles during 

tumour progression. Virtually all cancer cells have mutations that compromise 

DDR machinery leading to genomic instability, one of the hallmarks of cancer 

(Knijnenburg et al., 2018, Hanahan and Weinberg, 2011). This leaves tumour 

cells extremely reliant on other DDR pathways, and targeting these 

dependencies is being successfully investigated for cancer therapy (O'Connor, 

2015). Perhaps neuroblastoma cells are sensitive to CDC14B knockdown due 

to distinct DDR defects, thus when CDC14B is lost, cells have insufficient 

repair pathways to prevent mitotic catastrophe and ultimately cell death. In 

order to have any confidence in this hypothesis and to consider CDC14B as a 

therapeutic target, substantial further validation of both the oncogenic role of 

CDC14B in neuroblastoma, and its role in DDR will be required. 
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Chapter 4. Characterisation of the 

mechanisms underlying oxidovanadium-

induced inhibition of cancer cell 

phenotypes  
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4.1. Introduction 

The use of vanadium-derived compounds in cancer has been well described, 

and the anti-cancer effects of these compounds have been reported in 

numerous preclinical studies using cell-based and animal models of cancer 

(Evangelou, 2002, Irving and Stoker, 2017) (Tables 1.3 and 1.4). As described 

previously, the vanadate form of the vanadium ion inhibits PTPs; therefore, 

PTP inhibition is likely to contribute to the anti-cancer efficacy of vanadium-

derived compounds (Peters et al., 2003, Crans et al., 2004). Our group have 

previously reported that global inhibition of PTPs, using the oxidovanadium 

derivative BMOV, induces cytotoxicity or differentiation in a range of 

neuroblastoma cell lines (Clark et al., 2013, Clark et al., 2015). BMOV-induced 

cytotoxicity was at least partially driven by apoptosis, and was enhanced by 

BSO-mediated glutathione blockade (Clark et al., 2015). These findings 

provide some support for the hypothesis that there are specific PTPs that are 

required for cell survival in neuroblastoma. However, as outlined in Chapter 1, 

there are alternative possible mechanisms, other than PTP inhibition, that may 

be driving oxidovanadium-induced cytotoxicity. Some of these have been 

addressed previously by our group and are described below (Clark et al., 

2015). 

As well as PTPs, oxidovanadium compounds can inhibit ion channel ATPases 

(Nechay, 1984). Clark et al. (2015) reported that ion channel blockage is toxic 

to neuroblastoma cells. Specifically, both BMOV-sensitive and resistant 

neuroblastoma cell lines were treated with ouabain and thapsigargin to block 

Na+/K+ and Ca++ channels respectively. Cell death was observed in all cell 

lines, and importantly, the levels of cytotoxicity did not correlate with BMOV 

sensitivity, suggesting that ion channel inhibition is not the mechanism driving 

BMOV-induced cytotoxicity. Activation of p53 signalling triggers the expression 

of a plethora of genes involved in DNA damage and cell cycle regulation, and 

is considered a hallmark of genotoxicity (Reinhardt and Schumacher, 2012, 

Zerdoumi et al., 2015). Induction of the p53 response can therefore be used 

as a marker of genotoxicity in cells following chemical treatment. It is clear from 

the literature that at high concentrations some specific vanadium compounds 
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can induce genotoxicity, which may be responsible for their observed 

cytotoxicity (Huang et al., 2000a, Harding and Mokdsi, 2000, Köpf-Maier et al., 

1983). However, p53-mutant KELLY cells are sensitive to BMOV, therefore 

BMOV sensitivity in neuroblastoma cell lines does not correlate with p53 

status. Additionally, there was no induction of p53 protein expression when 

neuroblastoma cells were treated with BMOV (Clark et al., 2015). This 

suggests that genotoxicity is not a factor contributing to BMOV-induced 

cytotoxicity in neuroblastoma cells. Mutations in p53 and related pathways are 

common in relapsed neuroblastoma (Carr-Wilkinson et al., 2010, Tweddle et 

al., 2001). Thus, the fact that oxidovanadium-induced cytotoxicity appears to 

be independent of p53 may prove to be an advantage, as both relapsed and 

primary neuroblastoma may respond to oxidovanadium-based therapy. 

As has been previously mentioned, cycling between vanadyl and vanadate can 

produce ROS within the cell (Nechay, 1984, Sakurai et al., 1980). This 

increase in ROS may lead to oxidative stress and ultimately cell death, and is 

therefore a candidate mechanism for BMOV-induced cytotoxicity. However, 

again this also does not appear to account for BMOV-induced cytotoxicity in 

neuroblastoma cells. Although there was a modest increase in ROS following 

BMOV treatment in KELLY cells, a similar increase was detected in SK-N-AS 

cells, which are resistant to BMOV. Furthermore, there was no significant 

further increase in ROS in either cell lines when BSO was added alongside 

BMOV, which phenotypically enhanced BMOV cytotoxicity (Clark et al., 2015). 

The studies described above, which had been carried out prior to me joining 

the laboratory (Clark et al., 2015), go some way to rule out ion channel 

blockage, genotoxicity, and oxidative stress as mechanisms driving BMOV-

induced cytotoxicity in neuroblastoma cells. This leaves PTP inhibition, leading 

to altered signal transduction within networks that effect proliferation and cell 

survival, as the most likely mechanism. 

Nevertheless, progression of oxidovanadium compounds including BMOV into 

clinical trials for cancer therapy has been hindered in part by concerns 

regarding off-target toxicity. These compounds clearly have very broad activity 

in inhibiting all PTPs as well as other phosphate binding enzymes, and 

potentially inducing oxidative stress (Nechay, 1984). Accumulation of 
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vanadium species in high phosphate tissues such as bone has also been 

reported (Parker et al., 1980, Setyawati et al., 1998). The identification of 

specific, critical BMOV effectors that drive oxidovanadium activity and that 

could themselves be therapeutically targeted, may allow the use of vanadium 

itself to be avoided. This, along with a better understanding of how BSO is able 

to enhance BMOV-induced activity in neuroblastoma cells, may prove to be 

crucial in maximally harnessing BMOV-induced cytotoxicity and differentiation 

for improved therapeutic interventions in this and perhaps other cancers. 

Therefore in this chapter my focus was to examine the possible molecular 

mechanisms by which vanadium induces neuroblastoma cell cytotoxicity or 

differentiation. To do this, I have examined the role of AKT and ERK pathways 

in vanadium activity, and also performed an RNAseq experiment to 

characterise the global transcriptional response to oxidovanadium and BSO. 

Clark et al. (2013 and 2015) showed increased phosphorylation of AKT and 

ERK in neuroblastoma cells treated with oxidovanadium. This may be due to 

inactivation of PTPs that negatively regulate these signalling pathways, for 

example DUSP6, which dephosphorylates phosphorylated ERK (Law et al, 

2017). The data in these papers indicate that these pathways are unlikely to 

be drivers of BMOV-induced cytotoxicity, even though their activation did 

somewhat correlate with BMOV sensitivity. In this chapter I first aimed to 

investigate further any requirement for activation of AKT and ERK in BMOV 

activity, and in particular to ask whether these pathways may act redundantly 

to regulate cell survival. 

In a second approach to characterise the pathways that drive BMOV-induced 

activity in neuroblastoma cells, I utilised unbiased, genome-wide 

transcriptomics in IMR32 and KELLY cells treated with BMOV. This 

transcriptomic analysis builds upon a previous study carried out in the 

laboratory, exploring the mechanisms driving BMOV-induced differentiation, 

and in particular BMOV-enhanced retinoic acid-induced differentiation. This 

previous RNAseq experiment revealed a significant transcriptional response 

to BMOV in two neuroblastoma cell lines that differentiate in response to 

BMOV treatment, SK-N-SH and LAN5, perhaps not surprisingly given that 

BMOV increases phosphorylation and activation of ERK (A. Di Florio and A. 
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Stoker, unpublished). I used these data along with new RNAseq data that I 

derived in KELLY and IMR32 cells, to specifically define the common 

transcriptional changes that occur following BMOV treatment in multiple 

neuroblastoma cell lines. It is these common gene expression changes that 

are most likely to be involved in critical signalling networks that are required 

for BMOV-driven cytotoxicity and differentiation in neuroblastoma cells. 

The transcriptomics approach was also employed to address the additional 

question of how BSO enhances BMOV-induced cytotoxicity (Clark et al., 

2015). The study published by our group prior to my project showed that 

BMOV-induced cell death is dependent on an oxidising cellular environment, 

as treatment with the ROS scavenger N-acetyl L-cysteine (NAC) reduced 

BMOV sensitivity (Clark et al., 2015). This may be because an oxidising 

environment likely favours the PTP-inhibiting vanadate (+5) state of the 

vanadium ion (Swarup et al., 1982), whereas NAC will encourage a reducing 

environment that favours the non-PTP-inhibiting vanadyl (+4) ion. In the same 

study, the addition of BSO in combination with BMOV greatly enhanced 

cytotoxicity in BMOV-sensitive cell lines, and induced some cell death in 

BMOV-resistant lines (Clark et al., 2015). BSO is a chemical inhibitor of the 

rate-limiting enzyme in glutathione synthesis, compromising glutathione as a 

major antioxidant defence (Griffith and Meister, 1979). Treatment with BSO 

may therefore act in the opposite way to NAC, increasing BMOV-induced 

cytotoxicity by promoting the active vanadate form of the vanadium ion. This 

forms the hypothesis for the final objective of this chapter, to understand at a 

transcriptional level whether BSO simply enhances BMOV-induced gene 

expression changes, or induces a unique transcriptional response. 

4.2. Results 

4.2.1. BMOV induces cytotoxicity that can be enhanced by BSO 

I began by replicating previous findings from our group showing that BMOV 

induces cytotoxicity in neuroblastoma cell lines in 2D culture (Clark et al., 

2015). In IMR32 and KELLY cells, three days of treatment with 10 µM BMOV 

was sufficient to cause rounding up of cells and loss of adhesion, indicative of 
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cytotoxicity that will lead to cell death (Figure 4.1A). 10 µM BSO alone resulted 

in no visible changes to cell morphology. However, when BMOV and BSO 

were combined, increased cytotoxicity, above that which was seen with BMOV 

alone, was observed in both cell lines. This microscopy clearly shows loss of 

adhesion in treated cells, but does not definitively confirm cell death. However, 

previous experiments performed by our group have shown that BMOV and 

BSO-treated cells undergo apoptosis (Clark et al., 2015). Crystal violet staining 

was used to quantify these observations in IMR32 cells, showing that there 

was a statistically significant reduction in cell density following BMOV 

treatment (Figure 4.1B). There was also a significant reduction in cell density 

following BMOV/BSO combination treatment compared to BMOV alone. An 

MCB assay (Section 2.2.4.) was used to confirm BSO activity in depleting 

intracellular glutathione (Figure 4.1C). IMR32 and KELLY cells were treated 

with increasing concentrations of BSO (0 – 400 µM) for 6, 24 and 48 hours, 

after which reduced glutathione levels were assessed using MCB 

fluorescence. With 24 hour treatment, 10 µM BSO was sufficient to deplete 

glutathione levels in IMR32 and KELLY cells by around 40% and 70% 

respectively. Higher concentrations of BSO had a modestly larger effect in 

IMR32, but not KELLY cells. After 48 hours there were no significant additional 

changes in KELLY cells compared to 24 hours, but IMR32 cell glutathione 

levels were reduced further, almost reaching zero when BSO was 

administered at 50 µM. 

Having confirmed that BMOV, in particular with the addition of BSO, induces 

morphological changes indicative of loss of cell viability in these two 

neuroblastoma cell lines, I subsequently extended these qualitative 

observations to include a wider panel of neuroblastoma and non-

neuroblastoma cell lines (Summary table in Figure 4.2A, microscopy 

Appendix 2). Cells were treated with 10 µM BMOV and BSO for 3 days, after 

which morphology was assessed looking for characteristic changes associated 

with cytotoxicity such as reduced final cell number, rounding up of cell bodies 

and loss of adhesion. As already discussed, IMR32 and KELLY cells were 

sensitive to BMOV alone, resistant to BSO alone, and highly sensitive to the  
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Figure 4.1 –BSO-mediated glutathione depletion enhanced BMOV-induced cytotoxicity 
in neuroblastoma cells  
A – IMR32 (left) and KELLY (right) cells treated with 10 µM BMOV and BSO for 3 days. White 
and black arrows indicating dying and dead cells respectively. B – IMR32 cells treated with 10 
µM BMOV and BSO for 3 days, and quantitatively assessed for relative cell density using 
crystal violet staining and solubilisation. ANOVA with Bonferroni post hoc, ns = not significant 
*** p<0.001 (n=3). C - IMR32 (left) and KELLY (right) cells treated with increasing 
concentrations of BSO up to 400 µM for 6, 24 and 48 hours. Relative levels of reduced 
glutathione detected using MCB fluorescence. ANOVA with Dunnett post hoc, * p<0.05 (n=3).  
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combination. The neuroblastoma cell lines SK-N-AS, SK-N-DZ and SK-N-

BE(2) had either low or no sensitivity to BMOV alone, but were more sensitive 

to the BMOV/BSO combination. Unlike the cell lines previously discussed, SK-

N-DZ and SK-N-BE(2) were highly sensitive to BSO in monotherapy. There 

are published data showing that glutathione depletion using BSO is cytotoxic 

in some neuroblastoma cell lines, and may be a useful therapeutic in its own 

right or in combination with other cytotoxic agents (Dukhande et al., 2013, 

Anderson et al., 2001). Specifically, it has been reported that BSO induces cell 

death in SK-N-BE(2) cells with an IC90 of 4.6 µM, in agreement with my data 

(Anderson et al., 1997). In general however, my data show resistance to BSO 

in most neuroblastoma cell lines. 

Figure 4.2 – BMOV/BSO sensitivity varied across different cell types 
A – Cytotoxicity was qualitatively assessed as high, medium, low, or resistant in a panel of cell 
lines following 3 days treatment with 10 µM BMOV and BSO. Reduced cell number, rounding 
up of cell bodies and loss of adhesion were used as observable indications of loss of cell 
viability. Microscopy shown in Appendix 2. B-D – Three paediatric brain tumour cell lines were 
treated with 10 µM BMOV and BSO for 3 days, after which final cell density was quantitatively 
assessed using resazurin. ANOVA with Bonferroni post hoc, ns = not significant ** p<0.01 *** 
p<0.001 (n=3).  
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The non-neuroblastoma cell lines HEK-293T, COS7, IMCD3 and MEF had 

varying degrees of sensitivity to BMOV, but all were more sensitive to the 

combination with BSO. There was not a strikingly clear definition between the 

neuroblastoma cell lines versus the control cell lines, where the tumour lines 

were more sensitive to oxidovanadium treatment. However, importantly, there 

were some cell lines that displayed resistance (namely SK-N-DZ and IMCD3), 

indicating that BMOV is not generally cytotoxic to all cells. I also treated a small 

panel of paediatric brain tumour lines with BMOV and BSO (Figure 4.2B-D). 

Two of these cell lines, Res259 and SF188, were highly sensitive to BMOV 

and even more so to the BMOV/BSO combination. Res186 cells showed a 

much more varied response across the repeated experiments, although they 

are likely to be partially sensitive to BMOV and BMOV/BSO. This variation may 

have been due to a density dependency, where small variations in cell density 

between the replicates had large effects on BMOV sensitivity. This would be 

an important point to consider if these compounds were to be used in vivo 

where the density of cells cannot be controlled. 

4.2.2. BMOV induces differentiation 

As discussed previously, our group and others have previously shown that 

vanadium-derived compounds, including BMOV, can also drive differentiation 

in neuroblastoma cell lines (Clark et al., 2013, Rogers et al., 1994). I have 

replicated these findings in SK-N-SH cells. 5 days treatment with 10 µM BMOV 

was sufficient to induce significant neurite outgrowth, characteristic of 

differentiated cells (Figure 4.3A+B). There were no observed morphological 

signs of toxicity in these cells at 10 µM BMOV, and when cell viability was 

measured by nuclei counting in cells treated with increasing concentrations of 

BMOV, significant cytotoxicity was only detected from 20 µM (Figure 4.3C). In 

fact at lower concentrations between 1.25 and 5 µM, increased cell numbers 

were observed, although these were not statistically significant compared to 

untreated cell numbers according to ANOVA testing for significance (Dunnett 

post hoc). It is worth noting that when SK-N-SH cells are treated with 

oxidovanadium-derived compounds, they scatter rather than remain as 3D 

clusters as untreated cultures often do (Figure 4.3A). This may allow cells to 

divide more rapidly, accounting for the apparent increase in cell number at low 
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BMOV concentrations. Alternatively, this scattering of cells may simply allow 

nuclei counting with higher accuracy. 

Figure 4.3 – BMOV treatment induced differentiation in SK-N-SH cells 
A – SK-N-SH cells treated with 10 µM BMOV for 5 days. Scale bar = 100 µm. B – Neurite 
length was measured in SK-N-SH cells treated with 10 µM BMOV for 5 days. Independent T-
test, *** p<0.001 (n=3). C – Nuclei counting following 5 days treatment with increasing 
concentrations of BMOV up to 80 µM. ANOVA with Dunnett post hoc, * p<0.05, ** p<0.01 
(n=3).   

4.2.3. AKT and ERK activation are not required for BMOV-induced 

cytotoxicity 

Our group has previously shown increased phosphorylation of AKT and ERK 

in neuroblastoma cells following treatment with BMOV (Clark et al., 2013, Clark 

et al., 2015). This may be due to inhibition of PTPs that ordinarily damped 

down signalling via these kinase cascades. For example, knockdown of 

PTPN2, PTPRJ and PTEN has been shown to enhance AKT activation 

(Omerovic et al., 2010). In order to assess whether activation of these 

pathways is required for BMOV-induced cytotoxicity, I obtained chemical 
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inhibitors of the AKT and ERK pathways (Figure 4.4A). In order to be 

consistent with our laboratory’s previously published work, MK-2206 and 

U0126 were chosen to inhibit AKT and MEK respectively (Clark et al., 2013, 

Clark et al., 2015). Given that both pathways are involved in growth and 

survival, it was first necessary to determine whether their inhibition would be 

tolerated in neuroblastoma cell lines. 

Figure 4.4 – Neuroblastoma cells were partially sensitive to AKT and MEK inhibition  
A – Chemical structures of the AKT inhibitor MK-2206 (left), MEK inhibitor U0126 (middle) and 
its inactive structural analogue U0124 (right). B-D – Cell viability assessed using a resazurin 
assay following 3 days treatment with increasing concentrations up to 20 µM of MK-2206 (B), 
U0126 (C) and U0124 (D) in IMR32, KELLY and HEK-293T cells (n=1).  
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MK-2206 is an allosteric pan-AKT inhibitor that is being investigated as a 

combination partner to increase the cytotoxicity of a range of anti-cancer 

agents. It has produced promising data both in preclinical studies and in 

patients for the treatment of a wide range of tumour types, e.g. colorectal, 

breast and lung (Hirai et al., 2010, Narayan et al., 2017). In this case, I 

hypothesised that combining BMOV with MK-2206 may have the reverse 

effect, i.e. that it may protect neuroblastoma cells from BMOV-induced 

cytotoxicity, since high levels of phosphorylated AKT and cytotoxicity are 

generated by BMOV treatment (Clark et al., 2015). Initial dose response cell 

viability data showed that MK-2206 was tolerated in IMR32 and KELLY cells 

up to around 5 µM (Figure 4.4B). It has been previously reported that MK-

2206 can completely inhibit phosphorylation of AKT at 1 µM in a range of cell 

types (Hirai et al., 2010, Sefton et al., 2013, Narayan et al., 2017), therefore it 

was deemed that it would be possible to inhibit AKT without effecting IMR32 

and KELLY cell viability. 

U0126 is a non-competitive inhibitor of both MEK1 and MEK2 that prevents 

phosphorylation of ERK, and may be of use in the treatment of some cancers, 

specifically those driven by oncogenic RAS (Favata et al., 1998). IMR32, 

KELLY and HEK-293T cells were treated with increasing concentrations of 

U0126 and the structurally similar but inactive analogue U0124 (Favata et al., 

1998) (Figure 4.4C+D). U0126 was tolerated in KELLY cells up to 10 µM, and 

only modestly effected the final cell density in IMR32 cells, whereas HEK-293T 

cells were more sensitive. As expected, all lines were less sensitive to the 

inactive analogue U0124. Several studies using a range a cell lines have 

reported that 10 µM U0126 is sufficient to inhibit phosphorylation of ERK 

(Favata et al., 1998, Marampon et al., 2009, Lim et al., 2013, Ramos-Nino et 

al., 2002). Therefore, as with MK-2206 it was deemed that it should be possible 

to inhibit pathway activation without causing extreme levels of toxicity using 

this compound in IMR32 and KELLY cells. 

In order to determine whether increased phosphorylation of AKT and/or ERK 

was required for BMOV-induced cytotoxicity, IMR32 and KELLY cells were 

treated with 10 µM BMOV alone and in combination with 1 µM MK-2206 or 10 

µM U0126/U0124. Western blotting for phosphorylated and total AKT and ERK 
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was performed using protein lysates extracted after 24 hours chemical 

treatment, in order to confirm that the inhibitors were acting as expected 

(Figure 4.5A). 1 µM MK-2206 was sufficient to completely inhibit 

phosphorylation of AKT with and without BMOV treatment in both IMR32 and 

KELLY cells. 10 µM U0126 completely inhibited phosphorylation of ERK in 

IMR32 cells with and without BMOV and KELLY cells without BMOV. 

Phosphorylation of ERK was reduced but not completely inhibited in KELLY 

cells treated with BMOV. As expected, U0124 had no effect on ERK 

phosphorylation. The effect of these chemical combinations on cell viability 

was assessed using nuclei counting assays following 3 days of treatment 

(Figure 4.5B). In IMR32 cells, as expected there was a significant reduction in 

final cell nuclei counts in cells treated with BMOV. The addition of MK-2206 or 

U0126 had no effect on BMOV sensitivity, indicating that activation of neither 

AKT nor ERK is required for the observed cytotoxicity. In these experiments, 

the effect of single treatment with the MEK and AKT inhibitors on KELLY cells 

was larger than that of BMOV. Therefore, it was not possible to quantify the 

effect of these inhibitors on BMOV sensitivity in KELLY cells with this assay. 

Importantly, KELLY cells did appear very unhealthy following BMOV treatment 

with cell bodies rounding up considerably. However, as they do not lose 

adhesion as readily as IMR32 cells, this cytotoxicity is under-represented by 

the nuclei counting assay. Assaying cell viability with commonly used 

metabolic activity-based assays is challenging when using oxidovanadium 

compounds, due to an apparent effect of vanadium on levels of cellular 

dehydrogenases. After testing several cell viability assays, nuclei counting was 

deemed to be the most accurate when using oxidovanadium compounds, 

these experiments and justifications are described in (Appendix 3). 

These data indicate that increased phosphorylation of AKT or ERK are not 

required for BMOV-induced cytotoxicity and are therefore not part of the 

cellular mechanisms driving this cell death, at least in IMR32. It is possible that 

there is some redundancy between these two signalling pathways, whereby 

either one, but not both, are required for BMOV-induced cytotoxicity. In order 

to test this hypothesis, IMR32 cells were treated with BMOV with and without 

MK-2206, U0126, or both together (Figure 4.5C). No protection from 
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cytotoxicity was observed even when both pathway inhibitors were 

administered alongside BMOV, suggesting that activation of neither pathway 

is required for cytotoxicity. 

Figure 4.5 – AKT or MEK inhibition did not rescue neuroblastoma cells from BMOV-
induced cytotoxicity 
A – Western blotting for phosphorylated and total AKT (top) and ERK (bottom) in IMR32 and 
KELLY cells treated with 1 µM MK-2206 or 10 µM U0126/U0124 with and without 10 µM BMOV 
for 24 hours. B – Nuclei counting in IMR32 (left) and KELLY (right) cells treated with 1 µM MK-
2206 or 10 µM U0126/U0124 with and without 10 µM BMOV for 3 days. ANOVA with 
Bonferroni post hoc, ns = not significant * p<0.05 (n=3). C – Nuclei counting in IMR32 cells 
treated with 1 µM MK-2206 and 10 µM U0126/U0124 with and without 10 µM BMOV for 3 days 
(n=1).  
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4.2.4. Transcriptomic analysis of BMOV/BSO-treated 

neuroblastoma cells 

In a further approach to unpick the pathways that drive oxidovanadium and 

BSO-induced cytotoxicity, a transcriptomic were employed. For this study, 

RNAseq analysis was performed in IMR32 and KELLY cells, two 

neuroblastoma cell lines that die in response to BMOV and that are particularly 

sensitive to the BMOV/BSO combination. Cells were treated with 10 μM BMOV 

or BSO, or both in combination for 24 hours, after which RNA was extracted 

and cDNA libraries were synthesised. After next generation sequencing, 

sequence alignment, and normalisation, the DESeq2 algorithm was used to 

calculate differential expression between the chemical treatments for every 

known gene (performed by Tony Brooks, UCL Genomics). Principle 

component analysis (PCA) confirmed that the three replicates for each 

condition clustered tightly (Figure 4.6A). This plot also suggests that there is 

surprisingly little transcriptional response to BSO in either cell line, since the 

BSO-treated samples cluster closely with the untreated samples. In KELLY 

cells both the BMOV and BMOV/BSO samples cluster distinctly, suggesting 

that there are gene expression changes induced by BMOV and additional 

changes in the combination. In contrast, in IMR32 cells the BMOV and 

BMOV/BSO samples cluster tightly together, suggesting that there is a 

transcriptional response to BMOV, but very few additional changes when BSO 

is co-administered. This indicates already that the two cell lines may be distinct 

in their response to co-treatment with BSO. A parallel set of 48-hour chemical 

treatments were carried out in the same cells to allow morphological signs of 

cell death to appear, these are not visible after 24 hours. This confirmed that 

the chemicals had been active in inducing cytotoxicity in these experiments 

(Figure 4.6B). These morphological changes included rounding up of cell 

bodies and loss of adhesion, mirroring those that had been seen previously 

(Figure 4.1A and Clark et al., 2015). Gene lists were generated, comparing 

gene expression in each chemical treatment within each cell line. These lists 

were filtered for significance (adjusted p value < 0.05) and a fold change cut-

off (log2 fold change >0.3 or <-0.3) to generate lists of genes that were 

considered to be differentially expressed between each condition. The number 
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of genes that were differentially expressed in each comparison are shown in 

Table 4.1. These values corroborate the conclusions drawn from the principle 

component analysis above. 

Figure 4.6 – BMOV/BSO induced transcriptional changes in neuroblastoma cells 
A – Principle component analysis (PCA) of the IMR32 and KELLY RNAseq datasets showing 
clear clustering of the triplicates within each sample. B - Parallel set of chemical treatments 
(10 µM BMOV/BSO, 48 hours) carried out alongside those used for RNAseq, confirming that 
the chemicals were active in inducing rounding up of cell bodies and loss of adhesion indicative 
of cytotoxicity. Scale bar = 150 µm.  
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Table 4.1 – Significantly differentially expressed genes in neuroblastoma cells treated 
with BMOV/BSO 
Numbers of genes that were differentially expressed in IMR32 and KELLY cells for each 
chemical comparison generated using the DESeq2 algorithm. Gene lists were filtered using 
an adjusted p value cut off of <0.05 and a log2 fold change cut off of >0.3 or <-0.3. 

 IMR32 KELLY 

UT vs BMOV 507 1879 

UT vs BSO 0 0 

UT vs BMOV+BSO 547 4763 

BSO vs BMOV+BSO 440 4795 

BMOV vs BMOV+BSO 1 1835 

 

4.2.5. BSO enhances BMOV-induced transcriptional changes 

The RNAseq data presented here reveal that there is a significant and 

widespread transcriptional response to oxidovanadium treatment in both 

IMR32 and KELLY cells (Table 4.1), as was the case for the two cell lines that 

had been previously analysed by our group, SK-N-SH and LAN5 (A. Di Florio 

and A. Stoker, unpublished). Perhaps surprisingly, there were no significant 

changes in gene expression in the BSO treatment in either cell line, confirmed 

by tight grouping of BSO-treated cells with untreated cells in the PCA plot 

(Figure 4.6A). This striking result suggests that these specific neuroblastoma 

cells are able to tolerate glutathione depletion when no additional stress is 

applied, in agreement with the lack of any morphological change when cells 

are treated with BSO alone (Figure 4.6B, and Clark et al., 2015). 

A key aim of this transcriptomic experiment was to ask how BSO enhances 

BMOV-induced cytotoxicity. Specifically, whether BSO chemically enhances 

BMOV activity and therefore BMOV-induced gene expression changes, rather 

than inducing its own unique changes. When BMOV and BSO were co-dosed 

in KELLY cells, 1835 genes were differentially expressed compared to BMOV 

alone. Of these 1835 genes, 656 also appeared in the filtered list of genes that 

were differentially expressed in BMOV-treated compared to untreated cells. 

The other 1179 genes were only significantly differentially expressed after 

combination treatment (Figure 4.7A). The top 100 genes from the 1835 genes 

that were differentially expressed in combination-treated cells compared to 

BMOV-treated cells (BMOV vs [BMOV+BSO]) were assessed in more detail. 

Of these 100 genes, 70 also appeared in the filtered list of genes for untreated 
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compared to BMOV-treated cells (i.e. they had a fold change greater than 0.3 

or less than -0.3, and an adjusted p value less than 0.05 in untreated compare 

to BMOV-treated cells), and importantly, expression was altered in the same 

direction in both conditions. Of the remaining 30 genes, expression of 26 did 

change in the same direction in both untreated compared to BMOV and BMOV 

compared to combination-treated cells; however, in the case of untreated 

compared to BMOV the log2 fold change was below the cut off (1 gene), the 

adjusted p value was greater than 0.05 (8 genes), or both (17 genes). Just 4 

genes had an expression change in the opposite direction, and none of these 

had significant p values (p<0.05) or log2 fold changes greater than 0.3 (Figure 

4.7A). To demonstrate this point, the normalised counts for genes in untreated 

KELLY cells, BMOV-treated cells and doubled-treated cells were plotted for 

the top 50 of these 100 ‘BMOV vs [BMOV+BSO]’ genes (Figure 4.7B). This 

plot shows that in the vast majority of cases (49 out of 50 genes), the addition 

of BSO increased the change in gene expression, rather than changing the 

direction. That is, genes for which expression is increased by BMOV, are 

further increased in the combination treatment such that they may become 

significant according to my parameters (log2 fold change > 0.3 or < -0.3 and 

adjusted p value < 0.05). In fact when I looked at the whole list of 1179 genes 

that were only significantly differentially expressed in combination-treated 

compared to BMOV-treated cells ‘BMOV vs [BMOV+BSO]’, 897 genes (76%) 

changed in the same direction in untreated compared to BMOV-treated cells 

(Figure 4.7A). Of those that changed in the opposite direction, only 9 had an 

adjusted p value less than 0.05, and less than half had a log2FC greater than 

0.1 or less than -0.1. Therefore these genes actually had extremely low 

changes in gene expression that were mostly not significant and can therefore 

likely be eliminated as experimental noise. These findings suggest that the 

addition of BSO alongside BMOV largely enhances BMOV-driven gene 

expression changes in KELLY cells, rather than generating a unique, 

combination specific transcriptional response. 

  



 

155 
 

Figure 4.7 – BSO enhances BMOV-driven gene expression changes 
A - Using an adjusted p value cut off of p<0.05 and a log2 fold change cut off of >0.3 or <-0.3, 
1835 (1) genes were differentially expressed between BMOV-treated and BMOV/BSO-treated 
KELLY cells. 656 (2) of these were common to the untreated (UT) versus BMOV list using the 
same cut offs, whereas 1179 (3) were not. Of these 1179 genes, expression of 76% (897 genes) 
(4) were altered in the same direction in UT versus BMOV compared to BMOV versus 
BMOV/BSO, although not meeting the filtering cut offs. Of the top 100 differentially expressed 
genes in BMOV compared to double-treated cells, 70 (5) were significantly differentially 
expressed in the same direction in UT versus BMOV-treated cells. Of the remaining 30 genes 
(6), expression of 26% (7) were altered in the same direction in UT versus BMOV-treated cells, 
although not significantly. B+C - Normalised gene counts for the top 50 differentially expressed 
genes in BMOV versus combination-treated KELLY cells (B), and in UT versus combination-
treated IMR32 cells (C). Genes that are up-regulated in BMOV-treated cells, and further up-
regulated in BMOV/BSO are in green. Red lines represent genes that are down-regulated by 
BMOV and further down-regulated in the combination. Blue lines represent genes where the 
direction of regulation is different in the combination compared to BMOV alone. The orange 
line in C represents the one gene, NQO1, which is significantly differentially expressed in 
combination-treated IMR32 cells compared to BMOV alone. 
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Surprisingly, in IMR32 cells there was just one additional gene expression 

change in the BMOV+BSO double treatment compared to BMOV alone, 

despite the very clear increase in cytotoxicity (Figure 4.6B). This gene was 

NQO1 (Figure 4.7C orange line), and the log2 fold change increase in 

expression between BMOV-treated and combination-treated cells was only 

0.37. When the normalised gene counts for the top 50 differentially expressed 

genes in untreated compared to BMOV+BSO-treated IMR32 cells were 

plotted, it became clear that in most cases gene expression changes induced 

by BMOV were modestly enhanced by the addition of BSO, although in all but 

one case not to a level that crossed the original gene filtering for significance 

and fold change (Figure 4.7C). Only 4 of these top 50 genes (blue lines in 

Figure 4.7C) had a change of expression in the opposite direction in 

combination-treated cells compared to BMOV alone, and none of these had a 

significant adjusted p value or a log2 fold change greater than 0.3. 

Furthermore, when expression of all 507 genes that were significantly 

differentially expressed in BMOV compared to untreated cells were assessed 

in combination-treated cells, 213 had gene expression changes in the opposite 

direction, however none of these were significant, and only 14 had a log2 fold 

changer greater than the lower cut off of 0.1 (or less than -0.1). It can therefore 

be concluded that the addition of BSO also does not induce a unique 

transcriptional response in IMR32 cells. In fact these data indicate that BSO 

does not induce a significant transcriptional response in IMR32 cells at all, 

neither as a monotherapy nor in combination with BMOV. 

4.2.6. Candidate BMOV effectors 

The other key aim of the RNAseq experiment was to more broadly understand 

the mechanisms that drive oxidovanadium activity in neuroblastoma cell lines, 

including both cytotoxicity and differentiation. Genome-wide transcriptomics 

using oxidovanadium, to our knowledge, has not been previously reported and 

we predicted that it would provide novel insight into vanadium action. Lists of 

genes that are differentially expressed in BMOV-treated compared to 

untreated cells were generated for the four cell lines for which I now had 

RNAseq data: IMR32, KELLY, LAN5 and SK-N-SH. The IMR32 and KELLY 

data was obtained in this project, whilst the LAN5 and SK-N-SH data came 
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from a previous project in our laboratory (A. Di Florio and A. Stoker, 

unpublished). These gene lists were compared in order to identify genes that 

are altered by BMOV treatment in multiple cell lines, and are therefore more 

likely to be critical for BMOV-induced cytotoxicity and/or differentiation (Figure 

4.8). The morphological response of these four cell lines to oxidovanadium 

does differ. IMR32 and KELLY cells display a cytotoxic response, whereas SK-

N-SH cells undergo neurite extension indicative of differentiation. LAN5 cells 

display a mixed cytotoxic/differentiation response (Clark et al., 2013, Clark et 

al., 2015). It is therefore unsurprising that the transcriptional responses to 

BMOV treatment in these cell lines also differed substantially. Nonetheless, 

there are 33 genes that are differentially expressed in all four cell lines, and a 

further 150 genes that are differentially expressed in the three cell lines in 

which oxidovanadium is cytotoxic (LAN5, IMR32 and KELLY) (gene lists 

shown in Appendix 4). These common genes are of greatest interest in 

increasing understanding of the mechanisms that drive oxidovanadium activity 

in neuroblastoma cells. 

Figure 4.8 – Many common and unique BMOV-induced transcriptional changes exist 
between neuroblastoma cell lines 
Venn diagram showing the numbers of differentially expressed genes that are common and 
unique to each of four neuroblastoma cell lines. For IMR32, KELLY and LAN5 cells, genes 
with p<0.05 and log2 fold change >0.3 or <-0.3 were considered to be differentially expressed. 
For SK-N-SH cells, the significance cut off was p<0.1. 
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Clearly a large number of genes were differentially expressed in response to 

BMOV in neuroblastoma cells, thus selecting targets for further analysis was 

challenging. A siRNA gene knockdown approach was going to be used to 

validate potential targets; I therefore focussed on genes that were down 

regulated in response to BMOV. In practical terms, these proteins may also be 

more amenable for therapeutic targeting in the future, by using small molecule 

inhibitors for example. A panel of 24 significantly down-regulated genes was 

selected based on various criteria (Table 4.2). Genes that had altered 

expression in IMR32, KELLY and LAN5 were prioritised, as a cell viability read 

out was going to be used to assess the effect of gene knockdown and BMOV 

is not highly cytotoxic to SK-N-SH cells. Genes with a significant log2 fold 

change less than -0.5 in all four cells lines or in some cases in at least three 

out of four cell lines were included. Genes with a significant fold change less 

than -1 in at least two of KELLY, IMR32 and LAN5, or those in the top 30% 

most altered genes in all three of these lines were also included. 

It was hypothesised that some of these 24 target genes identified may be 

important in the mechanisms driving BMOV-induced cytotoxicity. Thus, they 

may be critical for the growth and survival of neuroblastoma cells, making them 

potentially useful therapeutic targets. Expression of these genes was knocked 

down in IMR32 and KELLY cells using siRNA pools targeting each gene (ON-

TARGETplus siRNAs, Dharmacon) (Figure 4.9A+B). A scrambled, non-

targeting siRNA pool was used as a negative control, and KIF11 and CDC14B-

targeting siRNAs were used as positive controls. The experimental error 

across the replicates for these experiments was high due to lipofectamine 

toxicity that is extremely dependent on incubation times of transfection 

mixtures. Nonetheless, it was clear from these data that knocking down some 

of these genes had a significant, negative impact on cell viability. DCTN1, 

PDE2A, TUBGCP6 and GLMP were chosen for further analysis, as 

knockdown of these genes was associated with a large, and in most cases 

statistically significant, loss of viability in both neuroblastoma cell lines. The 

resazurin assay used here to assess cell viability following gene knockdown 

provides a measure of the relative quantity of metabolically active cells, 

therefore both cytotoxicity and changes in the rate of proliferation will be  
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Table 4.2 – Candidate BMOV effector genes 
24 genes that encode candidate BMOV effectors identified from RNAseq analysis. Log2 fold changes (Log2FC) and associated adjusted p (AdjP) values taken 
from DESeq2 analysis of RNAseq data from the current study (IMR32 and KELLY), and a previous data set from the laboratory (SK-N-SH and LAN5) (A. Di 
Florio and A. Stoker, unpublished). NA = not assessed, as gene counts were very low or zero. 

Gene Description 
IMR32 KELLY SK-N-SH LAN5 

Log2FC Adj P Log2FC Adj P Log2FC Adj P Log2FC Adj P 

ANKRD39 Ankyrin Repeat Domain 39. -0.6035 3.01E-05 -0.8237 1.15E-05 -0.7148 0.2775 -0.9178 0.00453 

CALHM2 Calcium homeostasis modulator family member 2, implicated in ALZ and CJD (Calero et al., 2012, 

Shibata et al., 2010). 

-0.5918 7.31E-05 -1.3159 2.49E-14 0.3384 0.9537 -0.3400 0.2636 

CCDC61 Coiled-coil domain containing 61. -0.5998 5.10E-05 -0.9895 2.75E-10 NA NA NA NA 

COX20 Cytochrome C Oxidase Assembly Factor, mutations associated with ataxia and muscle hypotonia 

(Szklarczyk et al., 2013). 

-0.7825 2.99E-13 -0.8680 1.12E-22 -0.3886 0.5883 -0.8073 4.46E-13 

DCTN1 Encodes the largest subunit of dynactin, mutations can cause neurodegenerative disease (Hwang et 

al., 2016), and DCTN1-ALK fusions have been reported in tumour cells (Cohen et al., 2018). 
-0.6293 4.36E-22 -0.9483 2.06E-49 -0.6864 0.05038 -0.7438 0 

EMG1 Encodes an 18S ribosome assembly protein, mutation associated with Bowen–Conradi syndrome, 
other proteins within complex (responsible for 18S maturation) implicated in ovarian cancer (Sondalle 

and Baserga, 2014). 

-0.9591 

 

5.32E-31 

 

-0.9351 

 

1.59E-19 

 

NA NA NA NA 

FAXDC2 A member of the fatty acid hydroxylase superfamily with a role in megakaryocytes. Deregulation 

associated with increased ERK signalling and leukaemia (Jin et al., 2016). 

-0.1247 

 

NA 

 

-2.1557 

 

8.15E-31 

 

-1.2426 

 

0.08795 

 

-0.6139 

 

0.6578 

 

G6PC3 Glucose-6-Phosphatase Catalytic Subunit 3, deficiency associated with congenital neutropenia 

(Notarangelo et al., 2014). 
-0.5485 7.98E-13 

 

-0.6146 

 

2.41E-13 

 

-0.4474 

 

0.1415 

 

-0.7801 3.25E-09 

GLMP Glycosylated Lysosomal Membrane Protein, knockout leads to liver fibrosis in mice (Nesset et al., 

2016). 

-1.1477 1.09E-19 -1.0035 2.66E-19 NA NA NA NA 

IL17RC Interleukin-17 receptor C, overexpressed in prostate tumours (You et al., 2007).  -0.5632 3.01E-05 -0.5111 0.00362 -0.0932 0.9999 -0.6284 0.01874 

ITFG2 Integrin Alpha FG-GAP Repeat Containing 2, part of the KICSTOR complex that negatively regulates 

mTORC1 signalling, which is involved in neurological disease and cancer (Wolfson et al., 2017). 
-0.4905 

 

1.65E-05 

 

-1.1087 

 

2.82E-17 

 

-1.0757 

 

0.09261 

 

-1.1827 

 

0 

 

LPCAT3 Involved in phospholipid remodelling, Lpcat3 deficiency increases cholesterol synthesis and promotes 

stem cell proliferation encouraging tumourigenesis (Wang et al., 2018).  

-0.9627 

 

1.28E-14 

 

-1.6155 

 

1.48E-36 

 

-0.8385 

 

0.0345 

 

-1.4504 

 

0 

 

LRRC75B Leucine rich repeat containing 75B negatively regulates of myogenic differentiation by modulating ERK 

signalling (Zhong et al., 2016).  

-0.5807 0.00011 -1.0063 3.87E-07 NA NA NA NA 

LYSMD1 LysM domain containing 1. -0.5997 9.54E-06 -0.7759 1.40E-07 -0.4988 0.4023 -0.8725 8.00E-07 

MRPL30 A mitochondrial ribosomal protein, possibly involved in type 2 diabetes (Chen et al., 2013). -0.6388 1.07E-12 -0.8620 7.40E-24 -0.6781 0.1099 -0.7535 1.07E-12 

PDE2A cGMP-dependent 3',5'-cyclic phosphodiesterase involved in regulating cAMP signalling, implicated in 

various human diseases including cancer (Hiramoto et al., 2014). 
-0.2342 0.03649 -0.6681 8.87E-14 -0.9171 0.00085 -0.5082 0.00191 

PTGES2 Synthesises prostaglandin E2, implicated in cancer, specifically high expression promotes proliferation 

and invasion in endometrial tumour cells (Ke et al., 2016).  
-0.8946 3.64E-25 -0.8036 1.80E-21 -0.8784 2.48E-05 -0.7763 0.00025 
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Table 4.2 continued 

SARS2 Mitochondrial seryl-tRNA synthetase, mutations can cause the rare mitochondrial disease HUPRA 

syndrome (Rivera et al., 2013). 
-0.7045 

 

4.68E-10 

 

-0.5007 

 

9.29E-06 

 

-0.7628 

 

0.4747 

 

-1.5087 

 

0 

 

SEPW1 Encodes selenoprotein W, implicated in cancer as depletion causes a delay in cell cycle progression at 

the G1/S transition by regulating p53 and p21 (Hawkes and Alkan, 2011).  
-0.8611 

 

5.23E-21 

 

-1.1029 

 

2.91E-41 

 

-0.5142 

 

0.2226 

 

-0.8930 

 

0 

 

SGSH Encodes sulfamidase, mutations can cause lysosomal storage disease (Lau et al., 2017). -0.5255 0.00053 -0.6391 5.82E-05 -0.8265 0.00245 -0.5566 0.00021 

SHPK Sedoheptulokinase, mutations possibly related to the lysosomal storage disorder cystinosis 

(Phornphutkul et al., 2001).  

-0.7867 6.25E-12 -0.8578 7.42E-11 NA NA NA NA 

TLCD1 TLC Domain Containing 1. -0.8646 1.84E-10 -0.7909 0.00015 -0.4849 0.9537 -1.8330 0.00159 

TMEM240 Transmembrane Protein 240, mutations result in spinocerebellar ataxia 21 (Delplanque et al., 2014). -0.1731 0.33950 -1.0221 3.71E-07 -1.2158 0.04449 -2.0871 9.20E-08 

TUBGCP6 Gamma-tubulin complex component 6, required for centriole biogenesis, mutations related to various 

congenital anomalies (Martin et al., 2014).  
-0.5343 

 

3.40E-07 

 

-0.6316 

 

5.14E-10 

 

-0.4985 

 

0.5847 

 

-0.6866 

 

1.60E-07 
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Figure 4.9 – Knockdown of some candidate BMOV effectors led to reduced neuroblastoma cell numbers 
A-B – Resazurin cell viability assays in IMR32 (A) and KELLY (B) cells 6 days following siRNA transfection. Results are colour coded based on percentage cell 
density compared to cells transfected with a scrambled (SCR) non-targeting control siRNA. Red <50% cells compared to scrambled, orange <75%, green >75%, 
grey - control conditions. ANOVA with Dunnett post hoc, * p<0.05 ** p<0.01 *** p<0.001 (n=3). C-F - Resazurin cell viability assay in IMR32 (C), KELLY (D), SK-
N-AS (E) and HEK-293T (F) cells 6 days following siRNA transfection. ANOVA with Dunnett post hoc, * p<0.05 ** p<0.01 *** p<0.001 (n=3).

F 

A B 

C D E 
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reflected in these values. Microscopy was taken of IMR32 cells transfected 

with each of the siRNAs (Figure 4.10A). There is clear rounding of cells, 

characteristic of cell death in DCTN1, PDE2A and to an extent TUBGCP6 

knockdown cells, whereas there appear to just be fewer GLMP knockdown 

cells with no clear morphological effects. These differences may reflect distinct 

roles of these proteins in survival and proliferation. 

Having selected four targets and shown promising data in IMR32, the 

knockdown experiments were extended to include SK-N-AS cells and HEK-

293T cells (Figure 4.9C-F). It was reassuring that knockdown of these genes 

in HEK-293T cells had no significant effect on final cell density, except a 

modest reduction for DCTN1, indicating some specificity of the potential role 

of these proteins in tumour cell growth and survival. SK-N-AS cells are more 

resistant to a range of chemicals, including oxidovanadium than IMR32 or 

KELLY (Figure 4.2A and Clark et al., 2015). Therefore, it was interesting that 

knockdown of these genes still resulted in reduced cell numbers. It is worth 

noting that in contrast to the morphological effects in IMR32 cells, none of the 

knockdown SK-N-AS cells display morphology indicative of cell death. Rather 

there seem to be simply fewer cells, perhaps due to reduced proliferation 

(Figure 4.10B). Furthermore, SK-N-AS cells are more resistant to BMOV, but 

are partially sensitive to the BMOV/BSO combination (Figure 4.2A and Clark 

et al., 2015). Therefore, it is likely that they have a high threshold for BMOV 

sensitivity, and perhaps knockdown of these genes using siRNAs was 

sufficient to cross that threshold. 

Quantitative PCR primers were designed for DCTN1, PDE2A, TUBGCP6 and 

GLMP, and used to confirm siRNA knockdown efficiency in IMR32 cells 

(Figure 4.10C). Good knockdown was achieved for PDE2A and DCTN1, 

around 50% and 60% respectively. The siRNAs targeting TUBGCP6 and 

GLMP were much less efficient, only knocking down 15% and 30% in this 

single experiment. However, the fold changes in gene expression observed in 

the RNAseq experiment were small, therefore very strong gene knockdown 

should not be required to mimic these changes. The qPCR primers were next 

used to assess expression of the 4 target genes in a panel of 8 neuroblastoma 

cell lines following BMOV treatment (Figure 4.11). This experiment served two 
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Figure 4.10 – Knockdown of candidate BMOV effectors caused cytotoxicity or reduced 
proliferation in distinct neuroblastoma cell lines 
A+B – IMR32 (A) and SK-N-AS (B) cells 6 days following siRNA transfection. Black arrows 
indicating dead or dying cells. Scale bar = 150 µm. C – SiRNA knockdown efficiency in IMR32 
cells 24 hours post transfection, assayed by qPCR (n=1). 
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purposes, first to validate the changes in gene expression observed in the 

RNAseq experiment, and second to determine whether these findings can be 

extended to other neuroblastoma cell lines. Cell lines with varying sensitivity 

to BMOV were chosen to assess any correlation between sensitivity and the 

degree of knockdown for these 4 genes (Figure 4.11A). All 8 cell lines were 

treated with 10 µM BMOV for 24 hours, before RNA extraction, cDNA 

synthesis, and qPCR using primers against the 4 target genes (Figure 

4.11B+C). In general, the target genes were knocked down to a greater extent 

in cell lines that were more sensitive to BMOV, either in terms of cytotoxicity 

or differentiation. IMR32, KELLY, LAN5 and SK-N-SH are all sensitive to 

BMOV and in most cases, as expected based on RNAseq analysis, all 4 genes 

were down regulated in response to BMOV treatment. SK-N-BE(2) are partially 

BMOV-sensitive, displaying some rounding of cell bodies indicative of 

cytotoxicity, and expression of all four genes was reduced, although this was 

only statistically significant for DCTN1 and GLMP. SK-N-AS are only very 

slightly sensitive to BMOV, and had a small but insignificant reduction in 

PDE2A, DCTN1 and GLMP expression. LAN1 and SK-N-DZ are resistant to 

BMOV in terms of both cytotoxicity and differentiation, and none of the genes 

were significantly down regulated following BMOV treatment. Although purely 

correlative at this stage, these data suggest knockdown of these 4 target genes 

may play a causal role in BMOV-induced cytotoxicity and/or differentiation, and 

that they may act to promote survival in neuroblastoma cells. 

If these genes are indeed drivers of BMOV-induced cytotoxicity, we would 

expect that their expression would be further down-regulated in BMOV/BSO-

treated cells, given that we have concluded that BSO enhances BMOV-driven 

transcriptional changes, in KELLY cells at least. Indeed, gene expression for 

PDE2A, DCTN1, GLMP and TUBGCP6 mirrors the trends shown in Figure 

4.7B+C (Figure 4.12A). In KELLY cells, all four genes were further 

significantly down-regulated in BMOV/BSO-treated cells compared to BMOV 

alone (BMOV vs [BMOV +BSO]), whereas in IMR32 cells there is no further 

significant change in expression (Figure 4.12B).
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Figure 4.11 – Reduced expression of effector genes following BMOV treatment 
correlated with BMOV sensitivity 
A – Neuroblastoma cell lines treated with 10 µM BMOV for 5 days. Scale bar = 100 µm. B 
(next page) – qPCR showing DCTN1, PDE2A, GLMP and TUBGCP6 gene expression in 
neuroblastoma cell lines treated with 10 µM BMOV for 24 hours. ANOVA with Bonferroni post 
hoc, ns = not significant * p<0.05 ** p<0.01 *** p<0.001 (n=3). C (next page) – Table 
qualitatively summarising morphological BMOV sensitivity and BMOV-induced gene 
expression changes in neuroblastoma cell lines. Morphological BMOV sensitivity (second 
column) was scored based on qualitative observations, including cell density, rounding up of 
cell bodies and loss of adhesion, all indicative of cytotoxicity, as well as neurite extension, 
which is observed in SK-N-SH cells following BMOV treatment and is indicative of 
differentiation. Gene expression changes were summarised from the qPCR analysis 
presented in B. 
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Figure 4.11 continued 

 

PDE2A DCTN1 TUBGCP6 GLMP

IMR32 S (Y) Y (Y) Y  S = Sensitive

KELLY S Y Y N (Y) (S) = Slightly sensitive

LAN5 S Y Y Y Y R = Resistant

SK-N-SH S Y Y Y Y Y = knock-down

SK-N-AS (S) (Y) (Y) N (Y) (Y) = non-significant knock-down 

LAN1 R N N N N N = no knock-down

SK-N-DZ R N (Y) (Y) (Y)

SK-N-BE(2) (S) (Y) Y (Y) Y

Gene knock-downBMOV 

sensitive

B 

C 
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Figure 4.12 – BMOV effector gene expression in BMOV, BSO and combination-treated 
cells 
A - Relative expression of PDE2A, DCTN1, GLMP and TUBGCP6 in BMOV, BSO and 
combination-treated IMR32 (blue) and KELLY (red) cells, extracted from RNAseq data. Mean 
normalised gene counts for each condition were calculated and normalised to untreated cells. 
B - Log2 fold changes (Log2FC) and associated adjusted p values (AdjP) from DESeq2 
analysis of comparative PDE2A, DCTN1, GLMP and TUBGCP6 gene expression between 
various chemical treatments. Colour coded to show whether genes met the original criteria to 
be considered significantly differentially expressed, and therefore appeared in filtered gene 
lists (log2 FC >0.3 or <-0.3, AdjP<0.05). Green = significant, orange = non-significant. 
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4.2.7. IPA analysis of BMOV-treated cells 

Another approach to utilise these RNAseq data for understanding BMOV 

cytotoxicity mechanisms is to use pathway analysis. IPA is a network analysis 

tool produced and maintained by QIAGEN, which correlates expression data 

with known signalling networks and upstream molecules. Any list of genes, 

along with corresponding relative expression values, can be imported, and the 

analysis generates a list of known networks associated with similar gene 

expression changes. Similarly, the software generates a list of upstream 

regulators, including chemicals, transcription factors etc., that cause similar 

gene expression changes to those within the imported list. Using this analysis, 

I hoped to gain insight into the cellular networks that may be involved in the 

mechanism by which BMOV induces cytotoxicity and differentiation in 

neuroblastoma cells. 

IPA analysis was performed using gene lists that were significantly up or down 

regulated in response to BMOV from both the current RNAseq experiment 

using IMR32 and KELLY cells, and the previous experiment using SK-N-SH 

and LAN5 cells (A. Di Florio and A. Stoker, unpublished). The findings from 

this analysis were, however, very difficult to interpret. Many networks and 

upstream regulators were identified, but in the vast majority of cases, the 

overlap with the experimental data sets was insignificant and based on gene 

associations with limited functional data. Furthermore, there were very few 

examples of networks that were detected in gene lists from multiple cell lines, 

making it difficult to identify pathways that are likely to be relevant in BMOV-

induced cytotoxicity and differentiation. For example, the top four pathways 

that correlated to the experimental data for BMOV-treated IMR32 cells all 

related to cholesterol biosynthesis. When these networks were investigated, 

correlations were based on very small numbers of genes, even fewer of which 

actually correlated with the experimental data (5 out of 28 genes for the first 

pathway and 3 out of 13 for the other 3). LPCAT3 was one of these genes, and 

was significantly down regulated in response to BMOV in all four cell lines 

(Table 4.2). However, siRNA-mediated knockdown of LPCAT3 did not induce 

loss of cell viability in IMR32 or KELLY cells (Figure 4.9A+B). Reduced 

expression of LPCAT3 has been linked to increased cholesterol synthesis, 
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which can led to enhanced proliferative signalling that may promote 

tumourigenesis (Wang et al., 2018). Increased levels of cholesterol have been 

previously reported in cancer, in particular in breast cancer where high plasma 

cholesterol is reported to enhance tumour aggressiveness (Aylon and Oren, 

2016, Llaverias et al., 2011). It is therefore unlikely that cholesterol 

biosynthesis plays a causal role in BMOV-induced cytotoxicity, given that 

LPCAT3 expression is reduced, rather than enhanced by BMOV treatment. 

Activation of the non-canonical Wnt-calcium signalling pathway was correlated 

with the BMOV-treated KELLY cell RNAseq data. Wnt signalling and in 

particular the Wnt-calcium pathway has been heavily implicated in various 

cancers including neuroblastoma (De, 2011, Blanc et al., 2005), however 

activation of Wnt signalling was not correlated with the data from the other 

three cell lines. 

4.2.8. BMOV induces activation of cAMP signalling 

Although it was difficult to discern patterns in the IPA analysis, I did identify 

one potential pathway that showed more promise as a BMOV effector. IPA 

analysis using both the current KELLY RNAseq data, and the previous SK-N-

SH and LAN5 data, identified significant overlap between the forskolin 

activation network and my experimental data (Figure 4.13A+B). Forskolin is a 

naturally occurring diterpene found in the roots of the Coleus forskohlii plant, 

which has been used in traditional medicine for many centuries (Kanne et al., 

2015). It directly activates adenylyl cyclase (AC) and therefore elevates 

intracellular cAMP levels, resulting in increased cAMP-mediated signalling 

events (Seamon et al., 1981) (Figure 4.13C). One of the major implications of 

elevated cAMP is increased protein kinase A (PKA) signalling, which is 

involved in many cell behaviours including proliferation, apoptosis and 

differentiation, and is therefore highly relevant to cancer biology (Sapio et al., 

2017). Several published studies have demonstrated anti-cancer properties of 

forskolin and other agents that increase cAMP signalling in range of tumour 

types. These properties include reduced proliferation, reduced migration, and 

increased epithelial morphology (Pattabiraman et al., 2016, Chen et al., 1998). 

Of particular interest, forskolin is able to induce differentiation in 

neuroblastoma cell lines (Radha et al., 2008). Interestingly, PDE2A, one of the  
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Figure 4.13 – BMOV-induced transcriptional changes were consistent with activation of 
the forskolin/cAMP signalling network 
A+B – IPA network analysis showed correlation between forskolin associated genes and 
transcriptional changes from BMOV-treated KELLY (A) and LAN5/SK-N-SH (B) RNAseq data 
sets. Genes in red symbols had increased expression in BMOV-treated cells and genes in 
green had decreased expression. Orange and blue lines indicate agreement between the 
predicted and observed transcriptional changes, yellow lines indicate disagreement. In all cell 
lines the observed gene expression changes broadly correlate with the predicted forskolin 
activation network. © 2000-2017 QIAGEN. C – Simplified forskolin/cAMP signaling pathway. 
AC = adenylyl cyclase, PKA = protein kinase A. Forskolin activates AC, which in turn activates 
PKA-mediated signaling pathways via increased cAMP, leading to increased apoptosis and 
differentiation and reduced proliferation (Chen et al., 1998). 

KELLY 

LAN5 / SK-N-SH 

A 

B C 

forskolin 
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genes that is down-regulated following BMOV treatment (Table 4.2 and Figure 

4.11B), and for which knockdown caused a loss of cell viability in 

neuroblastoma cells (Figure 4.9 + 4.10), is involved in cAMP signalling. 

PDE2A is a dual substrate cyclic nucleotide phosphodiesterase (PDE), which 

hydrolyses both cAMP and cGMP (Martins et al., 1982). Hydrolysis and 

degradation of these second messengers is critical for the proper regulation of 

their activity and the pathways that they regulate. PDE2A is unique in that its 

cAMP hydrolysis activity is enhanced by cGMP binding, allowing crosstalk 

between these pathways (Beavo et al., 1971, Martinez et al., 2002, Russwurm 

et al., 2009). 

As BMOV appeared to enhance signalling along the forskolin network 

according to IPA and the transcriptomic data, I hypothesised that activation of 

this network may induce some BMOV-like morphological changes. 

Neuroblastoma cells were treated with forskolin to activate signalling, and cell 

viability and differentiation was assessed (Figure 4.14A+B). IMR32 cells 

treated with 100 µM forskolin for 6 days began to round up and lose adhesion 

typical of cytotoxicity. IMR32 as well as KELLY, LAN5, SK-N-SH and HEK-

293T cell viability following 3 days treatment with 100 µM forskolin was then 

assayed using resazurin (Figure 4.14B). IMR32, LAN5 and HEK-293T cells 

were sensitive to forskolin under these conditions. SK-N-SH cells did not 

display a loss of cell viability. However, there were subtle signs of 

differentiation after 6 days forskolin treatment, namely increased neurite length 

and rounding and elongation of cell bodies, and cells appeared to have 

scattered rather than growing in clusters (Figure 4.14A). This partially mimics 

the phenotype observed following BMOV treatment at least qualitatively 

(Figure 4.3). KELLY cells were not sensitive to forskolin treatment. 

With help from Dr. Michael Orford (Stem cells and regenerative medicine, ICH, 

UCL), we were able to measure cAMP concentrations using HPLC in cells 

treated with BMOV or forskolin for 24 hours (Figure 4.14C). In SK-N-SH cells, 

intracellular cAMP concentration was increased following treatment with both 

forskolin and BMOV, although this did not reach statistical significance using 

ANOVA with Dunnett post hoc testing. Forskolin modestly increased cAMP 

concentration in BMOV-resistant SK-N-AS cells, however BMOV had no 
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effect. Interestingly there were no changes in cAMP concentration following 

treatment with BMOV or forskolin in KELLY cells, despite activation of the 

forskolin gene expression network being highlighted in BMOV-treated KELLY 

cells in the IPA analysis. Nonetheless, taken together these data indicate that 

increased cAMP, perhaps due to reduced PDE2A expression, may form part 

of the mechanisms that drive cytotoxicity and differentiation following BMOV 

treatment in some neuroblastoma cell lines (Figure 4.15). 

Figure 4.14 – cAMP signalling may contribute to BMOV-induced cytotoxicity  
A – IMR32 and SK-N-SH cells treated with 100 µM forskolin for 6 days showing BMOV-like 
morphological changes. Black arrows indicate loss of adhesion indicative of non-viable cells. 
White arrows indicate neurite extension and rounded elongated cell bodies, indicative of 
differentiation. Scale bar = 150 µm. Images on the right are zoomed in fields of view for 
forskolin-treated cells. B – Resazurin cell viability assay in IMR32, KELLY, LAN5, SK-N-SH 
and HEK-293T cells treated with 100 µM forskolin for 3 days. Independent T-tests comparing 
forskolin-treated to untreated (UT) cells for each cell line, ** p<0.01 *** p<0.001 (n=3). C – 
cAMP concentration measured by HPLC in KELLY, SK-N-SH and SK-N-AS cells treated with 
10 µM BMOV or 100 µM forskolin for 24 hours (n=3). No statistical significance using ANOVA 
with Dunnett post hoc.   
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Figure 4.15 – Proposed BMOV mechanism of action 
AC = adenylyl cyclase, PKA = protein kinase A. PDE2A was downregulated following BMOV 
treatment in the RNAseq experiment. Reduced PDE2A expression inhibits cAMP degradation, 
resulting in enhanced cAMP-mediated signalling, including the PKA pathway, leading to 
increased apoptosis and differentiation and reduced proliferation (Chen et al., 1998). 

4.3. Discussion 

Here I have confirmed that the oxidovanadium derivative BMOV is able to drive 

cytotoxicity and/or differentiation in a subset of neuroblastoma cell lines 

(Figures 4.1-3). This has been previously published by our group (Clark et al., 

2013, Clark et al., 2015), and the anti-cancer effects of BMOV and other 

oxidovanadium compounds have been widely described in other tumour types 

(Dąbroś et al., 2011, Sálice et al., 1999, Evangelou, 2002). The mechanisms 

that drive these BMOV-induced morphological changes in neuroblastoma cell 

lines, and more broadly the anti-cancer effects of oxidovanadium compounds 

in various cancer models had, however, remained somewhat unclear. Here, I 

have presented data indicating that oxidovanadium can generate a broad and 

complex transcriptional response in these tumour cells. The data point to a role 

of the cAMP signalling network, perhaps including PDE2A, as a novel 

mechanism underlying some of the observed oxidovanadium effects. 

When considering chemicals for therapeutic use it is important to consider their 

effects on off-target tissues. In this study, I treated a range of neuroblastoma 

and non-neuroblastoma cell lines with BMOV and BSO (Figure 4.2A and 

Appendix 2). Although there was a range of sensitivities to BMOV, these did 

not group into sensitive tumour and resistant non-tumour cell lines. 

Nonetheless, the fact that oxidovanadium was not generally toxic to all cell 
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lines was reassuring. SK-N-SH cells show morphological changes indicative 

of differentiation following oxidovanadium treatment (Figure 4.3). However, it 

is possible that this may be associated with a generalised stress response. 

Furthermore, human phase I and phase IIa clinical trials using BEOV, an ethyl 

analogue of BMOV, in the diabetes field have been performed, reporting no 

major adverse effects (Thompson et al., 2009). It should however be noted 

that the maximum plasma concentration of BEOV in these clinical trials was 

170 ng/ml, which is equivalent to 493 nM and is thus much lower than the 10 

µM used in most of the in vitro assays reported here (Thompson and Orvig, 

2006). BSO was generally tolerated by most neuroblastoma and non-

neuroblastoma cell lines tested here, although this somewhat contradicts 

previously published data (Anderson et al., 1997, Dukhande et al., 2013). BSO 

has also been used and tolerated in human clinical trials to enhance the anti-

cancer action of other therapeutic agents at concentrations that exceed those 

used in this project (Bailey et al., 1994, Anderson et al., 2001). The 

combination of BMOV with BSO induced some level of cytotoxicity in all cell 

lines treated in this study. Therefore, while clear that BSO enhances 

oxidovanadium action, biochemically, transcriptionally and cytotoxically, it 

remains to be seen whether such a combination would remain tolerated in in 

vivo tumour models and therefore be useful ultimately in humans. 

Nonetheless, advances in delivery methods such as targeted nanoparticles 

may allow a combination of oxidovanadium with glutathione blockage to be 

safely delivered to tumour cells (addressed in part in Chapter 5). Alternatively, 

a better understanding of the mechanisms that drive BMOV activity in 

neuroblastoma cells, as I aimed to achieve here, may itself lead to the 

identification of novel druggable therapeutic targets that will not require use of 

oxidovanadium itself. 

Work previously published by our group and described in Section 4.1. 

indicated that BMOV-induced cytotoxicity was unlikely to be driven by ion 

channel blockage, genotoxicity, or ROS production (Clark et al., 2015). In the 

same paper it was reported that phosphorylation of AKT and ERK are 

increased after treatment with BMOV, and that these increases in 

phosphorylation somewhat correlate with BMOV sensitivity. This is perhaps 
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surprising given that both Ras-MAPK and PI3K/AKT pathways are for the most 

part considered positive regulators of cell proliferation and survival, and 

activating mutations in both pathways are very common in virtually all cancers 

(McCubrey et al., 2007, Hennessy et al., 2005). However, it is rarely the case 

that signalling molecules and pathways are purely cancer promoting or 

inhibiting, most can have opposing roles in specific contexts (Sever and 

Brugge, 2015). This is true for both AKT and ERK pathways. For example, 

whilst AKT is often pro-survival, activation of AKT can also sensitise tumour 

cells to ROS-mediated apoptosis (Los et al., 2009, Nogueira et al., 2008). 

Similarly, sustained activation of ERK can promote apoptosis, autophagy and 

senescence (Cagnol and Chambard, 2010). Moreover in neuroblastoma 

specifically, where retinoic acid is used therapeutically, activation of both AKT 

and ERK is observed during retinoic acid-induced differentiation in SH-SY5Y 

cells (Singh et al., 2003, López-Carballo et al., 2002). In the current study, I 

have shown that increased phosphorylation of AKT and ERK is unlikely to be 

a driver of BMOV-induced cytotoxicity in neuroblastoma cells. These signalling 

events are certainly not required for loss of viability to occur, as inhibition of 

MEK and AKT did not reduce sensitivity to BMOV (Figure 4.5). In particular, I 

wanted to ask whether these pathways act redundantly, such that inhibition of 

either MEK or AKT would not affect BMOV-induced cytotoxicity. However even 

when both inhibitors were administered together, IMR32 cells were not 

protected from cytotoxicity induced by BMOV (Figure 4.5C). I was able to 

confirm that these MEK and AKT inhibitors were active in reducing 

phosphorylation of ERK and AKT (Figure 4.5A). However, as basal levels of 

phospho-EKR and AKT were fairly low in IMR32 and KELLY cells, acute 

pathway activation followed by inhibitor treatment, may have produced more 

convincing data. Nevertheless, these findings build on the laboratory’s 

previous report that increased phosphorylation of AKT and ERK is also not 

required for BMOV-induced differentiation in SK-N-SH and LAN5 cells (Clark 

et al., 2013). Phosphorylation of AKT and ERK was assessed following 

relatively long time points of BMOV treatment, 48 or 72 hours in this study and 

24 hours in previous publications from the lab (Clark et al., 2012, Clark et al., 

2015). Therefore, these signalling changes are likely to be indirect effects. It is 

possible that increased signalling down these pathways is a survival feedback 
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mechanism, which occurs in these cells to counteract the growth inhibitor and 

cytotoxic effect of BMOV. Regardless, increased phosphorylation of AKT and 

ERK can nonetheless be used as a marker of oxidovanadium activity, as these 

events seem to occur whenever BMOV is active, regardless of whether the 

cellular response is cytotoxicity or differentiation. 

Having eliminated activation of AKT and/or ERK as the key mechanisms 

driving BMOV-induced toxicity, genome-wide transcriptomics was then used 

in attempt to identify alternative pathways. The unbiased RNAseq analysis 

presented here clearly demonstrates that there is a complex transcriptional 

response to BMOV, and the BMOV+BSO combination, in neuroblastoma cells. 

The decision to use a transcriptomic approach was not necessarily an obvious 

one. As discussed previously, oxidovanadium, specifically the vanadate ion, is 

a broad-specificity inhibitor of PTPs (Swarup et al., 1982). If PTP inhibition is 

the primary mechanism of action of BMOV, then phospho-mass spectrometry 

looking for differences in the phospho status of all proteins that are 

phosphorylated on tyrosine residues may be a good, although still complex, 

approach to look for mechanistic insight. This is certainly true; however, the 

laboratory had previously established that there is a transcriptional response 

to BMOV in SK-N-SH and LAN5 cells (A. Di Florio and A. Stoker, unpublished); 

therefore, it was reasonable to expand on this approach to look for 

mechanisms of BMOV-induced cytotoxicity in IMR32 and KELLY cells. 

Furthermore, this would allow four data sets from four distinct neuroblastoma 

cell lines to be directly compared, hopefully leading to the identification of 

transcriptional changes that are relevant for BMOV activity across a range of 

neuroblastoma cell lines. 

One key question that I wanted to answer using the RNAseq data was how 

BSO enhances BMOV-induced cytotoxicity in neuroblastoma cell lines. 

RNAseq was performed in IMR32 and KELLY cells treated with BMOV with 

and without BSO. In KELLY cells there were 1835 significant gene expression 

changes in BMOV+BSO-treated cells compared to BMOV alone (BMOV vs 

[BMOV + BSO]) (Figure 4.7A). Of these 1835 genes, expression of over 80% 

were also altered in the same direction by BMOV alone, although not always 

significantly (Figure 4.7A+B). This strongly suggests that BSO chemically 
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enhances BMOV activity, therefore enhancing BMOV-induced transcriptional 

changes, rather than generating a unique, combination-specific response. 

Although a small proportion of genes (17%) were seemingly uniquely 

differentially expressed in the opposite direction in combination-treated cells 

compared to BMOV-treated cells, these were mostly associated with extremely 

low and non-significant fold changes and are therefore unlikely to be relevant. 

Further support for the conclusion that BSO does not induce a unique 

combination-specific response comes from the IMR32 data. In contrast to in 

KELLY cells, there was surprisingly only one significant gene expression 

change in BMOV+BSO-treated IMR32 cells compared to BMOV alone (BMOV 

vs [BMOV + BSO]), despite clear increased cytotoxicity (Figure 4.1A, 4.6B 

and Clark et al., 2015). The genes with the highest fold changes in untreated 

compared to combination-treated IMR32 cells were modestly up- or down-

regulated in the same direction in the combination treatment compared to 

BMOV alone, although these additional changes were mostly not significant 

(Figure 4.7C). This difference between IMR32 and KELLY cell response to the 

BMOV+BSO combination was very unexpected, and suggests that perhaps in 

IMR32 cells BMOV alone is sufficient to drive the gene expression changes 

required for BMOV-induced cytotoxicity. Phenotypically IMR32 cells are more 

sensitive to BMOV in monotherapy than KELLY cells; therefore, it is plausible 

that more of the genes responsible for BMOV-induced cell death are already 

altered maximally following BMOV treatment alone in IMR32 cells compared 

to KELLY cells. However, importantly, there is still an additional cytotoxic effect 

of BMOV+BSO co-treatment compared to BMOV alone in IMR32 cells (Figure 

4.1A), that may therefore be driven by biochemical rather than transcriptional 

changes. In order to assess whether the biochemical response to BMOV is 

enhanced by BSO in IMR32 as well as KELLY cells, phosphoproteomics could 

be employed. Nonetheless, these data suggest that in KELLY cells at least, 

BSO enhances BMOV-driven transcriptional changes, and this may explain in 

part the increased cytotoxicity observed in combination-treated cells. 
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Figure 4.16 – BSO chemically enhances BMOV activity  
Proposed mechanisms by which BSO enhances BMOV-induced cytotoxicity in neuroblastoma 
cells. BSO-induced depletion of glutathione (GSH) likely encourages the cytoplasmic 
equilibrium of vanadyl (V(IV)) to vanadate (V(V)) to shift to favour PTP-inhibiting vanadate, 
contributing to BMOV-induced cytotoxicity (1). Vanadyl-to-vanadate cycling produces reactive 
oxygen species (ROS), which may contribute directly to BMOV-induced cytotoxicity via non-
PTP related mechanisms, or indirectly via PTP inhibition by active site cysteine oxidation. BSO 
may further enhance BMOV-induced cytotoxicity both by preventing GSH-mediated PTP 
active site reactivation (2), and by preventing GSH-mediated ROS clearance (3).  

The hypothesis that BSO enhances BMOV cytotoxicity by chemically 

enhancing its activity is logical based on glutathione activity (Figure 4.16). As 

stated previously, BSO is a chemical inhibitor of the rate-limiting enzyme in 

glutathione synthesis, and therefore depletes intracellular glutathione (Figure 

4.1C). Macara et al. (1980) reported that reduction of vanadate to vanadyl, was 

dependent on intracellular glutathione. Therefore BSO-mediated glutathione 

depletion likely promotes the PTP-inhibiting vanadate form of the vanadium 

ion. Furthermore, PTPs can be inhibited by oxidation of their active site 

cysteine, either by vanadium compounds directly, or by ROS produced during 

vanadyl-to-vanadate cycling (Peters et al., 2003, Barford, 2004, Ostman et al., 

2011). This inhibition is reversible as cysteine residues can be reduced, 
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coupled to glutathione oxidation (den Hertog et al., 2005). Therefore, depletion 

of glutathione may also directly induce sustained PTP inhibition. 

BSO may also increase BMOV-induced cytotoxicity by sensitising cells to 

oxidative stress (Figure 4.16). Glutathione is one of the cell’s major antioxidant 

defences as it sequesters ROS. Therefore, depletion of glutathione may leave 

neuroblastoma cells more susceptible to oxidative damage. Cancer cells 

notoriously have higher basal levels of oxidative stress, a feature that has been 

exploited therapeutically over many decades (Fang et al., 2007). BSO has 

been reported to enhance cytotoxicity of other chemotherapeutic drugs in 

neuroblastoma, perhaps by sensitising cells to oxidative damage (Anderson 

and Reynolds, 2002), and has even been found to induce cytotoxicity as a 

monotherapy in some neuroblastoma cell lines (Dukhande et al., 2013, 

Anderson et al., 1997, Anderson et al., 2001). Although IMR32 and KELLY 

cells were not sensitive to BSO in monotherapy in our hands, we did see high 

levels of toxicity in SK-N-DZ and SK-N-BE(2) cells in agreement with data 

reported by Anderson et al. (1997) (Figure 4.2A). It has been suggested that 

BSO sensitivity across different neuroblastoma cell lines is dependent on the 

overall redox status of the cell (Marengo et al., 2008). Therefore, it is possible 

that IMR32 and KELLY cells are resistant to BSO alone, due to high levels of 

redox tolerance, but glutathione depletions renders them extremely sensitive 

to even the fairly low increases in ROS associated with BMOV treatment (Clark 

et al., 2015). In this model, even if oxidative stress is not the primary 

mechanism driving BMOV-induced cytotoxicity, it may come into play when 

glutathione is depleted. This may explain why cell lines that are resistant to 

BMOV alone were sensitive to the combination (Figure 4.2A). If this were to 

be true, we would expect unique transcriptional changes associated with 

oxidative stress to occur in BMOV/BSO-treated cells, qualitatively different 

from those observed in cells treated with BMOV alone. Although importantly, 

increased ROS produced as a result of vanadyl-to-vanadate cycling, and 

sustained due to BSO-induced glutathione depletion, may contribute directly 

to PTP inhibition via cysteine oxidation, and this may also contribute to 

increased cytotoxicity (Barford, 2004) (Figure 4.16). 



 

180 
 

In general, analysis of the RNAseq data did not support non-specific oxidative 

damage as the mechanism for BMOV/BSO driven cytotoxicity. IPA analysis 

did provide weak a correlation between activation of the NRF2-mediated 

oxidative stress pathway and the experimental expression data from KELLY 

cells treated with BMOV+BSO compared to BMOV alone. NRF2 is a 

transcription factor that translocates to the nucleus following increased ROS, 

where it regulates the expression of genes involved in antioxidant and anti-

inflammatory defences (Kumari et al., 2018). Activation of this pathway would 

indicate that KELLY cells treated with BMOV in combination with BSO are 

subjected to oxidative stress. However, we deemed this correlation to be 

insignificant as the overlap between the expected gene expression changes 

when the NRF2-mediated oxidative stress response pathway is active and the 

observed experimental changes was only 5.7%, with expression of just 11 out 

of 193 associated genes changing in the correct direction. Furthermore, this 

correlation, and others, may occur purely as a consequence of apoptosis 

rather than a cause, i.e. these genes may be up or down regulated due to 

apoptosis, and are not themselves initiating apoptosis. Further analysis using 

RNA extracted from cells treated with BMOV over a range of time points would 

be required to separate gene expression changes that likely occur as a 

consequence of the initiation of cell death. Importantly, previous published 

work by our group reported that whilst ROS are modestly increased by BMOV, 

this occurs in both BMOV-sensitive and resistant neuroblastoma cell lines, and 

there is no further increase when cells are treated with BMOV and BSO in 

combination (Clark et al., 2015). Thus to date we feel the most likely 

explanation for BSO enhancing BMOV-induced cytotoxicity is that depletion of 

glutathione encourages the cytoplasmic equilibrium of oxidovanadium to shift 

to the PTP-inhibiting vanadate form of the vanadium ion, therefore chemically 

enhancing BMOV activity. Nonetheless, a role for ROS production in the 

observed cell death cannot be entirely ruled out given the apparent complexity 

of BMOV’s actions. In either case, it is clear that combining BMOV with BSO-

mediated glutathione suppression enhances the therapeutic potential of this 

oxidovanadium compound. 
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The other main aim of the RNAseq data analysis was to identify specific BMOV 

effector pathways and molecules that drive BMOV-induced cytotoxicity and 

differentiation in neuroblastoma cells. For this I used BMOV-treated IMR32 

and KELLY cells from my data set, as well as SK-N-SH and LAN5 from a 

previous data set obtained by the team (A. Di Florio and A. Stoker, 

unpublished). Comparison of lists of genes that are differentially expressed 

following BMOV treatment in each of the cell lines revealed many similar and 

unique gene expression changes (Figure 4.8). Genes that were differentially 

expressed in multiple cell lines were assumed to be most critical for BMOV 

activity. Two approaches were then taken in identifying mechanisms that might 

be important for BMOV-induced cytotoxicity. First, careful filtering of gene lists 

led to the selection of 24 candidate BMOV effector genes that were down-

regulated in response to BMOV in multiple cell lines (Table 4.2). The majority 

of these genes had not been previously convincingly implicated in cancer, but 

as I was attempting to identify novel targets using hypothesis-free analysis, 

they were all taken forward for further validation. Initial siRNA-mediated 

knockdown experiments were performed revealing a wide range of final cell 

densities following transfection with each siRNA pool (Figure 4.9A+B). The 

majority of the siRNAs reduced cell viability or proliferation fairly modestly. This 

is perhaps not surprising given that the gene expression changes observed in 

the RNAseq experiment had fairly low fold changes. Furthermore, the degree 

of cell death observed following BMOV treatment is almost certainly driven by 

the combined effect of several transcriptional and post-translational changes. 

It is therefore unlikely that a similar level of cytotoxicity could be achieved by 

silencing one candidate BMOV effector in isolation. Nonetheless, significant 

differences in cell viability following knockdown of the 24 genes were indeed 

observed in IMR32, KELLY and SK-N-AS cells for four genes in particular, 

DCTN1, PDE2A, TUBGCP and GLMP (Figure 4.9C-F). When gene 

expression following BMOV treatment was assessed in a wider panel of 

neuroblastoma cell lines, reduced expression of these genes broadly 

correlated with BMOV sensitivity (Figure 4.11). These genes and their 

encoded proteins may therefore play a critical role in BMOV-induced 

cytotoxicity, and by extrapolation in normally sustaining neuroblastoma cell 

proliferation or survival. They could therefore form the initial basis for future 
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research into novel targeted therapies. Importantly, due to time limitations, 

genes that were upregulated have not yet been analysed in detail, and may 

well provide further insights into the mechanisms driving BMOV activity in 

neuroblastoma cell. I chose to prioritise down regulated genes as this may be 

more easily targeted using small molecules for example. 

The second approach that I took in identifying signalling pathways that drive 

BMOV activity was network analysis using IPA (QIAGEN). For this, lists of 

genes that were significantly up or down regulated following BMOV treatment 

were analysed. As with the gene list filtering, I intended to use this analysis in 

an unbiased and hypothesis-free manner. However, due to the complexity of 

the output of network analysis described previously, it was very difficult to 

identify meaningful candidate pathways that may play a role in BMOV activity. 

Network analysis using large datasets such as these is notoriously 

complicated, in particular when using chemicals with broad activity like BMOV. 

We therefore decided to focus on a network identified using the IPA analysis 

for which there was a good basis for a role in cancer based on the literature. 

Gene expression changes associated with forskolin correlated with our 

experimental datasets for KELLY, LAN5 and SK-N-SH based on IPA analysis. 

Forskolin activates cAMP signalling, which has been previously implicated in 

cell survival, proliferation and differentiation (Chen et al., 1998, Sapio et al., 

2017). Furthermore, PDE2A, one of the genes identified as a candidate BMOV 

effector, is implicated in cAMP signalling. This gave us some confidence in 

pursuing cAMP signalling as a potential BMOV effector pathway. Alternative 

pathway analysis tools such as Gene Set Enrichment Analysis and WebGesalt 

are available, and these could be used to reanalyse the RNAseq data. This 

may both identify alternative interesting potential BMOV effector pathways, 

and validate the forskolin network correlation that was identified using IPA. 

I have presented some initial data that provide some support for a role of cAMP 

signalling in BMOV-induced cytotoxicity and differentiation in neuroblastoma 

cell lines. Neuroblastoma cells treated with forskolin for the most part mirrored 

the morphological changes observed following BMOV treatment (Figure 

4.14A+B). Given the role of forskolin in activating cAMP-mediated signalling 

(Seamon et al., 1981), I measured cAMP concentrations in cells treated with 
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BMOV and forskolin to see if BMOV really did activate this pathway (Figure 

4.14C). HPLC was used to measure cAMP concentrations. This was a new 

and challenging assay developed in collaboration with Dr. Michael Orford 

(Stem cells and regenerative medicine, ICH, UCL) and probably requires 

further validation since cAMP concentrations were very close to the lower 

detection limit. Nonetheless, initial data suggest that in SK-N-SH cells at least, 

BMOV increases cAMP to a similar level compared to forskolin, although these 

data are not yet significant. This supports a role of cAMP signalling in BMOV 

activity. It is interesting that KELLY cells were resistant to forskolin in terms of 

both cytotoxicity and increased cAMP concentration (Figure 4.14B+C). BMOV 

also did not increase cAMP concentrations in these cells, despite the forskolin 

network being identified by IPA using the KELLY data set. It seems therefore 

that KELLY cells do not require increased cAMP itself in order to be killed by 

BMOV, however this cytotoxicity may still be dependent on changes to 

signalling further down the cAMP network. 

First described in the 1950s, cAMP is an important second messenger that 

leads to activation of PKA (Rall and Sutherland, 1958, Walsh et al., 1968, 

Caretta and Mucignat-Caretta, 2011). PKA is activated via cAMP binding to 

regulatory subunits, allowing activation of the catalytic subunits (Caretta and 

Mucignat-Caretta, 2011). Active PKA is then able to phosphorylate a number 

of targets, contributing to the role of cAMP/PKA signalling in numerous cell 

behaviours including cell survival, proliferation and differentiation (Figure 

4.13C) (Chen et al., 1998, Sapio et al., 2017). Given this role in the regulation 

of cell viability and differentiation, it is unsurprising that this pathway is heavily 

implicated in cancer. Although activation of PKA is the most well described 

effect of increased cAMP, it can also act directly on other signalling molecules, 

for example, ion channels and guanine nucleotide exchange factors and these 

effects may also be relevant to cancer (Biel, 2009, de Rooij et al., 1998). 

Intracellular levels of cAMP are controlled by the opposing action of AC and 

PDEs, which catalyse the formation of cAMP from ATP and the hydrolysis of 

cAMP to 5’AMP respectively (Fertig and Baillie, 2018). Although enhanced 

signalling down the cAMP/PKA pathway has been positively implicated in 

tumour initiation and development, and therapeutic inhibition of this network 
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has been described, there are also studies showing that elevating cAMP can 

have beneficial outcomes in cancer cells (Insel et al., 2012). These outcomes 

include induction of mesenchymal-to-epithelial transition, reduced 

proliferation, apoptosis, differentiation, and reduced motility (Sapio et al., 2017, 

Naviglio et al., 2010, Burdyga et al., 2013, Dong et al., 2015, Follin-Arbelet et 

al., 2015, Pattabiraman et al., 2016, Perez et al., 2016). Lower risk of colorectal 

cancer has been reported in patients taking long-term antidepressants that 

enhance cAMP signalling (Chubak et al., 2011). Murata et al. (2000) showed 

that inhibition of PDE4 using rolipram elevated cAMP levels in colon cancer 

cells, leading to suppression of the invasive properties of these cells. Anti-

cancer effects of the PDE4-specific inhibitor rolipram have also been shown in 

chronic lymphocytic leukaemia (CLL) and glioma (Kim and Lerner, 1998, Chen 

et al., 2002). Daniel et al. (2016) used data sets from The Cancer Genome 

Atlas (TCGA) to show that suppression of the cAMP signalling pathway is 

common in many cancer types, including glioblastoma, lung adenocarcinoma, 

bladder urothelial carcinoma and uterine endometrial carcinoma. Using the 

human protein atlas, they also showed that PRKACA (a catalytic subunit of 

PKA) was downregulated in a number of cancers. Finally, they report that 

activation of cAMP signalling using forskolin and a PDE inhibitor leads to 

apoptosis in glioblastoma cells. Several studies have reported the anti-cancer 

efficacy of forskolin in various tumour types, where forskolin-induced cAMP 

elevation leads to reduced proliferation, reduced migration, and increased 

epithelial morphology (Pattabiraman et al., 2016, Chen et al., 1998). Of 

particular interest, forskolin is able to induce differentiation in neuroblastoma 

and glioblastoma cell lines (Radha et al., 2008, Xing et al., 2017). 

Both approaches used to analyse the RNAseq data in order to identify 

transcriptional changes that are relevant to BMOV activity in neuroblastoma 

cell lines, gene list filtering to identify BMOV effectors, and IPA network 

analysis, pointed to cAMP signalling. The above studies support the 

hypothesis that enhanced cAMP can lead to anti-cancer effects in various 

tumour models, and therefore give some confidence in cAMP signalling, both 

PKA dependent and independent, as a potential BMOV effector pathway in 

neuroblastoma. At this stage, the mechanism that drives this apparent link 
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between BMOV cytotoxicity and cAMP signalling is not at all clear. There have 

been some suggestions that treatment with vanadate leads to cAMP 

accumulation in renal and heart tissue; however, this has so far not been 

described in tumour cells, and a role for cAMP in the published anti-cancer 

effects of vanadium has not been described to my knowledge (Eiam-Ong et 

al., 2018, Krawietz et al., 1980, Hackbarth et al., 1980). PTP inhibition is one 

of the major consequences of oxidovanadium treatment and based on our 

current data is the most likely cause of BMOV-induced cytotoxicity in 

neuroblastoma cells (Clark et al., 2013, Clark et al., 2015). PKA is itself a 

serine/threonine rather than tyrosine kinase (Skalhegg and Tasken, 2000). 

However, there is cross talk between PKA signalling and canonical tyrosine 

kinase signalling pathways such as PI3K/AKT and MAPK/ERK (Gallo-Payet 

and Battista, 2014, Law et al., 2017). Law et al. (2017) reported that PKA 

signalling leads to inactivation of the dual specificity phosphatase 6 (DUSP6), 

which allows increased phosphorylation of ERK. Whilst PTP inhibition 

downstream of cAMP does not explain the apparent increase in cAMP 

concentration following BMOV treatment (Figure 4.14C), it may still play a role 

in BMOV-induced toxicity and could have contributed to the identification of 

the forskolin signalling network from the IPA analysis. 

Increased cAMP signalling following treatment with BMOV may in part be due 

to BMOV-induced down regulation of PDE2A (Figure 4.15). Although PDE2A 

was not one of the genes that formed part of the forskolin networks reported 

from IPA (Figure 4.13A+B), it was significantly downregulated following 

BMOV treatment in KELLY, LAN5, SK-N-SH and to a lesser extent IMR32 cells 

(Table 4.2 and Figure 4.11B). Furthermore, its knockdown using siRNAs led 

to reduced cell viability in BMOV-sensitive neuroblastoma cell lines (Figure 

4.9+4.10). As mentioned above, there has been some interest in targeting 

PDEs in cancer. Specifically it was reported that PDE2A is mutated in 

malignant melanoma, and its inhibition using erythro-9-(2-hydroxy-3-nonyl) 

adenine (EHNA) hydrochloride led to reduced DNA synthesis and cell cycle 

arrest (Morita et al., 2013). Hiramoto et al. (2014) also reported that PDE2A 

inhibition using EHNA reduces growth and invasion of malignant melanoma 

cells. The same inhibitor was shown to be useful in the prevention and 
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treatment of UVB-induced skin cancer by inhibiting PDE2 (Bernard et al., 

2014). Other PDE2 inhibitors, including BAY 60‐7550 and Hcyb1 have been 

used to inhibit PDE2A in studies concerned with sympathetic hyperactivity, 

memory acquisition, and the treatment of depression and other cognitive 

impairments (Liu et al., 2018b, Liu et al., 2018a, Soares et al., 2017). If reduced 

PDE2A expression is important for the anti-neuroblastoma efficacy of BMOV, 

these inhibitors may induce BMOV-like cytotoxicity or differentiation in 

neuroblastoma cell lines, thus could prove to be novel therapeutic leads for the 

treatment of neuroblastoma and as well as other cancers. However, the 

possibility of side effects associated with these neurological functions of 

PDE2A would need to be considered. 

In summary, I have presented some initial data that suggest a role of cAMP 

signalling, perhaps involving the reduced expression of PDE2A, in BMOV-

induced cytotoxicity in neuroblastoma cells (Figure 4.15). In order to assess 

whether activation of cAMP signalling is required for BMOV activity, BMOV-

induced cytotoxicity should be assessed in neuroblastoma cells where cAMP 

signalling has been inhibited. A reduction in BMOV-induced cytotoxicity in 

these cells would then suggest that cAMP signalling is an important BMOV 

effector pathway. Inactive cAMP analogues, such as Rp-cAMPS (Bell and 

McDermott, 1994), and specific inhibitors of signalling molecules associated 

with PKA-dependent and independent cAMP signalling should be used. These 

experiments may prove to be challenging, as broad inhibition of these major 

pathways, for example using Rp-cAMPS, may itself prove to be detrimental for 

neuroblastoma cells. However, if successful they could both confirm a positive 

role of cAMP signalling in BMOV-induced toxicity, and lead to a more 

advanced understanding of the specific molecules driving these events. This 

in turn could lead to the identification of novel therapeutic approaches for 

neuroblastoma. 
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Chapter 5. Delivery of hydrophobic 

oxidovanadium using liposomes 
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5.1. Introduction 

Despite the abundant preclinical data in cell and animal models suggesting 

that oxidovanadium may be beneficial in cancer prevention and treatment, 

there are ongoing concerns regarding off-target toxicities, which have in part 

so far prevented clinical trials (Evangelou, 2002, Domingo, 2000, Bishayee et 

al., 2010). The development of a safer and more targeted delivery method may 

be critical if oxidovanadium were to be considered for use in humans. In recent 

years there has been great excitement surrounding the use of nanotechnology 

in medicine, including for the more effective delivery of drug molecules (Rizvi 

and Saleh, 2018). A wide range of nanoparticles have been, and continue to 

be, developed for drug delivery (Figure 5.1). These can involve attaching drug 

molecules to the surface of nanocarriers, covalently or by adsorption, or 

packaging them within carriers. The nanocarriers themselves can be 

composed of a variety of materials, including for example lipid, silicon, carbon 

and natural or synthetic polymers (Wilczewska et al., 2012, Conniot et al., 

2014). 

Figure 5.1 - Examples of nanoparticles used for drug delivery 
Drug molecules can be encapsulated within nanocarriers or attached to their surface. 
Nanocarriers can be made of many materials, including but not limited to lipid, protein, silica, 
carbon and metals. Taken from Conniot et al. (2014). 

There are several advantages associated with the use of nanoparticles for 

drug delivery. First, they can improve the efficiency of delivery to target tissue 
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meaning that lower doses can be administered to patients, therefore reducing 

dose-related adverse effects. The encapsulation of drug molecules, for 

example in the case of liposomes, can mean that degradation in circulation 

may be reduced, further concentrating the amount of active molecule reaching 

target tissues. This is particularly relevant for oxidovanadium compounds, 

which in many cases have been shown to undergo ligand exchange reactions 

in the gut and in circulation (Levina and Lay, 2017). Off-target effects 

associated with non-specific tissue delivery may also be reduced. The use of 

nanoparticles can also allow compounds that are water insoluble, true for 

many anti-cancer agents, to be more effectively delivered to target cells (Faraji 

and Wipf, 2009). 

Nanoparticle delivery systems for therapeutics have already been approved 

for a range of human diseases, including but not limited to cardiovascular 

diseases, immune disorders, and degenerative disorders (Mekaru et al., 2015, 

Rizvi and Saleh, 2018). However, in a review of approved nanoparticle 

formulations and those in development, Etheridge et al. (2013) reported that 

the majority of formulations currently in development are for the treatment of 

cancer. Cancer is an appealing area for the use of nanoparticles due to the 

enhanced permeability and retention (EPR) effect, where nanoparticles are 

favourably delivered to and accumulate in solid tumour tissue due to its 

increased vasculature permeability (Matsumura and Maeda, 1986). This kind 

of delivery has been termed “passive targeting” and currently dominates the 

portfolio of approved nanoparticle delivery systems. One example of such a 

system is Abraxane®; an albumin bound paclitaxel formulation approved by the 

FDA for use in NSCLC, metastatic breast cancer and pancreatic cancer (Miele 

et al., 2009). 

There are a small number of examples of vanadium nanoparticles in the 

literature. Nanocomposite carriers containing oxidovanadium and chitosan 

have been developed and have been shown to increase insulin sensitivity in 

mouse models of type 2 diabetes (Liu et al., 2015b, Lichawska et al., 2014). 

Chen et al. (2017) showed that polyethylene glycol (PEG) lipid micelles 

containing vanadium disulphide nanodots displayed high tumour uptake in 
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tumour-bearing mice. These micelles were developed to be used for image 

guided photo thermal cancer therapy; however, this study does demonstrate 

the principle that vanadium compounds could be packaged into nanocarriers 

and delivered to tumour cells. 

My main objective in this chapter was to provide a proof-of-principle that 

cytotoxic oxidovanadium compounds can be packaged into liposomes and 

delivered to neuroblastoma tumour cells effectively and in an active form. To 

achieve this, we needed to identify suitable oxidovanadium compounds for 

nanocarrier delivery and demonstrate efficacy of delivery to cells. On 

searching the literature, nearly all oxidovanadium compounds with organic 

ligands proved to be reported as water soluble. However, our laboratory did 

locate a group of hydrophobic candidates from Finland (Hänninen et al., 2014). 

Our collaborator Dr. Ari Lehtonen (University of Turku, Finland) provided us 

with four such hydrophobic oxidovanadium derivatives to be used to explore 

the potential of packaging oxidovanadium into liposomes. These compounds 

will be referred to as AL1-4 hereafter. 

Like BMOV, AL1-4 contain a centrally coordinated vanadium ion, but with 

much bulkier hydrocarbon chains acting as ligands (Figure 5.2). These 

hydrophobic oxidovanadium compounds were developed as industrial 

catalysts, rather than for use in biological systems, thus their use in cancer 

cells is entirely novel. In the first instance, we wanted to ask whether these 

compounds induce similar cytotoxicity, differentiation, and biochemical 

changes (phosphorylation of AKT and ERK) in neuroblastoma cells compared 

to BMOV. Based on the literature, we hypothesised that if they did have 

efficacy in neuroblastoma cells, it was likely that these larger hydrophobic 

oxidovanadium compounds would break down, either in media or once taken 

up by the cell, to release vanadium ions and free ligand, as is the case for 

BMOV (Peters et al., 2003, Levina and Lay, 2017, Caravan et al., 1995). 

Therefore, we expected that any biological activity associated with these 

compounds would be driven by similar mechanisms compared to BMOV. 

Following evaluation of the anti-cancer properties of these compounds, 

liposomal formulations of hydrophobic oxidovanadium were prepared to 
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assess whether this could present a viable method for delivery of 

oxidovanadium to neuroblastoma cells. 

Figure 5.2 – Hydrophobic oxidovanadium compounds 
AL1-4 contain centrally coordinated vanadium ions, similar to BMOV, but have much bulkier 
hydrocarbon ligands rendering them extremely hydrophobic. 

5.2. Results 

5.2.1. Hydrophobic oxidovanadium compounds 

As mentioned previously, the hydrophobic oxidovanadium compounds (AL1-

4) were obtained in order to explore the prospect of packaging oxidovanadium 

into liposomes for delivery to cells. However, before I began attempting to 

package them, it was important for me to assess the activity of these 

compounds compared to BMOV on cells. In order to do this they were first 

dissolved in ethanol. The highly hydrophobic nature of the compounds meant 

that some of them, in particular AL3, did not readily dissolve at high 

concentrations. However, after vortexing for a number of hours it was possible 

AL1 AL2 

AL4 AL3 

BMOV 
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to dissolve all 4 compounds at between 10 mM and 500 µM. The different 

compounds produced distinctly coloured solutions due to their transition metal 

chemistry, and these colours did not change in intensity or hue when stored 

for a week (Figure 5.3). This suggests that these compounds are likely to be 

stable in solution although, importantly, these are in ethanol and their stability 

in aqueous solution is still unknown. 

Figure 5.3 – Hydrophobic oxidovanadium compounds produced coloured solutions in 
ethanol 
Hydrophobic compounds (AL1-4) dissolved in ethanol at 500 μM and imaged immediately (top) 
and after 7 days (bottom).  

For morphological assays, we routinely used 10 µM BMOV and intended to 

use the same molar concentration of the hydrophobic oxidovanadium 

compounds. Since the hydrophobic compounds were dissolved in ethanol, the 

final ethanol concentration had to be controlled in all assays. Unfortunately, 

AL3 could only be dissolved in ethanol at a maximum concentration of 500 µM, 

therefore the final ethanol concentration for cells treated with 10 µM AL3 would 

be 2%. This was deemed unacceptable as ethanol toxicity occurs at this 

concentration in neuroblastoma cell lines. As a result, AL3 could only be 

delivered at a maximum final concentration of 5 µM, whereas the other 

compounds were used at 10 µM in most of the experiments described below. 

A final concentration of 1% ethanol was used in all experiments to control for 

solvent, which was well tolerated by all cells used here. 
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5.2.2. Hydrophobic oxidovanadium compounds induced similar 

morphological and biochemical changes compared to BMOV 

As described in Chapter 4 and previous publications from our laboratory (Clark 

et al., 2013, Clark et al., 2015), BMOV induces cytotoxicity and/or 

differentiation, characterised by neurite outgrowth, in a subset of 

neuroblastoma cell lines. In the current study, a range of neuroblastoma and 

non-neuroblastoma cell lines were treated with BMOV and the hydrophobic 

oxidovanadium compounds. IMR32 cells treated for 3 days showed very clear 

signs of cytotoxicity, namely a rounded cell morphology and loss of adhesion 

that normally precedes apoptosis or necrosis, in response to all 

oxidovanadium compounds (Figure 5.4A). In fact, all of the hydrophobic 

oxidovanadium compounds induced higher levels of cytotoxicity compared to 

BMOV. AL3-treated cells experienced the highest degree of cytotoxicity even 

at 5 µM (compared to 10 µM for the other compounds). Very similar effects 

were observed in KELLY cells, where cells treated with the oxidovanadium 

compounds became very round and began to lose adhesion, indicative of 

cytotoxicity (Figure 5.4B). 

To be more quantitative, IMR32, KELLY and HEK-293T cells were treated with 

a dosage range of each oxidovanadium compound for 3 days, after which cells 

were stained with Hoechst 33342 and the number of nuclei in representative 

fields of view were counted (Figure 5.5). The level of cytotoxicity observed in 

KELLY cells is underestimated in this assay, as these cells do not lose 

adherence as readily as IMR32 and therefore the nuclei are counted even 

though cells appear to be dying. As discussed in Chapter 4 and Appendix 3, 

assaying viability in cells treated with oxidovanadium is challenging and the 

nuclei counting assay was deemed the most appropriate for these studies. 

Nonetheless, these data can still be used to make comparisons in the cellular 

responses between compounds. These dose response curves suggest that in 

all three cell lines, AL3 is 2-5 fold more potent than the other oxidovanadium 

compounds and the other compounds do not differ in their effects from BMOV. 
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Figure 5.4 – Hydrophobic oxidovanadium compounds induced cytotoxicity in 
neuroblastoma cells 
IMR32 cells (A) and KELLY cells (B) treated with oxidovanadium compounds at 5 µM and 10 
µM (2.5 µM and 5 µM for AL3) and imaged after 3 days. Treated cells have rounded cell bodies 
and have begun to lose adhesion, indicative of cytotoxicity. Scale bar = 150 μm.    

  

A 
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Figure 5.5 – AL3 induced stronger cytotoxicity compared to other hydrophobic 
oxidovanadium compounds and BMOV 
A-C - IMR32, KELLY and HEK-293T cells were treated with increasing concentrations of 
oxidovanadium up to 10 µM for BMOV and AL1,2,4 and 5 µM for AL3. After 3 days, cells were 
stained with Hoechst 33342 and nuclei were counted and normalised to ethanol only treated 
cells (ethanol concentration kept constant). Grey, BMOV; green, AL1; red, AL2; orange, AL3; 
blue, AL4 (n=3). D-F – Relative nuclei counts for IMR32, KELLY and HEK-293T cells treated 
with 5 µM oxidovanadium. ANOVA with Dunnett post hoc, * p<0.05, ** p<0.01, *** p<0.001 
(n=3). 
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As discussed in Chapter 4, previous publications by the laboratory have 

shown that the glutathione suppression using BSO greatly enhances BMOV-

induced cytotoxicity in some neuroblastoma cells (Clark et al., 2015). KELLY 

and HEK-293T cells were treated with a dosage range of each hydrophobic 

oxidovanadium compound and 10 µM BSO to see whether glutathione 

suppression also enhances the activity of these alternative oxidovanadium 

compounds (Figure 5.6). As described above, the values obtained for KELLY 

cells do not fully reflect the cytotoxicity that can be observed when looking at 

the cell morphology. However, it is clear that in all cases BSO significantly 

enhances oxidovanadium-induced cytotoxicity in KELLY cells, except for AL3 

for which the nuclei count is already very low, possibly masking the additive 

effects of BSO. The difference between oxidovanadium alone and in 

combination with BSO is less statistically significant in HEK-293T cells, 

perhaps suggesting a difference in the mechanisms driving cell death in these 

cells. However, this lack of statistical significance may also be due to a greater 

spread in the HEK-293T data. The effect of BSO is actually perhaps quite 

similar for AL2, AL3 and AL4 in KELLY and HEK-293T cells, but there does 

seem to be less of an additive effect for BMOV and AL1. 

Loss of adhesion and cytotoxicity are common responses that are observed 

following treatment with a vast array of chemicals, therefore I assayed the 

effect of the hydrophobic oxidovanadium compounds on differentiation. BMOV 

induces neurite outgrowth in SK-N-SH cells (Figure 4.3A+B and Clark et al., 

2013), possibly providing a more specific, positive read out of oxidovanadium 

activity. Although, it is possible that neurite outgrowth is part of a general stress 

response. To assess whether these hydrophobic oxidovanadium compounds 

could induce differentiation, SK-N-SH cells were treated for 5 days, after which 

high power images were taken and average neurite lengths were measured 

(Figure 5.7). All of the hydrophobic oxidovanadium compounds were able to 

induce differentiation, characterised by neurite outgrowth, to at least the same 

degree as BMOV. It was noted that whilst not entirely represented in the 

quantitation, cells treated with AL3 clearly had the longest neurites. However, 

these particular measurements were often underestimated due to these longer 

neurites extending beyond the field of view on the microscope.
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Figure 5.6 – BSO-mediated glutathione depletion enhanced hydrophobic oxidovanadium-induced cytotoxicity in neuroblastoma cells 
A-E – KELLY and HEK-293T cells were treated with increasing concentrations of oxidovanadium (up to 10 µM for BMOV and AL1,2,4 and 5 µM for AL3) +/- 10 
µM BSO for 3 days, after which cells were Hoechst 33342-stained and nuclei were counted and normalised to ethanol only (n=3). F+G – Relative nuclei counts 
in KELLY (F) and HEK-293T (G) cells treated with 5 µM oxidovanadium +/- 10 µM BSO. ANOVA with Bonferroni post hoc, ns=not significant, *** p<0.001 (n=3).
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Figure 5.7 – Hydrophobic oxidovanadium compounds induced neurite outgrowth in SK-
N-SH cells 
SK-N-SH cells treated with 5 µM oxidovanadium compounds for 5 days. A – Phase-contrast 
microscopy, scale bar = 100 µm. B – Relative neurite measurements. ** p<0.01 (n=3).   

When using small molecule inhibitors as potential anti-cancer therapeutic 

compounds, it is important to consider their specificity towards tumour cells. 

So far, I have shown that the hydrophobic oxidovanadium compounds induce 

cytotoxicity and differentiation similar to BMOV, however it is important to 

assess whether this activity, particularly the cytotoxicity, shows any specificity 

towards tumour cells. A range of neuroblastoma (IMR32, KELLY, SK-N-AS, 

SK-N-SH) and non-neuroblastoma (MEF, HEK-293T, COS7, IMDC3) cells 

were treated oxidovanadium compounds for 3 days, after which their effect on 

cell viability was qualitatively assessed by looking for rounding up of cell 
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bodies, loss of adhesion, and reduced cell density. Microscopy from these 

experiments can be found in Figure 5.4 (for IMR32 and KELLY), and 

Appendix 5 (other cell lines). Figure 5.8 shows a summary of the sensitivities 

of each cell line to cytotoxicity induced by each of the oxidovanadium 

compounds. As with BMOV, there was no clear clustering showing sensitivity 

in neuroblastoma cells and resistance in non-neuroblastoma cells. 

Nonetheless, there are cell lines that do not display high levels of cell death in 

response to treatment with these compounds, namely IMCD3 and SK-N-AS. 

SK-N-SH cells were also largely resistant to the hydrophobic oxidovanadium 

compounds in terms of cell death. However, importantly they do differentiate 

in response to these chemicals, as is the case with BMOV (Figure 5.7). I also 

had access to a small panel of paediatric brain tumour cell lines, which I treated 

with BMOV, AL2 and AL3 (Figure 5.9). These tumour cells also showed very 

significant cytotoxicity when treated with the oxidovanadium compounds, 

suggesting that these kinds of chemicals may be useful in the treatment of 

other types of childhood cancer if targeted effectively. AL3 was again the most 

cytotoxic. 

Figure 5.8 – Hydrophobic oxidovanadium sensitivity varied across cell lines  
IMR32, KELLY, SK-N-AS, SK-N-SH, MEF, HEK-293T, COS7 and IMCD3 cells were treated 
with oxidovanadium compounds at 5 µM and 10 µM (2.5 µM and 5 µM for AL3) for 3 days (5 
days for SK-N-SH) and qualitatively assessed for differences in final cell density, cell body 
rounding and loss of adhesion, indicating reduced proliferation or loss of cell viability. 
Microscopy in Appendix 5. Note: This qualitative assessment was for cytotoxicity only, and 
does not reflect oxidovanadium-induced neurite outgrowth, which was observed in SK-N-SH 
cells (Figure 5.7). 
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Figure 5.9 – BMOV and hydrophobic oxidovanadium compounds induced cytotoxicity 
in paediatric brain tumour cell lines 
Res186, SF188 and Res259 cells were treated with 5 µM BMOV, AL2 and AL3 for 6 days, 
after which cell viability was assessed using resazurin. ANOVA with Dunnett post hoc, * 
p<0.05, ** p<0.01, *** p<0.001 (n=3).  

Increased phosphorylation of AKT and ERK has been reported in 

neuroblastoma cells treated with BMOV (Clark et al., 2013, Clark et al., 2015). 

In order to assess whether the hydrophobic oxidovanadium compounds 

similarly enhance these signalling events, I performed western blotting using 

protein lysates from IMR32, KELLY and SK-N-SH cells treated with the 

oxidovanadium compounds. It should be noted that in all cases cells were 

treated with 10 µM BMOV, AL1, AL2 and AL4, but just 5 µM AL3. This was 

partly because 10 µM AL3 cannot be delivered to cells without introducing 

excessive ethanol toxicity, but also because the morphological data show that 

AL3 is at least 2-fold more active than the other oxidovanadium compounds 

(Figure 5.5). In IMR32 cells the signals for both phosphorylated AKT and ERK 

are very weak in some cases, however there is a clear trend showing that 

phosphorylation of AKT is enhanced by AL1, AL2 and AL4, and 

phosphorylation of ERK is enhanced most by AL1 and AL3 (Figure 5.10D-F). 

In KELLY cells phosphorylation of both AKT and ERK is enhanced by BMOV, 

AL1, AL2 and AL4, but much less by AL3 (Figure 5.10D-F). Similarly, in SK-

N-SH cells, phosphorylation of AKT and ERK is enhanced by all 

oxidovanadium compounds, although to a much lesser extent by AL3 (Figure 

5.10A-C). A qualitative summary of the average biochemical responses is 

presented in Figure 5.10G, although in some cases the quantitation could not 

be entirely representative of all three blots. It was expected that the level of 
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phosphorylation of these kinases would correlate with the level of 

morphological activity of the oxidovanadium compounds. This was not always 

the case. Although we have previously used phosphorylation of AKT and ERK 

as markers of BMOV activity, I have shown in Chapter 4 that these signalling 

events are not essential for oxidovanadium-induced cytotoxicity; therefore, 

they will not necessarily track with activity. Even though it is the most cytotoxic, 

in these experiments AL3 has generally not induced such strong biochemical 

changes in AKT and ERK as the other compounds. This may be because of 

the reduced dose, where 5 µM is sufficient to drive very dramatic 

morphological changes, but not, the perhaps unrelated, biochemical changes 

in AKT and ERK. This cannot however explain the difference in AKT and ERK 

response in IMR32 cells, where for example treatment with AL3 induced high 

levels of ERK but not AKT phosphorylation. The fact that the biochemical 

responses to these compounds differed, specifically in a manner that did not 

correlate with efficacy, was interesting and suggests that the compounds do 

have distinct effects in cells. This was a surprising finding that will be discussed 

later. 

In summary, ethanol solubilised hydrophobic oxidovanadium compounds have 

been used in various assays to compare their activity to BMOV. All four 

hydrophobic oxidovanadium compounds induce equivalent or stronger 

cytotoxicity and differentiation compared to BMOV in subsets of 

neuroblastoma cell lines, and they can be combined with glutathione 

suppression to enhance cytotoxicity. AL3 is the most active in terms of both 

cytotoxicity and differentiation. The hydrophobic oxidovanadium compounds 

induce in some cases very similar AKT and ERK signals compared to BMOV, 

but in others, including AL3 once again, some distinctly different signalling. 
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Figure 5.10 – Hydrophobic oxidovanadium compounds induced some similar and some 
unique changes in phosphorylation of AKT and ERK compared to BMOV 
A – SK-N-SH cells were treated with 10 µM BMOV and AL1,2,4 and 5 µM AL3 for 72 hours. 
Western blotting for phosphorylated and total AKT an ERK was performed (GAPDH loading 
control) (n=3, all repeats shown). B+C – Western blots from A were quantified and relative 
band intensities for phosphorylated proteins were normalised to total proteins. ANOVA with 
Dunnett post hoc, * p<0.05, ** p<0.01, *** p<0.001 (n=3). D – IMR32 and KELLY cells were 
treated with 10 µM BMOV and AL1,2,4 and 5 µM AL3 for 48 hours. Western blotting for 
phosphorylated and total AKT an ERK was performed, (GAPDH loading control) (n=3, all 3 
repeats shown). E+F – Western blots from D were quantified and relative band intensities for 
phosphorylated proteins were normalised to total proteins. ANOVA with Dunnett post hoc for 
each cell line using untreated (UT) as the control, * p<0.05, ** p<0.01, *** p<0.001 (n=3). G – 
Phosphorylation of AKT and ERK following treatment with each of the oxidovanadium 
compounds in each cell line was qualitatively assessed. Green = increased phosphorylation, 
red = no change.  

5.2.3. Hydrophobic oxidovanadium compounds did not deplete 

glutathione 

Having observed strong cytotoxicity in some neuroblastoma cells treated with 

the hydrophobic oxidovanadium compounds, particularly for AL3, we had 

some concerns surrounding the specificity of the compounds, in terms of both 

cell type specificity and the mechanism of activity. The cell panel experiments 

described above go some way to alleviate these concerns, as it has been 

shown that there are cell lines, both neuroblastoma and non-neuroblastoma, 

that can tolerate these compounds. However, it remains possible that these 

oxidovanadium compounds, including BMOV, are acting via non-specific 

toxicity, rather than by the specific actions of vanadate. 

One of the most common forms of non-specific intracellular toxicity is oxidative 

stress caused by the excessive production of ROS (Sies and de Groot, 1992). 

This is particularly relevant to vanadium as it is known that the interconversion 

between vanadyl and vanadate produces cellular ROS (Nechay, 1984). 

Glutathione is the cell’s major antioxidant defence; therefore, we reasoned that 

if cells were under significant oxidative stress following oxidovanadium 

treatment, then glutathione would be depleted. I used the MCB assay to 

measure intracellular reduced glutathione concentration following 24 hours 

oxidovanadium treatment, 10 µM BSO was used as a positive control for 

glutathione depletion (Figure 5.11). Glutathione levels were not significantly 

reduced in KELLY cells treated with any of the oxidovanadium compounds, 

and only very small reductions were observed in IMR32 cells treated with AL1 
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and AL3. This suggests that excessive generation of ROS is unlikely to be a 

major factor driving the observed oxidovanadium-induced cytotoxicity. 

Figure 5.11 – Oxidovanadium did not cause dramatic reductions in reduced glutathione 
IMR32 and KELLY cells were treated with 10 µM BSO, BMOV or AL1,2,4 or 5 µM AL3. After 
24 hours, relative reduced glutathione levels were assessed using a monochlorobimane 
(MCB) fluorescence assay. ANOVA with Dunnett post hoc for each cell line using untreated 
(UT) as the control, * p<0.05, *** p<0.001 (n=3). 

5.2.4. AL1-4-induced morphological and biochemical responses 

are not driven by their organic ligands 

As has been discussed previously, many different oxidovanadium compounds 

have been used in cancer disease models in the literature, each with different 

ligating molecules that vary in complexity (Irving and Stoker, 2017). There is 

an ongoing question as to whether these ligands themselves contribute to the 

anti-cancer properties of these molecules, particularly as there are increasing 

data that suggest that the majority of vanadium complexes are likely to 

dissociate in circulation, releasing vanadium and free ligand (Levina and Lay, 

2017, Kremer et al., 2015). This question can be applied to the hydrophobic 

oxidovanadium compounds used here, in particular as both quantitative 

differences in potency and some qualitative differences in biochemical 

responses have been described. 

In order to assess whether the ligands do contribute to the observed activity of 

these compounds, we first obtained two molybdenum-based compounds from 

Dr. Ari Lehtonen (University of Turku, Finland) with similar ligation to the 
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hydrophobic oxidovanadium compounds (Figure 5.12A). IMR32 cells were 

treated with these compounds and BMOV for 3 days and cell density was 

quantified using crystal violet (Figure 5.12B). IMR32 cells were sensitive to 

BMOV but not to either molybdenum compound. Similarly, SK-N-SH cells were 

treated with BMOV or the molybdenum compounds for 5 days after which 

phase-contrast microscopy images were taken (Figure 5.12C). There are 

clear signs of differentiation in BMOV-treated cells, characterised by neurite 

outgrowth, but not in cells treated with the molybdenum compounds. These 

data suggest that the ligating molecules in the oxidovanadium complexes do 

not contribute to the observed cytotoxicity or differentiation. However, very little 

is known about the stability of these molybdenum compounds compared to the 

oxidovanadium equivalents, therefore the ligand molecules may not have been 

released from the molybdenum complexes in the same form or at the same 

rate as for the oxidovanadium compounds. 

Figure 5.12 – Neuroblastoma cells were resistant to molybdenum compounds 
A – M1 and M2 are compounds with centrally co-ordinated molybdenum ions obtained from 
Dr. Ari Lehtonen (University of Turku, Finland). B – IMR32 cells were treated with 10 µM 
BMOV, M1 or M2 for 3 days. Cell viability was assessed using crystal violet staining and 
solubilisation. Reduced cell density was detected after BMOV, but not M1 or M2, treatment. 
ANOVA with Dunnett post hoc, *** p<0.001 (n=3). C – SK-N-SH cells were treated with 10 µM 
BMOV, M1 or M2 for 5 days. Representative images were taken showing that BMOV, but not 
M1 or M2, induced neurite outgrowth (white arrows). Scale bar = 100 µm. 
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Fortunately, our collaborator (Dr. Ari Lehtonen, University of Turku, Finland) 

was later able to provide us with the free ligand molecules used to generate 

the AL1-4 oxidovanadium complexes (Figure 5.13A). These were dissolved in 

ethanol, and used to perform some morphological and biochemical analysis to 

assess their effect on neuroblastoma cells. First, IMR32 cells were treated with 

oxidovanadium or free ligand for 3 days, after which Hoechst 33342 staining 

and nuclei counting was performed (Figure 5.13B). All oxidovanadium 

compounds significantly reduced final cell number as reported previously, 

whereas the free ligand molecules had no effect. Similarly, when SK-N-SH 

cells were treated with oxidovanadium or free ligand for 6 days, significantly 

longer neurites were observed in oxidovanadium-treated cells, but no 

differences were seen for free ligands (Figure 5.13C). Protein lysates were 

also collected from SK-N-SH cells treated with oxidovanadium or free ligand 

for 6 days. Western blotting for phosphorylated and total AKT and ERK showed 

that whilst the oxidovanadium complexes enhanced phosphorylation of both 

kinases to varying degrees, the free ligands alone had no effect (Figure 5.13D-

F). These data indicate that it is the vanadium within these oxidovanadium 

complexes, or the whole complex themselves, rather than the ligating 

molecules that induce the morphological and biochemical changes that have 

been described thus far. 

 

 

Figure 5.13 – The ligands within hydrophobic oxidovanadium complexes had no effect 
on cell viability, differentiation, or phosphorylation of AKT or ERK 
A – L1-4 are the ligands from the hydrophobic oxidovanadium complexes (AL1-4) (obtained 

from Dr. Ari Lehtonen, University of Turku, Finland). B – IMR32 cells were treated with 10 µM 

oxidovanadium or ligand only (5 µM for AL3 and L3) for 3 days. Nuclei counting was used to 
assess cell viability. ANOVA with Dunnet post hoc using untreated (UT) as the control, *** 
p<0.001 (n=3). C – SK-N-SH cells were treated with 5 µM oxidovanadium or ligand only for 6 
days, after which relative neurite length was assessed. ANOVA with Dunnet post hoc using 
UT as the control, * p<0.05, ** p<0.01 (n=3). D - Western blotting for phosphorylated and total 
AKT and ERK was performed using protein lysates from C (GAPDH loading control). E+F - 
Western blots from D were quantified and relative band intensities for phosphorylated proteins 
were normalised to total proteins. ANOVA with Dunnett post hoc for each cell line using UT as 
the control, ** p<0.01, *** p<0.001 (n=3). 
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5.2.5. AL3 can be packaged into liposomes 

Having shown that the hydrophobic oxidovanadium compounds display 

similar, or in many cases stronger, activity in neuroblastoma cells compared to 

BMOV, and that these effects are likely caused by vanadium itself, I next 

wanted to explore the important and novel question of whether these 

compounds could be delivered to cells using liposomal formulations. This may 

allow more efficient oxidovanadium delivery in vivo with potentially fewer off-

target toxicities. AL3 was chosen for these liposomal packaging experiments 

as it had shown the most promising activity in the cytotoxicity and 

differentiation assays so far. 

Our collaborators Aris Tagalakis and Ruhina Maeshima (ICH Genetics and 

Genomic Medicine, UCL) attempted to package AL3 into a liposomal 

formulation. Three lipids were used in this formulation; DOPC, a neutral lipid 

used to promote stable lamellar structures, cholesterol to increase stability of 

the liposomes, and DOTMA, a cationic lipid that improves uptake into 

mammalian cells. The liposomal formulations that were produced contained 

AL3 at a theoretical maximum concentration of 154 µM. Three batches of AL3 

liposomes were synthesised and size and charge analysis was carried out on 

each of them (Figure 5.14A+B). The liposomes were cationic with an average 

charge of 64 mV. Their mean diameter was 159 nm. 

The liposomal AL3 concentration stated above (154 µM) is based on 

theoretical maximum incorporation. However, in common with other reported 

studies of liposomal technologies, it is unlikely that all of the available AL3 was 

incorporated into liposomes (Edwards and Baeumner, 2006, Yamamoto et al., 

2018). In order to quantify the precise concentration of AL3 in each liposomal 

formulation, we performed reverse-phase HPLC using 100% acetonitrile as 

the organic solvent (Figure 5.14C-E). This new assay was set up in 

collaboration with Dr. Simon Eaton (Stem cells and regenerative medicine, 

ICH, UCL). AL3 was found to elute from the column at around 20 minutes and 

absorption peaks were detected at 280 and 360 nm; example traces are shown 

in Figure 5.14C. 280 and 360 were the predicted absorption peaks for AL3 

calculated using the Beer-Lambert law, confirming that we were indeed 
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detection AL3. A standard curve from the measurements at 360 nm was 

generated using known concentrations of ethanol-solubilised AL3, from which 

liposomal concentrations were extrapolated (Figure 5.14D). Although AL3 was 

detected in all three liposomal formulations, there was a high degree of 

variation in concentration ranging from 84 µM to 185 µM, with a mean 

concentration of 131 µM (Figure 5.14E). This variation is likely due to non-

uniformity during liposomal preparation, nonetheless biological data using the 

three batches can be interpreted in light of these findings. 

It was also important to consider that some of the AL3 measured in the HPLC 

described above may have actually not been packaged within liposomes, but 

free in the aqueous solution surrounding the liposomes. We thought this 

unlikely as the highly hydrophobic nature of AL3 renders it highly water 

insoluble. Nonetheless, I addressed this question using dialysis. Liposomal 

formulations were dialysed for 24 hours using dialysis chambers with a 

molecular weight cut-off of 10 000 Da. These should retain the liposomes but 

allow free AL3 in solution to pass through, thus separating encapsulated from 

non-encapsulated AL3. Dialysis was completed within 48 hours after liposome 

synthesis. After dialysis, size and charge analysis as well as HPLC to 

determine AL3 concentration was repeated (Figure 5.14). There were no 

significant changes in diameter or charge, suggesting that the biophysical 

properties of the liposomes had not been altered by dialysis (Figure 5.14A+B). 

The average concentration of AL3 in the three batches of liposome was not 

significantly different following dialysis (Figure 5.14E left). The concentration 

of AL3 in batch 1 and 2 dropped slightly after dialysis, by 15% and 23% 

respectively (Figure 5.14E right). The concentration of batch 3 was reported 

as higher after dialysis, but this is likely experimental error, as it can be difficult 

to keep the volume of liquid within the dialysis chamber constant throughout 

dialysis. Overall, it was concluded that on average around 80% of the available 

AL3 is successfully packaged and retained in these liposomes. 
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Figure 5.14 – AL3 liposome size, charge and oxidovanadium concentration was not significantly altered by dialysis 
Three batches of AL3 liposomes were synthesised and dialysed. A+B – Average liposome size (A) and charge (B) was measured pre- and post-dialysis for 
each batch using a Zetasizer Nano ZS (n=3). C-E – Reverse-phase HPLC was used to measure AL3 concentration. C – Example traces for ethanol solubilised 
AL3 (left) and liposomal AL3 formulations (right). AL3 concentration was assessed using absorbance at 360 nm (white arrows). D – A standard curve was 
generated using absorbance at 360 nm for ethanol solubilised AL3 at increasing concentrations. E – Liposomal AL3 concentration was calculated pre- and post-
dialysis using absorbance at 360 nm and the standard curve (D). Mean concentrations for all 3 liposomal batches (left) and those of individual batches (right).
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5.2.6. AL3 liposomes induce similar morphological and 

biochemical changes compared to AL3 in ethanol 

The formulation of the liposomes used in this study dictates the available molar 

ratios between its components including AL3. Therefore it was not possible to 

increase the concentration of oxidovanadium within the liposomes without 

altering the formulations themselves. Thus, the relatively low AL3 

concentration in these liposomes only allowed a final concentration of 1 µM 

AL3 to be delivered to cells, any higher would have resulted in unacceptable 

levels of non-specific liposome toxicity. Initially all experiments were carried 

out in triplicate using the first batch of AL3 liposomes. I subsequently obtained 

the second and third batches, which were used to repeat some of the biological 

assays described below. 

IMR32 cells were treated with (a) BMOV or AL3 in solution, (b) liposomal AL3 

dialysed and non-dialysed (batch 1), or (c) an empty liposome (prepared using 

the same lipid formulations but with no oxidovanadium) dialysed and non-

dialysed. After 3 days, cells were fixed and Hoechst 33342-stained to allow 

nuclei to be counted as a measure of cell viability (Figure 5.15A). BMOV and 

AL3 delivered in solution resulted in reduced cell viability as expected. 

However, it was not possible to assess the effect of AL3 packaged into 

liposomes due to the high levels of toxicity caused by the control, empty 

liposomes. It is however worth noting that there was no significant difference 

between dialysed and non-dialysed liposomes, again indicating that dialysis 

does not affect liposomal properties. In an attempt to circumvent this problem, 

IMR32 cells were subjected to lower doses of the same treatments for 6 days 

to see if the general liposome toxicity could be separated from specific 

oxidovanadium toxicity (Figure 5.15B). Use of these lower doses eliminated 

empty liposome toxicity, whilst retaining some loss of cell viability in cells 

treated with 0.25 µM liposomal AL3. Although this loss of viability did not reach 

statistical significance using an overall ANOVA test, it is very promising to see 

any effect with such a low concentration of AL3. Furthermore, pairwise 

comparison of 0.25 µM AL3 liposome and empty liposome-treated cells in 

individual experiments showed a small reduction in cell number in each case,  
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Figure 5.15 – Batch 1 AL3 liposomes were slightly more cytotoxic compared to empty 
liposomes in neuroblastoma cells. 
A - IMR32 cells were treated with BMOV or AL3 in solution, empty liposomes, or batch 1 AL3 
liposomes (both dialysed and dialysed) for 3 days after which cell viability was assessed by 
nuclei counting. ANOVA with Dunnet post hoc using untreated (UT) as the control, * p<0.05, 
** p<0.01, *** p<0.001 (n=3). B – Given that high levels of cytotoxicity were observed even 
with empty liposomes, IMR32 cells were treated with lower concentrations of BMOV or AL3 in 
solution, empty liposomes, or batch 1 AL3 liposomes (both dialysed and dialysed) for 6 days 
after which cell viability was assessed by nuclei counting. ANOVA with Dunnet post hoc using 
UT as the control, * p<0.05, ** p<0.01, *** p<0.001 (n=3). C – Nuclei counts for 0.25 µM empty 
liposome and AL3 liposome treated cells (from B) plotted as mean averages (left) and a dot 
plot showing data points from each repeat experiment. Statistical analysis for these conditions 
was repeated using a paired T-test, * p<0.05 (n=3) Note: These values are fold change nuclei 
counts relative to UT cells plotted in B. 
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which was statistically significant using a paired T-test (Figure 5.15C). Ethanol 

solubilised AL3 at 0.25 µM does not induce any changes in cell viability, 

suggesting that liposomal delivery may be a much more efficient route for the 

delivery of AL3 to cells. 

SK-N-SH cells, which normally differentiate in response to oxidovanadium, 

were treated with (a) BMOV or AL3 in solution, (b) liposomal AL3 dialysed and 

non-dialysed (batch 1), or (c) empty liposome dialysed and non-dialysed. 

Images were taken after 5 days and average neurite length was quantified 

(Figure 5.16A+B). As reported previously, BMOV and AL3 delivered in 

solution induced differentiation characterised by neurite outgrowth at a 

concentration of 5 µM. Empty liposomes as well as BMOV and AL3 in solution 

at concentrations below 5 µM had no effect on neurite length. Liposomal AL3, 

both dialysed and non-dialysed, significantly increased neurite length even at 

a low concentration of 0.5 µM. In fact 1 µM liposomal AL3 was sufficient to 

increase neurite length to the level seen with 5 µM AL3 in solution, suggesting 

a 5-fold increase in activity. There is a small, but not significant, difference in 

neurite length in cells treated with dialysed as opposed to non-dialysed AL3 

liposomes, mirroring the difference in concentration of these formulations 

described above (Figure 5.14E). These neurite length assays were repeated 

for the second and third batches of AL3 liposomes (Figure 5.16C+D). The third 

batch had minimal effect on neurite length, although this was to be expected 

as the AL3 concentration in these liposomes was much lower (Figure 5.14E). 

The second batch however, gave very similar results to the original 

formulation. 
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Figure 5.16 – Liposomal AL3 induced stronger differentiation than AL3 in solution 
A+B – SK-N-SH cells were treated with BMOV or AL3 in solution, empty liposomes, or batch 
1 AL3 liposomes (both dialysed and non-dialysed) for 5 days after which neurite length was 
measured. ANOVA with Dunnett post hoc using untreated (UT) as the control ** p<0.01, *** 
p<0.001 (n=3) (A). Representative phase-contrast microscopy images showing neurite 
outgrowth (white arrows) (B). C+D – SK-N-SH cells were subsequently treated in the same 
way using batch 2 and 3 AL3 liposomes. Mean average effects on neurite length using all 
three batches were plotted (C) as well as the individual values for each batch (D). ANOVA with 
Dunnet post hoc using UT as the control, * p<0.05 (n=3 – three AL3 liposome batches). 
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Figure 5.17 – Liposomal AL3 enhanced phosphorylation of AKT, and to an extent ERK, 
to a greater degree than AL3 in solution 
A (previous page) – SK-N-SH cells were treated with BMOV or AL3 in solution, empty 
liposomes, or batch 1 AL3 liposomes (both dialysed and dialysed) for 3 days. Western blotting 
for phosphorylated and total AKT and ERK was performed (GAPDH loading control) (n=3). 
B+C (previous page) - Western blots from A were quantified and relative band intensities for 
phosphorylated proteins were normalised to total proteins. ANOVA with Dunnett post hoc 
using untreated (UT) as the control, * p<0.05, *** p<0.001 (n=3). D – SK-N-SH were 
subsequently treated in the same way using batch 2 and 3 AL3 liposomes and western blotting 
was repeated (n=1). E+F – Western blot from D was quantified (as in B+C), and mean average 
effects on AKT and ERK phosphorylation using all three batches were plotted. ANOVA with 
Dunnet post hoc using UT as the control, * p<0.05 (n=3 – three AL3 liposome batches). 

Western blotting for AKT and ERK was performed using lysates from SK-N-

SH cells treated for 3 days with (a) BMOV or AL3 in solution, (b) dialysed and 

non-dialysed AL3 (batch 1), or (c) dialysed and non-dialysed empty liposome 

(Figure 5.17A-C). Significant increases in phosphorylation of AKT were 

observed in cells treated with 1 µM liposomal AL3, both dialysed and non-

dialysed. There does also appear to be an increase in phosphorylated ERK 

following treatment with the AL3 liposomes, however this has not been 

reflected in the quantitation of band intensity, likely due to inconsistencies in 

total ERK. This biochemical analysis was repeated using AL3 liposome 

batches 2 and 3 (Figure 5.17D). Very minimal changes in phosphorylation 
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were detected using the lower concentration batch 3 liposomes, however 

batch 2 liposomes caused greater increases in phosphorylation of both ERK 

and AKT. When the mean band intensities for all three batches of AL3 

liposomes were calculated the inter-experimental error was high (Figure 

5.17E+F). This was unsurprising given the differences in AL3 concentration 

measured by HPLC. Inconsistencies in total AKT and total ERK also likely 

contributed. There was however a significant increase in phosphorylation of 

AKT. 

Taken together these data indicate that AL3 can be successfully packaged into 

liposomes and delivered to neuroblastoma cells in culture. These liposomal 

formulations are able to induce neurite outgrowth, enhance phosphorylation of 

AKT and ERK, and potentially reduce cell viability and are in fact more active 

than AL3 dissolved in ethanol across all of these parameters. 

5.3. Discussion 

The data presented here show that four hydrophobic oxidovanadium 

derivatives (AL1-4) are able to induce similar or, in the case of AL3, far superior 

cytotoxicity and/or differentiation compared to BMOV in a subset of 

neuroblastoma cell lines. Like BMOV, these compounds may prove to be 

useful in the treatment of neuroblastoma, but ongoing safety concerns 

surrounding the clinical use of oxidovanadium dictate that alternative delivery 

strategies should still be considered. Here one oxidovanadium compound, 

AL3, has been successfully packaged into liposomes and delivered to 

neuroblastoma cells. This liposomal formulation induced approximately 5-fold 

stronger differentiation compared to AL3 in solution, suggesting that liposomal 

delivery may be more effective even in vitro. This may in turn result in lower 

doses required for efficacy in vivo compared to unpackaged BMOV-like 

compounds, potentially reducing drug-associated toxicities. Encapsulation 

may also both protect AL3-like molecules from degradation in circulation and 

allow passive tumour targeting, further reducing the required dose and going 

some way to reducing off-target tissue toxicity. An important question that must 

be answered if oxovanadium compounds are to be considered for use in 

neuroblastoma treatment in humans is whether the oxidovanadium doses that 
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we have used in vitro would be achievable in vivo. Many of the preclinical 

animal studies that use vanadium-derived compounds in cancer models 

(Table 1.3 and 1.4) do not report the tumour or plasma vanadium 

concentrations that were achieved. In the BEOV human clinical trials, the 

maximum reported plasma concentration was just 493 nM, although this was 

sufficient to induce anti-diabetic efficacy (Thompson and Orvig, 2006). 

Whether it would be possible to achieve a higher plasma vanadium 

concentration using BMOV in vivo, that is tolerated, and produces anti-cancer 

efficacy, remains a significant question. However, the fact that AL3 is both 

more potent in solution compared to BMOV, and can be packaged into 

liposomes which appear to be an even more efficient delivery route for 

vanadate, will hopefully improve the likelihood that effective dosing can be 

achieved in vivo. 

The four hydrophobic oxidovanadium compounds used in this study differ from 

one another based on the ligand molecules used to co-ordinate vanadium 

within them (Figure 5.2). Whilst they all induced cytotoxicity and differentiation, 

there were quantitative differences in their potencies, and some unexpected 

qualitative differences in the neuroblastoma cell biochemical responses (AKT 

and ERK phosphorylation). Some of these differences in AKT and ERK 

phosphorylation may be explained by the lower dose of AL3 that was 

administered in the experiments presented in Figure 5.10. However, given that 

AL3 has at least 2-fold higher activity in terms of cytotoxicity and differentiation 

compared to the other oxidovanadium compounds, we reasoned that induction 

of phosphorylation of AKT and ERK may also occur at lower doses. This was 

not found. Furthermore, there were dramatic differences in biochemical 

responses between the cell lines; for example, treatment with AL3 resulted in 

strong phosphorylation of ERK in IMR32 but not KELLY cells, despite both cell 

lines having a strong cytotoxic response to this compound, suggesting that 

specific cells line may lack critical signalling intermediates. This uncoupling of 

the morphological and biochemical responses to the oxidovanadium 

compounds was not foreseen, and suggests that these novel hydrophobic 

complexes play a more interesting role than simply delivering vanadate to 

neuroblastoma cells. 
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As discussed in Chapter 1, it is likely that for most oxidovanadium compounds, 

complexes dissociate in biological solutions to release vanadate and free 

ligand molecules (Levina and Lay, 2017, Kremer et al., 2015). It was therefore 

possible that the ligands associated with each of the hydrophobic 

oxidovanadium compounds accounted for some of these differences in 

potency and biochemical activity. However, when neuroblastoma cells were 

treated with the free ligand molecules without vanadium, there was no effect 

on cell viability, neurite outgrowth, or phosphorylation of AKT or ERK (Figure 

5.13). Given that the free ligand molecules did not induce any cytotoxicity or 

differentiation, it is reasonable to conclude that vanadium itself is responsible 

for these morphological changes. The quantitative differences in efficacy may 

therefore be explained by the efficiency by which these complexes are able to 

deliver vanadate to the cell. Both the uptake of compounds into the cell, and 

the release of vanadate within or outside of the cell may be affected by the 

ligands present within these oxidovanadium complexes (Figure 5.18). These 

complexes appeared to be very stable in ethanol (Figure 5.3), but their stability 

in biological solutions has not been measured so far, partly because we have 

not been able to identify a feasible method to quantify vanadate within cells. 

However, it may be possible to use the reverse-phase HPLC method 

developed for measuring liposomal AL3 concentrations to assess the stability 

of these complexes. The absorbance peaks used to detect AL3 occur due to 

the carbon rings within the complex; the other hydrophobic oxidovanadium 

compounds will similarly have characteristic absorbance peaks. The carbon 

rings within the free ligand compounds should also have peaks of absorbance, 

but these will have slightly different wavelengths compared to those in the 

intact complexes. If the sensitivity of the HPLC assay is high enough, this shift 

in absorbance may allow the detection of free ligand, as opposed to intact 

complex, in solutions and possibly cell lysates containing oxidovanadium 

compounds, indicating that vanadium has been released. This may allow the 

relative stability of these complexes to be assessed. If the stability of the 

complexes were to correlate negatively with their biological activity, this would 

suggest that vanadium itself drives the observed cytotoxicity and 

differentiation, and differences in the effective release of vanadium confers the 

quantitative differences in efficacy of these compounds. 
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Figure 5.18 – Possible effects of ligands in hydrophobic oxidovanadium complexes 
Red stars indicate ways by which hydrophobic ligands may affect oxidovanadium activity. 
Ligands may affect extra (1) or intracellular (2) dissociation of vanadate from complexes, cellular 
uptake of intact complexes (3), or intracellular localisation of oxidovanadium complexes (4). 

If correct, this potential difference in the efficiency of vanadate release may go 

some way to explaining the quantitative difference in compound efficacy, but it 

does not address the qualitative differences in phosphorylation of AKT and 

ERK. The ligands used in these hydrophobic oxidovanadium complexes 

clearly exert distinct effects on the activity of the overall complex, but the 

ligands themselves do not account for the differences in biochemical activity 

(Figure 5.13D-F). One possibility is that the ligation leads to alternative 

compartmentalisation of the compounds within cells, where intact complexes 

are taken up by the cell and compartmentalised according to specific 

properties of the ligands (Figure 5.18). Indeed decavanadate has been 

reported to induce mitochondrial membrane depolarisation by localising 

specifically to mitochondria (Soares et al., 2007a, Aureliano and Crans, 2009, 

Aureliano and Ohlin, 2014). Once delivered, the hydrophobic oxidovanadium 

complexes may then degrade to release vanadate within these specific 
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subcellular organelles, which will contain distinct vanadate targets. For 

example, PTPs often contain localisation domains that target them to specific 

intracellular sites (Tonks and Neel, 2001, Ostman and Böhmer, 2001). There 

are examples of PTPs that are localised to the mitochondria, nucleus, 

endosomes and of course the entire receptor-type PTP sub-family that are 

plasma membrane associated (Radha et al., 1994, Zhang et al., 2011, Du and 

Grandis, 2015, Lorenzo et al., 2006). Thus the ligands used in AL1-4 may 

result in differential subcellular delivery, which may be cell type specific, 

causing distinct substrates to be targeted, which may then account for the 

qualitative differences in AKT and ERK phosphorylation. This might also 

account for some of the quantitative differences in potency. In order to assess 

whether these compounds are delivered to different subcellular compartments, 

oxidovanadium compounds could be modified with fluorescent labels. 

However, this could also confound their activity. Alternatively, subcellular 

compartments could be isolated following chemical treatment and assessed 

for vanadium content. 

Although perhaps unlikely given the reported dissociation of other 

oxidovanadium complexes (Levina and Lay, 2017), a biological effect of the 

intact hydrophobic oxidovanadium complexes cannot be ruled out. It is unlikely 

that these intact compounds would be able to inhibit PTPs directly, given the 

spatial arrangement of their substrate-binding sites in catalytic domains 

(Peters et al., 2003). Furthermore, presumably vanadate-to-vanadyl cycling to 

produce ROS would also be limited by ligation in the intact complex. 

Nonetheless, until the stability of these compounds in biological solutions, and 

the dynamics of vanadate release in the cell can be understood, we must be 

open to a role of the intact oxidovanadium complexes in cytotoxicity and 

differentiation in neuroblastoma cells. 

Whatever the cause of differences in activity, it is clear that we have identified 

an alternative oxidovanadium compound (AL3) that has high efficacy, both in 

terms of cytotoxicity and differentiation in neuroblastoma cells. In vivo testing 

in animals will be required to assess whether AL3 is likely to be tolerated in 

humans, and the off-target toxicities associated with this compound may well 

prove to be different, and even possibly more severe compared to BMOV. 
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However, given that we have also shown that AL3 can be packaged into 

liposomes and delivered to neuroblastoma cells in culture, these concerns may 

be alleviated by successful nanoparticle delivery. 

In this study, encapsulation efficiency was assessed by using HPLC to 

measure the concentration of AL3 in the liposomal formulations following 

dialysis. Dialysis methods have been widely used in the nanoparticle field to 

assess encapsulation efficiency (Berger et al., 2001, Panwar et al., 2010, 

Wallace et al., 2012). Whilst these data indicate that AL3 was successfully 

packaged, it does not address the issue of liposome stability. Every effort was 

made to complete all biological assays using the liposomal formulations as 

soon after synthesis as possible. However, in some cases liposomes were 

stored at 4ºC for a number of weeks. It is possible that some AL3 leaked out 

of the liposomes and into the surrounding solution during this storage. AL3 is 

highly water insoluble, therefore it is likely that if a significant proportion had 

leaked out of the liposomes, it would have formed microcrystals that are 

unlikely to be taken up by cells. Nonetheless, it is possible that cells treated 

with stored liposomes will have received a dose of AL3 not entirely 

encapsulated within liposomes. In order to assess the stability of these 

oxidovanadium liposomes over time, dialysis followed by HPLC should be 

performed after increasing time intervals to measure the degree, if any, of AL3 

leakage out of the liposomes. This would be important if these formulations 

were to be used for future in vivo preclinical evaluation. It should be noted that 

we have not identified a method to confirm that dialysis successfully removes 

all AL3 not encapsulated within liposomes. However, we do know that at least 

some is separated from the liposome solution, as we did detect a small 

reduction in AL3 concentration in batch 1 and 2 liposomes following dialysis 

(Figure 5.14E).  

If used in vivo, the liposomal formulations used in this study would be an 

example of what is known as ‘passive targeting’. During passive targeting, 

formulations are introduced into the bloodstream and are absorbed by various 

tissues. The EPR effect causes them to be delivered to tumour cells with some 

favourability, but they will also reach other off-target tissues (Bae and Park, 

2011). Whilst there has been success surrounding the use of passive 
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targeting, increasing attention is now being given to ‘actively targeted’ nano-

formulations. Active targeting often involves specific targeting of nanoparticles 

to target tissue, for example by adding ligands to the surface of the particles 

that bind molecules that are expressed at the target site (Bazak et al., 2015). 

For example, denileukin diftitox fusion protein (Ontak®), approved for use in 

cutaneous T-cell lymphoma (CTCL), utilises specific binding to interleukin-2 

(IL-2) receptors for targeted delivery of the diphtheria toxin (Olsen et al., 2001). 

More sophisticated active targeting systems are also in development. For 

example, ThermoDox® is a liposome based delivery system for doxorubicin 

that utilises a thermosensitive lipid such that the active drug is only released 

from the liposome when heat is applied, thus can be specifically targeted 

(Lindner et al., 2008). Disialoganglioside 2, or GD2, is an antigen that is 

abundantly expressed on the surface of neuroblastoma cells, for which 

monoclonal antibodies are approved for use in the treatment of neuroblastoma 

(Malone and Stegmaier, 2017). Importantly, GD2 is also expressed in some 

normal neural tissues, possibly accounting for significant side effects that have 

been reported in some anti-GD2 therapy trials (Tivnan et al., 2012). Despite 

this, GD2 has thus proven to be a very exciting target in immunotherapy, and 

it can also be used to target other therapeutic agents to neuroblastoma cells 

by active targeting (Rodríguez-Nogales et al., 2018). Bispecific antibodies or 

chimeric antigen receptor (CAR)-modified T cells can redirect cytotoxic T 

lymphocytes to GD2-expressing tumour cells, and radiolabelled GD2 

antibodies can be used for tumour detection. Of particular relevance here, anti-

GD2 antibodies can be incorporated onto the surface of nanoparticles loaded 

with drug molecules or other therapeutics to target them directly and 

specifically to tumour cells (Suzuki and Cheung, 2015). Di Paolo et al. (2011) 

demonstrated anti-cancer activity in a mouse xenograft model of 

neuroblastoma using GD2-targted liposomes containing ALK-targeting siRNA. 

Similarly, silica nanoparticles containing the pro-apoptotic microRNA-34a were 

targeted to neuroblastoma tumour cells in mice using an anti-GD2 antibody. 

These nanoparticles increased tumour cell apoptosis, and reduced tumour 

growth and vascularisation (Tivnan et al., 2012). Active targeting to direct 

nanoparticles, for example by using GD2 antibodies, could be used in an 

attempt to improve the specific delivery of oxidovanadium in vivo. Active 
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targeting may further enhance the efficiency of on-target tissue delivery of AL3 

compared to passive targeting, and should further reduce the concern for off-

target toxicities. 

Here I have shown that the hydrophobic oxidovanadium compound AL3 

induces cytotoxicity and differentiation with higher efficacy than BMOV in 

neuroblastoma cell lines. Some differences in AKT and ERK activation were 

detected in AL3-treated compared to BMOV-treated cells, which are not due 

to the hydrophobic ligands themselves in isolation. Although interesting, these 

biochemical differences are unlikely to be relevant in the mechanisms that 

drive cytotoxicity and differentiation, as AKT and ERK activation was found to 

be dispensable for BMOV activity (Chapter 4, Clark et al., 2013, Clark et al., 

2015). In order to further investigate to what degree the cellular responses to 

BMOV and AL3 are similar, expression of PDE2A and cAMP concentrations 

following AL3 treatment could be assessed. If, like BMOV, AL3 treatment 

causes reduced PDE2A expression and/or increased cAMP concentration, this 

would give confidence to the hypothesis that cAMP signalling is involved in 

oxidovanadium-induced cytotoxicity (Figure 4.15). I have also shown here that 

AL3 can be successfully packaged into liposomes and delivered to 

neuroblastoma cells, where they have higher activity compared to AL3 

delivered in solution. The use of these liposomal formulations, or of more 

advanced active targeting approaches described above, may allow safer 

delivery of oxidovanadium to tumour cells in neuroblastoma patients. 
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Chapter 6. Concluding remarks 
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6.1. Summary of key findings 

This PhD project aimed to explore the therapeutic potential of targeting PTPs 

for the treatment of neuroblastoma. Neuroblastoma is a highly heterogeneous 

disease, representing a significant clinical challenge, with overall survival of 

the high-risk patient group remaining stubbornly below 50% despite 

aggressive, multimodal therapy (Whittle et al., 2017, Park et al., 2013). The 

identification and therapeutic inhibition of specific molecular targets that drive 

tumourigenesis and/or are required for tumour cell proliferation and survival 

may lead to improved outcomes for these patients. We hypothesise that PTPs, 

an enzyme family whose members are now being widely implicated as positive 

regulators of cancer (Elson, 2018, Frankson et al., 2017, Bollu et al., 2017), 

may be a useful source of such therapeutic targets for neuroblastoma, as could 

their effector pathways. Here I have presented data that support this 

hypothesis, using both genetic silencing of specific PTPs, and oxidovanadium-

induced pan-PTP chemical inhibition. 

In Chapter 3, siRNA-mediated gene knockdown was used to explore the effect 

of specific PTP gene suppression on neuroblastoma cell viability. PTPRN, 

CDC14B, MTMR12 and ACP1 had been identified as candidate growth and/or 

survival promoting PTPs based on a PTP family-wide shRNA dropout screen 

(A. Cichon and A. Stoker, unpublished), and the dual-specificity PTP CDC14B 

was taken through as a promising potential therapeutic target based on my 

own siRNA data. CRISPR/Cas9 was also used in an attempt to validate further 

the potential of CDC14B as a therapeutic target for neuroblastoma. I have so 

far not been able to show that genomic CDC14B editing leads to reduced 

proliferation or cell viability. Differences in the effect of gene knockdown versus 

knockout have been previously described for CDC14B as well as other, 

unrelated genes (El-Brolosy and Stainier, 2017, Mocciaro and Schiebel, 2010). 

However, based on my current data it is not possible to determine whether 

there is truly a difference between the response of neuroblastoma cells to 

shRNA/siRNA CDC14B gene silencing and CRISPR/Cas9 gene deletion, or 

whether there remains an underlying technical problem with one or both of 

these approaches. 
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The parallel studies presented in this thesis were concerned with the use of 

oxidovanadium compounds as pan-PTP inhibitors in neuroblastoma cells. 

Various vanadium-derived compounds have previously been used with 

success to induce net anti-cancer efficacy in a range of tumour models by our 

group and others (Evangelou, 2002, Rehder, 2012, Clark et al., 2013, Clark et 

al., 2015). However, there remains a lack of understanding concerning how 

these compounds actually work inside cells and there are also significant 

concerns regarding the safety of their use in humans (Domingo, 2000). I chose 

two directions to address these issues. One was to look at effector pathways 

as alternative targets and the other was to demonstrate an alternative cellular 

delivery route. 

In Chapter 4, I explored the mechanisms that drive oxidovanadium activity in 

neuroblastoma cells. First, activation of the classical AKT and/or ERK 

pathways were ruled out as drivers of BMOV-induced cytotoxicity. Analysis of 

RNAseq data from four neuroblastoma cell lines treated with BMOV then 

revealed, not unexpectedly, that there is an extremely complex transcriptional 

response to oxidovanadium. Activation of forskolin-cAMP signalling, possibly 

involving reduced PDE2A expression, was identified as a candidate, critical 

BMOV effector pathway that could be targeted therapeutically, possibly with 

fewer off-target toxicities compared to oxidovanadium itself. Indeed, as 

discussed previously (Section 4.3.), several small molecule PDE2 inhibitors 

have been described in preclinical studies regarding cancer and other human 

diseases (Morita et al., 2013, Bernard et al., 2014, Liu et al., 2018a, Liu et al., 

2018b, Soares et al., 2017). The transcriptomic analysis reported here was 

also used to ask how BSO-mediated glutathione suppression enhances 

oxidovanadium-induced cytotoxicity in neuroblastoma cells. It was concluded 

that BSO likely operates here largely by chemically enhancing BMOV-induced 

intracellular activity and therefore cytotoxicity. Co-administration of BSO with 

BMOV is likely to greatly enhance BMOV efficacy in vivo and this will be an 

important, next experiment in this research. Finally, in Chapter 5 I present a 

proof of principle that the oxidovanadium derivative AL3 can be successfully 

packaged into liposomes and delivered to neuroblastoma cells in culture, 

resulting in increased phosphorylation of AKT and ERK, as has been reported 
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following treatment with BMOV in solution (Clark et al., 2013, Clark et al., 

2015). Furthermore, these liposomal hydrophobic oxidovanadium formulations 

retain anti-cancer activity characterised by differentiation and cytotoxicity. In 

fact these AL3 liposomes were 5-fold more active compared to AL3 in solution, 

which in itself had much higher activity compared to BMOV. These liposomal 

formulations may allow safer and more efficient delivery of oxidovanadium to 

neuroblastoma tumour cells in vivo. 

6.2. Final discussions 

6.2.1. Targeting of specific PTPs 

I used several methods in this project to inhibit the activity of specific PTPs, in 

order to assess their potential as therapeutic targets for neuroblastoma. 

Initially RNAi was used to silence PTP gene expression, and later 

CRISPR/Cas9 was used in an attempt to permanently knockout genomic 

CDC14B. These approaches utilise distinct biochemistry to abrogate gene 

function via different mechanisms. In the case of siRNA, gene expression is 

transiently silenced, although it is unlikely that 100% mRNA depletion is ever 

achieved. For CRISPR/Cas9, gene modification is permanent; however, 

depending on the specific editing that has occurred, some functional protein 

may persist, resulting from short, in frame deletions in non-essential domains 

for example. Both approaches allow effective in vitro target validation and, in 

particular when used in parallel, could provide strong evidence to support an 

oncogene-like role for specific PTPs in neuroblastoma. The data generated 

using these two approaches did not correlate in the case of CDC14B, although 

as discussed in Section 3.3., this may have been partly due to technical 

challenges with one of or both of these methodologies, or a genuine difference 

in cellular response. Future target validation in vivo, perhaps for CDC14B as 

well as other candidate tumour-promoting PTPs being investigated by the 

laboratory, will involve inhibition of PTP activity in mouse xenograft models of 

neuroblastoma. The inducible CRISPR/Cas9 system developed by Dr. Vruti 

Patel, used in Section 3.2.5, can be used for this. Preliminary experiments 

carried out by Dr. Patel have shown that NOD scid gamma (NSG) mice 

develop tumours when injected with IMR32-derived Cas9-inducible 2E11 cells. 
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For target validation, NGS mice can be injected with 2E11 cells expressing 

PTP-targeting gRNAs, and Dr. Patel has shown that doxycycline can be 

administered in feed to induce Cas9 expression and successful indel formation 

in vivo. Evaluation of tumour burden in mice with and without doxycycline feed 

will allow us to evaluate the potential of specific PTPs as therapeutic targets in 

this in vivo setting. 

As discussed previously, small molecule targeting of PTPs is challenging and 

to date there are no FDA-approved specific PTP inhibitors, thus genomic 

approaches have so far been favoured for target validation by us and others 

(Stanford and Bottini, 2017, Lazo et al., 2018) (Section 1.2.5.). However, 

recent advances using more creative approaches to target PTPs are beginning 

to yield potent small molecule PTP inhibitors with high specificity (Stanford and 

Bottini, 2017, Zhang, 2017). Professor Zhong-Yin Zhang’s laboratory at 

Purdue University (Indiana, USA) have created a ‘PTP-based drug discovery 

platform’. This platform utilises a fragment based approach for developing 

bidentate PTP inhibitors, targeting both the active site and less conserved 

peripheral pockets, allowing highly specific inhibitors to be developed (Zhang, 

2017). For example, 11a-1 is a potent bidentate SHP2 inhibitor with 5-fold 

selectivity towards SHP2 compared to a panel of 20 mammalian PTPs, 

including a 7-fold preference for SHP2 compared to its close relative SHP1. 

11a-1 was anti-proliferative in lung, breast and leukaemia cell lines, and 

demonstrated anti-cancer efficacy in a xenograft model of melanoma (Zeng et 

al., 2014, Zhang et al., 2016). Allosteric inhibition, involving non-competitive 

inhibition at sites distinct from the PTP active site is also beginning to yield 

promising therapeutic leads including SHP099, JMS-053 and trodusquemine, 

which target SHP2, PRL3 and PTP1B respectively (Chen et al., 2016, Sun et 

al., 2018b, McQueeney et al., 2018, Krishnan et al., 2014) (Section 1.2.3.). 

Specific PTP inhibitors will be critical for the translation of target validation into 

the development of useful PTP-inhibiting therapeutics to treat neuroblastoma 

in the clinic. 
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6.2.2. Utilising BMOV-induced cytotoxicity 

We have shown here and in a previous publication that the oxidovanadium 

derivative BMOV has a net effect of cytotoxicity in a subset of neuroblastoma 

cell lines (Clark et al., 2015). Given the safety concerns associated with the 

use of vanadium-derived compounds as therapeutics, we have sought to 

identify specific molecular targets of BMOV that contribute to its overall anti-

cancer efficacy, and could therefore be targeted independently. Therapeutic 

strategies that target specific molecules rather than those using broad acting 

chemicals such as BMOV are likely to be associated with fewer off-target 

toxicities, although these can still be significant (Baudino, 2015, Widakowich 

et al., 2007). We have begun to deconvolute the mechanisms driving BMOV-

induced cytotoxicity using two large-scale screens (Figure 6.1). In one 

approach (Figure 6.1*1) we used a PTP family-wide shRNA dropout screen 

(A. Cichon and A. Stoker, unpublished), followed by my own siRNA validation, 

which led to the identification of CDC14B as a potential tumour-promoting PTP 

and therapeutic target. Although, as discussed previously, this was not yet 

validated using CRISPR/Cas9. In the other approach, we used RNAseq to 

define the transcriptional response to BMOV (Figure 6.1*2), and BMOV in 

combination with BSO-mediated glutathione suppression. We hypothesised 

this would lead to the identification of critical, oxidovanadium effector 

pathways, both PTP-related and non-PTP related. Here, activation of the 

forskolin-cAMP signalling network was identified as a possible BMOV-effector 

mechanism. Some early validation experiments provided some support for the 

hypothesis that targeting this pathway may be useful in the treatment of 

neuroblastoma. Combining these two strands to give a more complete picture 

of oxidovanadium-induced cytotoxicity will ideally involve characterising the 

substrates of specific cancer-promoting PTPs, and linking these to the gene 

expression changes observed in the RNAseq analysis (Figure 6.1*3). 
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Figure 6.1 – Deconvolution of oxidovanadium-induced cytotoxicity 
Pan-PTP inhibition using oxidovanadium-derived compounds induces cytotoxicity in a subset 
of neuroblastoma cell lines (Clark et al., 2015). Two reductionist approaches were used in an 
attempt to deconvolute the mechanisms driving this cytotoxicity. (1) A PTP family-wide shRNA 
screen was used to identify candidate pro-tumour PTPs. SiRNA-mediated gene knockdown 
provided some further support for a pro-neuroblastoma role of CDC14B. (2) RNAseq was used 
in an attempt to deconvolute the transcriptional response to oxidovanadium, revealing cAMP 
signalling as a potential critical effector pathway. (3) We hypothesise that the oxidovanadium-
induced transcriptional response is driven at least in part by pan-PTP inhibition. 

The use of both the RNAi and RNAseq screens described above attempted to 

identify specific, novel effectors that are critical for BMOV-induced anti-cancer 

activity, and could be targeted independently. These may be PTPs or other 

signalling proteins, however in either case their identification and specific 

targeting is a reductionist approach for harnessing oxidovanadium anti-cancer 

activity (Figure 6.2). As stated above, this kind of specific molecular targeting 

may be associated with fewer off-target toxicities compared to broad acting 

chemicals, and as such is currently a significant focus in the cancer research 

field. Indeed targeted therapy is being used with a great deal of success in 

many cases where tumour cells are dependent on specific molecular drivers, 

a phenomenon known as oncogene addiction (Weinstein, 2002, Weinstein and 

Joe, 2006). Targeted inhibition of these critical oncogenes can thus be very 

effective, for example EGFR inhibitors such as gefitinib and erlotinib are used 

in the treatment of EGFR driven NSCLC (Lynch et al., 2004, Shepherd et al., 

2005). Similarly imatinib is used to inhibit the BCR/ABL fusion protein in CML, 

leading to improved patient outcomes (Hughes et al., 2003, O'Brien et al., 

2003, O'Brien and Deininger, 2003), and BRAF mutant melanoma patients 

respond positively to treatment with vemurafenib (Bollag et al., 2010). 
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Although clearly the reductionistic targeting of specific tumour drivers has 

provided vital leaps forward in the treatment of some cancers, many have also 

been hindered by lack of efficacy, often caused by redundancy between 

signalling pathways, and importantly, high levels of acquired resistance 

(Rosenzweig, 2012, Barouch-Bentov and Sauer, 2011, Saijo, 2012). Tumour 

cells may become resistant to targeted therapies by altering the structure of 

drug binding sites through favourable mutations, such that inhibitors are no 

longer active, as has been described in some cases of imatinib and EGFR 

inhibitor resistance (Gorre et al., 2001, Kobayashi et al., 2005, Sequist et al., 

2011, Yu et al., 2013). Other mechanisms of resistance include, but are not 

limited to, activating mutations or amplification of proteins downstream of the 

primary target, compensatory activation of redundant signalling pathways, and 

upregulation of drug efflux molecules (Lackner et al., 2012). In the case of 

oxidovanadium, although the reductionist approach may indeed be feasible, it 

may instead be that oxidovanadium’s multiple effectors could be a benefit. 

Oxidovanadium compounds have been shown to induce several distinct anti-

cancer effects in many tumour types, including reduced proliferation, 

cytotoxicity and reduced metastatic properties in vitro and in vivo (Evangelou, 

2002, Bishayee et al., 2010, Irving and Stoker, 2017) (Section 1.3.6.). This 

suggests that several cellular signalling networks are at play, and multiple 

oxidovanadium targets may be critical for its anti-cancer activity. The very 

broad range of BMOV-associated gene expression changes observed in our 

RNAseq experiments indicates that this is indeed likely to be the case. This 

diverse intracellular activity is unsurprising given the range of biochemical 

activities of vanadium compounds in the cell, including inhibiting PTPs, but 

also potentially other phosphate binding enzymes, as well as producing ROS 

and direct DNA damage (Nechay, 1984, Rehder, 2012). Reducing BMOV’s 

anti-cancer efficacy to the targeting of individual proteins may not therefore be 

the most effective way to harness its therapeutic potential for neuroblastoma. 

Pan-inhibition of all PTPs, as well as the other intracellular consequences of 

vanadium, may be essential for achieving net, high levels of anti-cancer 

efficacy. Hitting multiple cancer related intracellular signalling pathways, which 

contribute to several of Weinberg’s Hallmarks of Cancer (Hanahan and 

Weinberg, 2000, Hanahan and Weinberg, 2011), may lead to higher initial 
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efficacy and even reduced emergence of resistance compared to molecular 

targeted therapies.  

If we were therefore to propose the use of oxidovanadium itself in vivo as the 

preferred approach, there remain the on-going and well-founded safety 

concerns regarding its use in human patients (Domingo, 2000, Thompson and 

Orvig, 2006). However, advanced methods of drug delivery, including 

encapsulation within nanoparticles, may allow alternative and safer use of 

oxidovanadium-derived compounds (Figure 6.2). We have shown for the first 

time that organic, hydrophobic oxidovanadium complexes can indeed be 

successfully packaged into liposomes, potentially offering opportunities for 

reduced off-target toxicity whilst retaining wide ranging anti-cancer effects. The 

in vivo anti-cancer efficacy of these formulations, and potentially others with 

active targeting surface molecules, should now be validated using mouse 

xenograft models of neuroblastoma. 

Figure 6.2 – Approaches to utilise oxidovanadium activity for neuroblastoma treatment 
The net effect of oxidovanadium in a subset of neuroblastoma cell lines is cytotoxicity. In an 
attempt to translate this cytotoxicity into useful therapeutic strategies for neuroblastoma we 
have used several approaches. In a reductionist approach (blue), we have sought to identify 
specific oxidovanadium effectors, both PTPs and other proteins, which could be independently 
targeted. Alternatively, we suggest that oxidovanadium compounds themselves could be used 
as therapeutic leads (green), in particular when combined with BSO-mediated glutathione 
(GSH) suppression, and/or when delivered in liposomal formulations. 
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6.2.3. PTP-inhibition beyond neuroblastoma 

This project aimed to explore the therapeutic targeting of PTPs for 

neuroblastoma specifically. However, as discussed previously (Section 

1.2.3.), tumour-promoting roles for specific PTPs have been described for 

many other human cancers (He et al., 2014, Elson, 2018). In some cases, 

specific PTP family members are drivers of tumourigenesis and/or cancer 

progression across multiple tumour types. For example SHP2 has been 

implicated in neuroblastoma, as well as leukaemias, melanoma and breast, 

lung, thyroid, liver, gastric and laryngeal tumours (Chan et al., 2008, Zhang et 

al., 2015, Bentires-Alj et al., 2004, Zhang, 2017, Zhou and Agazie, 2008, Hu 

et al., 2015, Xu et al., 2005). The role of CDC14B in tumours other than 

neuroblastoma has not been explored in this project. However, Sun et al. 

(2018a) reported that suppression of CDC14B correlated with reduced 

proliferation and increased apoptosis in laryngeal carcinoma cells. Thus 

therapeutic targeting of CDC14B could be useful in cancer treatment beyond 

neuroblastoma. Similarly, widespread anti-cancer activity of oxidovanadium-

derived compounds across many tumour types has been reported in the 

literature and was discussed in Section 1.3.6. (Evangelou, 2002, Bishayee et 

al., 2010, Irving and Stoker, 2017). Indeed I have shown here that 

oxidovanadium induces loss of viability in a panel of paediatric brain tumour 

cell lines, as well as in neuroblastoma. It will be of significant interest to 

understand whether oxidovanadium acts via common mechanisms in these 

distinct cells and tissues. This may strengthen the case for either the more 

reductionist approach of targeting oxidovanadium effectors, both PTPs or 

other signalling proteins, or the clinical use of oxidovanadium complexes 

themselves (Figure 6.2). 

Thus, with the knowledge of oxidovanadium effectors, the use of 

oxidovanadium complexes, the combination of oxidovanadium with BSO and 

our novel delivery of hydrophobic oxidovanadium using liposomes, we may 

provide new opportunities for exploring clinical efficacy both in neuroblastoma 

and in other paediatric and adult tumour types. 
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Appendices 

Appendix 1 – PTP-targeting siRNA knockdown efficiency 

Table A1 – PTP-targeting siRNA knockdown efficiency 
Knockdown efficiency achieved in IMR32 cells using PTP-targeting siRNAs. Percentages 
indicate mRNA expression, assessed by qPCR, in siRNA-transfected cells compared to a non-
targeting scrambled control siRNA (SCR) (n=1). Data provided by Dr. Jessica Pickles. 

siRNA % Expression compared to 
SCR 

siRNA % Expression compared to 
SCR 

PTPRN_06 14 MTMR12_09 24 

PTPRN_07 3 MTMR12_10 67 

PTPRN_08 4 MTMR12_11 68 

PTPRN_09 11 MTMR12_12 66 

CDC14B_10 14 ACP1_05 8 

CDC14B_11 21 ACP1_06 7 

CDC14B_12 14 ACP1_07 9 

CDC14B_13 10 ACP1_08 9 
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Appendix 2 – BMOV/BSO microscopy 
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Figure A1 – BMOV/BSO cytotoxicity in neuroblastoma and non-neuroblastoma cell lines 
IMR32, KELLY, SK-N-AS, SK-N-DZ, SK-N-BE(2), MEF, HEK-293T, COS7 and IMCD3 cells treated with 10 µM BMOV and 10 µM BSO for 3 days. Scale bar = 
150 µm. Qualitatively assessed for cell viability in Figure 4.2A. Note: At this stage of my project I did not have a reliable assay to quantitatively assess cell 
viability following oxidovanadium treatment (discussed in Appendix 3). Therefore, I qualitatively summarised relative cell viability effects, shown in Figure 4.2A.  
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Appendix 3 – Cell viability assays 

Many different methods can be used to assess the effect of an experimental 

condition, for example chemical treatment or under or overexpression of a 

specific gene, on cell viability. These methods vary in complexity, and can 

provide very different information about proliferation rates and mechanisms of 

cell death. Colourimetric or fluorescence-based cell viability assays that 

measure the relative metabolic activity of cell populations by utilising reduction 

by mitochondrial enzymes, are commonly used to quickly assess any cytotoxic 

effects. These are typically very straightforward assays that are performed in 

96 well plates and can be automated, for example the very commonly used 

MTT assay, which was the first to be developed for high throughput screening 

(Mosmann, 1983). These assays rely on the assumption that the experimental 

readout will be relative to the number of viable cells. However, this may not 

always be true. If the experimental treatment directly affects the activity of the 

enzymes responsible for the experimental readout, in a way that does not 

entirely correlate with cell viability, these assays may not be suitable (Marshall 

et al., 1995). Many studies have described limitations of these viability assays, 

where specific chemicals can cause false positives and negatives based on 

their intracellular activity (van Tonder et al., 2015, Ganapathy-Kanniappan et 

al., 2010, Wang et al., 2011, Vistica et al., 1991, Gonzalez and Tarloff, 2001). 

Obtaining reliable quantitative data to assess neuroblastoma cell viability 

following treatment with oxidovanadium compounds has been a reoccurring 

challenge for our group. In light of the impending requirement for such assays 

in my project, I compared the suitability of a number of assays and this work is 

described below. 

Initially the CCK-8 reagent from Sigma-Aldrich was used. This reagent 

contains a tetrazolium salt named WST-8, which is reduced by 

dehydrogenases in living cells, producing a yellow/orange formazan dye that 

absorbs light at 460nm (Ishiyama et al., 1993). Absorbance at 460nm is 

therefore proportional to the relative number of viable cells. However, it very 

quickly became clear that the resulting values were not always reliable in 

quantifying the effect of oxidovanadium treatment on cell viability. A very 

intense orange colour corresponding to very high absorbance values was 
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observed when high concentrations of oxidovanadium were applied (Figure 

A2A). Phase-contrast microscopy images indicate that there were fewer viable 

cells in BMOV-treated compared to untreated cells (Figure A2B). 

Furthermore, our group have previously reported that BMOV induces 

apoptosis in these cells using subG1 analysis and caspase cleavage assays 

(Clark et al., 2015). This phenomenon of over-estimating BMOV-treated cells 

may be due to a direct interaction between the reagent and oxidovanadium, or 

more likely the effect of oxidovanadium on the activity or cellular levels of 

dehydrogenases. If treating cells with oxidovanadium increases 

dehydrogenase activity, a high absorbance could be observed even from fewer 

live cells.  

Figure A2 - CCK8 quantified cell viability does not always agree with observed BMOV-
induced cytotoxicity 
A - IMR32 (blue) and KELLY (red) cells were treated with a BMOV dosage range for 3 days, 
after which cell viability was quantified using a CCK-8 cell viability assay (n=1). B - Untreated 
cells and cells treated with 10 μM BMOV for 3 days were imaged using phase-contrast 
microscopy, showing clear rounding of BMOV-treated cells, indicative of cytotoxicity. 

Having concluded that the CCK-8 assay was not entirely suitable for use with 

oxidovanadium, alternative cell viability assays were sought, including 

resazurin, from R&D Systems (Minnesota, USA), and ATPlite 1step, from 

PerkinElmer (Massachusetts, USA). Resazurin is another redox sensitive dye 

that changes colour and fluoresces when it is reduced to resorufin by 

dehydrogenases (O'Brien et al., 2000). Absorbance at 570nm or fluorescence 

(544nm excitation and 590nm emission) is proportional to aerobic respiration 

and therefore the number of viable cells. The ATPlite system indicates the 
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number of metabolically active cells by assessing ATP levels (Cree and 

Andreotti, 1997). The reagent contains D-Luciferin and luciferase, ATP reacts 

with D-Luciferin producing light. Thus relative luminescence can be used as a 

measure of cell viability. In order to test the suitability of these assays for 

assessing the effect of oxidovanadium compounds on cell viability, a range of 

neuroblastoma cell densities were plated and treated with 10 µM BMOV for 3 

days. The data obtained using the resazurin assay suggest that there were 

very minor differences in cell density when BMOV was added (Figure A3A). 

As shown previously, this is not reflective of what can be observed by looking 

at cell morphology (Figure A2B). The ATPlite 1step reagent did show a 

reduction in BMOV-treated IMR32 cell density compared to untreated cells 

(Figure A3B). This was perhaps not as great a difference as was observed by 

microscopy, although morphological assessments are subjective, hence the 

requirement for quantitative cell viability assays. However, the data obtained 

using this kit did not reflect the reduction in cell density that is observed in 

KELLY cells.  

Figure A3 – Resazurin and ATPlite 1 Step assays in BMOV-treated neuroblastoma cells  
IMR32 and KELLY cells were seeded at a range of densities +/- 10 µM BMOV. Cell viability 
was measured after 3 days using resazurin (A) and ATPlite 1 Step (B) (n=1). 

Crystal violet staining and solubilisation is another method that can be used to 

quantify cell numbers following chemical treatment. Crystal violet is a 

triarylmethane dye with a deep purple colour; it stains DNA and protein and 

therefore can be used to stain fixed cells (Feoktistova et al., 2016). Post-
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staining, the dye can be solubilised and absorbance at 595 nm can be used 

as a measure of cell number. There are several caveats associated with the 

use of crystal violet staining and solubilisation as a cell viability assay. The dye 

will stain dead cells if they have remained adhered to the plastic. Conversely, 

live cells that have begun to lose adhesion, as is often the case in BMOV-

treated cells, may be removed during the wash steps required for this assay. 

It is really a measure of loss of adhesion, which typically occurs during cell 

death, rather than of loss of viability itself. I have also observed a change in 

hue of the dye when BMOV is present, particularly in KELLY cells, which is 

likely to affect quantitation. Nonetheless, viability data obtained using this 

method in IMR32 cells was reflective of the observed cytotoxicity (Figure A4). 

Crystal violet staining and solubilisation was therefore deemed to be a 

reasonably suitable assay for assessing differences in cell viability caused by 

oxidovanadium treatment.  

Figure A4 - Crystal violet staining and solubilisation can be used to quantify BMOV-
induced cytotoxicity 
IMR32 cells were treated with 10 µM BMOV for 3 days (left top). Cells were stained with crystal 
violet solution and images were taken (left bottom). Crystal violet was solubilised and 
absorbance at 595 nm was measured (right) (n=1).  

Crystal violet staining and solubilisation was successfully used for a number of 

the experiments involving oxidovanadium treatment in this thesis. However, in 

later experiments a nuclei counting assay was also developed and used, as 

this was found to give the most reliable quantitation with less variability 

between repeat experiments. In this assay, Hoechst 33342 is used to stain the 
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nuclei of cells following chemical treatment. This allows visualisation of nuclei 

using fluorescence microscopy, as Hoechst 33342 emits blue fluorescent light 

when bound to DNA (Latt and Stetten, 1976). The number of nuclei can then 

be counted from representative images using automated counting on ImageJ, 

allowing relative cell numbers to be quantified. When compared to the 

resazurin assay, nuclei counting is more labour-intensive, but gives a more 

representative quantitation of BMOV-induced cytotoxicity in both IMR32 and 

KELLY cells (Figure A5). There are however still limitations with this 

technique. As with crystal violet staining, this method will detect dead cells if 

they are still adhered to tissue culture plastic. Therefore, it may partially 

underestimate BMOV-induced cytotoxicity. This was found to be particularly 

true for KELLY cells, which round up following BMOV treatment, but do not 

lose adhesion as readily as IMR32 cells. Although these cells are still viable at 

this point, they are clearly unhealthy, and previous experiments in the 

laboratory have shown that they eventually undergo apoptosis (Clark et al., 

2015). 

Figure A5 – Nuclei counting can be used to assess cell viability following BMOV 
treatment  
IMR32 and KELLY cells were seeded at a range of densities +/- 10 µM BMOV. Cell viability 
was measured after 3 days using resazurin (A) and the nuclei counting assay (B) (n=1).  

In conclusion, it is clear that routine cell viability assays are problematic when 

using oxidovanadium, probably due to their effects on cell metabolism 

(Gullapalli et al., 1989). In fact this may be of interest from a scientific 

standpoint as these effects may be relevant to the anti-cancer activities of 

vanadium-derived compounds. Based on the experiments described here, the 

most appropriate cell viability assays for use with oxidovanadium are crystal 

violet staining and nuclei counting.  

A B 
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Appendix 4 – Differentially expressed genes in BMOV-treated cells 

Genes that were significantly differentially expressed in response to BMOV in 

IMR32, KELLY, SK-N-SH and LAN5 cells. Significant differential expression is 

defined as having a log2 fold change greater than 0.3 or less than -0.3, and an 

adjusted p value less than 0.05 (0.1 for SK-N-SH). 

C2orf48 

C9orf172 

CCDC28B 

CCDC33 

CDK12 

CLDN15 

CLIP3 

DCTN1 

DGAT1 

DNHD1 

DPP7 

DUOXA1 

ECD 

ECI1 

EEF1A2 

FPGS 

GCAT 

ITFG2 

LPCAT3 

LTBP2 

MROH6 

MUC20 

MYH3 

PPIL6 

PPP1R10 

PTGES2 

ROGDI 

RUNDC3A 

SGSH 

SSU72 

TCTE1 

VPS51 

ZFAND2B

Genes that were significantly differentially expressed in response to BMOV in 

IMR32, KELLY and LAN5, but not SK-N-SH cells. Significant differential 

expression is defined as having a log2 fold change greater than 0.3 or less 

than -0.3, and an adjusted p value less than 0.05 (0.1 for SK-N-SH).

AARS 

ABCC10 

AGBL5 

ALDOC 

ALKBH7 

ANKRD39 

AOC2 

AOC3 

APOE 

APOLD1 

ASPRV1 

ATG2A 

BCL7C 

BRD9 

C1S 

C21orf58 

C8orf31 

CAPN5 

CASKIN1 

CCDC9 

CD151 

CDC42EP2 

CDKL3 

CEACAM19 

CHMP2A 

CINP 

CISD3 

CNRIP1 

COQ9 

COX20 

CPT2 

CSTF3 

CYB561A3 

CYP27B1 

DALRD3 

DDB2 
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DERA 

DNAH1 

DNLZ 

DYRK1B 

EML3 

ENDOV 

EVC 

FAM163B 

FAM173B 

FLOT2 

G6PC3 

GAMT 

GCDH 

GGPS1 

GGT1 

GMIP 

GMPPA 

GOSR2 

GUCA1B 

HRSP12 

IAH1 

IL17RC 

ISLR2 

KPTN 

KRCC1 

LNP1 

LRRC37A3 

LRRC41 

LRRC66 

LTB4R 

LYRM1 

LYSMD1 

MAP3K12 

MAP4K2 

MECR 

MORN4 

MPDU1 

MRPL30 

MYH15 

MYRF 

NCKIPSD 

NDUFAF4 

NEU3 

NME3 

NT5M 

NTRK1 

OPN3 

P4HTM 

PBXIP1 

PCF11 

PCGF1 

PEX6 

PFKL 

PMAIP1 

POU6F1 

PROSC 

RABEP2 

RABL2A 

RBFA 

RHBDF2 

RNF31 

SAMD14 

SARS2 

SEPW1 

SHISA4 

SIPA1 

SLC2A4RG 

SLC6A2 

SLIT3 

SNX21 

SPATA2L 

SPIB 

SUMF2 

SYN2 

SYNPO 

TANGO6 

TCEA2 

TDRKH 

TERF2 

TLCD1 

TLX2 

TMEM5 

TOP1MT 

TSPAN11 

TTLL1 

TUBGCP6 

TXNIP 

UBL7 

USP4 

VAT1 

VEZF1 

VIPAS39 

WBP1L 

WDR78 

XRCC1 

YPEL3 

ZNF226 

ZNF251 

ZNF425 

ZNF606 

ZNF862
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Appendix 5 – Hydrophobic oxidovanadium microscopy 
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Figure A6 - Oxidovanadium cytotoxicity in neuroblastoma and non-neuroblastoma cells 
SK-N-AS, SK-N-SH, MEF, HEK-293T, COS7 and IMCD3 cells treated with 5 µM and 10 µM 
BMOV, AL1, AL2 and AL4, and 2.5 µM and 5 µM AL3 for 3 days. Scale bar = 150 µm. (5 days 
treatment and 100 µm scale bar for SK-N-SH cells). Note: At this stage of my project I did not 
have a reliable assay to quantitatively assess cell viability following oxidovanadium treatment 
(discussed in Appendix 3). Therefore, I qualitatively summarised relative cell viability effects, 
shown in Figure 5.8.  
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