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Ultrafast and Radiationless Electronic Excited State
Decay of Uracil and Thymine Cations: Computing The
Effects of Dynamic Electron Correlation†

Javier Segarra-Martí,∗a Thierry Tran,a and Michael J. Bearpark∗a

In this article we characterise the radiationless decay of the first few electronic excited states of
the cations of DNA/RNA nucleobases uracil and thymine, including the effects of dynamic electron
correlation on energies and geometries (optimised with XMS-CASPT2). In both systems, we find
that one state of 2n+O and another two of 2π+ character can be populated following photoionisa-
tion, and their different minima and interstate crossings are located. We find strong similarities
between uracil and thymine cations: with accessible conical intersections suggesting that de-
population of their electronic excited states takes place on ultrafast timescales in both systems,
suggesting that they are photostable in agreement with previous theoretical (uracil+) evidence.
We find that dynamic electron correlation separates the energy levels of the "3-state" conical in-
tersection (D2/D1/D0)CI previously located with CASSCF for uracil+, which will therefore have a
different geometry and higher energy. Simulating the electronic and vibrational absorptions allows
us to characterise spectral fingerprints that could be used to monitor these cation photo-processes
experimentally.

Introduction
Understanding the effect of different types of UV-light on
DNA/RNA aggregates has been the target of many scientific stud-
ies over the past two decades, owing to the outstanding photo-
physical properties displayed by their chromophoric species, the
nucleobases, which dissipate the excess energy gained upon light
irradiation in an ultrafast and harmless manner.1–5 This particu-
lar feature has been linked to the impressive photostability shown
by the genomic material, where the vast majority of light ab-
sorbed is converted harmlessly into thermal energy and dumped
into the cellular environment.

Most studies in the literature have focused on the UV-B (280-
315 nm) and low-UV-C (100-280 nm) wavelengths, as these
match the first intense absorption band registered in neutral
DNA/RNA nucleobases1,2 and are particularly convenient as
they can be probed with the third harmonic of femtosecond
Ti:Sapphire laser pulses (often tuned at ∼267 nm), which are
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commonly used to initiate the photo-reactions in pump-probe ex-
perimental set-ups.

DNA/RNA photo-ionisation dynamics has been less explored to
date due to the high energies (< 150 nm, i.e. strong UV-C) re-
quired to remove electrons from the nucleobases (although this is
reduced upon N1 substitution when moving to nucleosides and
nucleotides, the nucleobase derivatives actually present in the
DNA double helix chain).6–9 This has for many years prevented
in-depth studies, but recent developments in the generation of
high-energy few-cycle UV-C pulses10,11 and the advent of high-
energy free electron laser sources12 have opened up the possi-
bility of studying time-resolved photoionisation processes in such
small organic compounds and their use in pump-probe set-ups to
monitor photo-reactions.

Photoionisation has also recently been detected at lower en-
ergies due to intermolecular interactions within the DNA chain
leading to charge separation, which effectively generates cationic
and anionic species from photo-excitation,13,14 thus making their
ground and excited state decays of interest in the overall photo-
initiated mechanisms of DNA.

The purpose of this article is to characterise the ultrafast radi-
ationless decay of excited state cationic uracil and thymine with
dynamically correlated electronic structure methods, and to pro-
vide spectral fingerprints that may allow monitoring these photo-
processes experimentally in the future.

Several studies in the literature have focused on the accurate
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characterisation of the ionisation potentials (both vertical and
adiabatic) of DNA nucleobases,15 which are strongly modulated
due to solvation,6–8 while less work has been done in the char-
acterisation of the doublet excited state reactivity. Matsika and
co-workers have analysed theoretically the role of the different
excited cationic states taking part in the photoionisation of uracil
from both static16–19 and dynamic20,21 standpoints, including
also their subsequent fragmentation.22 These studies shown that,
upon photoionisation, a majority of the population will reach the
more favourable D2 (2π

+
HOMO−1) state, which will then rapidly

decay to D1 (2n+O) and then reach D0 (2π
+
HOMO) within 100 fs.

In this contribution we have characterised the different key
structures (ground and excited state minima and the conical in-
tersections connecting them) that define the excited state decay of
cationic uracil and thymine with state-of-the-art dynamically cor-
related XMS-CASPT2 energy gradients and couplings. We have
then compared these novel results with less computationally de-
manding CASSCF estimates.23 Doing this, we find that dynamic
electron correlation mainly affects the "3-state" conical intersec-
tion previously characterised for uracil+,19 which becomes more
clearly a 2-state intersection, as that found for thymine+ here.

Excited state absorption simulations on top of the characterised
cationic D0 and D1 minima show similar signals in the 200−400
nm range for both states. These are hard to disentangle from
one another, whereas the associated infrared (IR) signals display
significant differences between the D0 and D1 states related to
the intense carbonyl stretching bands predicted for the latter at
1500-1600 cm−1. This is within the probe windows currently
being employed experimentally, which could be used to monitor
these photo-ionisation events.

Computational details
Most computations reported here were carried out with the Open-
MOLCAS software package.24 A large atomic natural orbital ba-
sis set (ANO-L) was used throughout in its valence double-ζ
polarised contraction.25,26 The active space for both uracil and
thymine comprises the full π valence occupied and virtual space
plus the two nO occupied lone-pair orbitals to account for 2n+O
states, totalling 14 electrons in 10 orbitals for the neutral and 13
electrons in 10 orbitals for the cationic species.

CASSCF wave functions were averaged over four doublet states
and were subsequently used for single-point CASPT2 energy cor-
rections.27–29 An imaginary level shift of 0.2 a.u. was employed
in the perturbative step to avoid the presence of intruder states,30

and IPEA shifts31 of 0.0 and 0.25 a.u. were tested as this correc-
tion has been shown to improve the description of cationic open-
shell states in these systems.15

CASPT2 computations were performed in its single-state,27,28

multistate (MS),32 and extended multistate (XMS)33 variants to
benchmark the effect of the zeroth order Hamiltonian on the
cationic manifold. All results here are however reported at the
XMS-CASPT2 level of theory unless explicitly stated otherwise,
as this was previously found to treat covalent and ionic excited
states in a balanced manner.33

The resolution of identity based on the Cholesky decomposition
was used throughout to speed up the calculation of the electron

repulsion integrals,34–36 and was used for both energy evalua-
tions37 as well as in calculating CASSCF analytical gradients38,39

and non-adiabatic couplings.40 Second-order nuclear derivatives
were computed numerically employing the aforementioned gra-
dients.41

CASSCF conical intersections were characterised with the
method of Fdez Galván et al.40 Given the current lack of tools
to explicitly search for 3-state crossings at the CASPT2 level of
theory, we relied on a D2/D0 crossing optimisation in order to
provide us with an estimate of this crossing, which features a rel-
atively small energy gap between D2/D0 and D1, which geomet-
rically should be closer to the actual 3-state degeneracy.

The characterised cationic ground (D0) and excited (D1) state
minima, as well as the different low-lying conical intersections
(CIs) were also optimised at the CASPT2 level of theory to estab-
lish the role of dynamic electron correlation on the geometrical
parameters in these cations, as it has been shown to significantly
impact the singlet manifold.42–45 CASPT2 minima and CI optimi-
sations (using the projection method of Bearpark et al.46) were
also carried out with analytical gradients47–49 and couplings50

as implemented in BAGEL51 to ensure that those obtained us-
ing numerical differentiation are correct. Linear interpolations in
internal coordinates were performed between the key structures
optimised (minima and conical intersections) in order to rule out
the presence of potential energy barriers.

Optimisations are only considered at the XMS-CASPT2 level
of theory here, because: i) SS-CASPT2 is known to provide the
wrong dimensionality of the branching space in conical intersec-
tions,52 which are central to the present study; ii) MS-CASPT2
requires the enlargement of the active space to balance the dy-
namic electron correlation included to states of different charac-
ter around conical intersections, i.e. crossings between ionic and
covalent states, as reported by Serrano-Andrés et al.,53 and this
is unfeasible for optimisations; and iii) XMS-CASPT2 has been
recently shown to provide smoother potential energy surface pro-
files around conical intersections due to treating crossings be-
tween ionic and covalent states more accurately than SS- and
MS-CASPT2 formulations.54,55

Additional computations averaging over the lowest-lying 30
electronic doublet states were carried out on top of the differ-
ent minima to evaluate the excited state absorption signals.56,57

Our simulations of these spectral signals assume that excited state
absorptions of the individual 2n+O and 2π+ states are dominated
by the electronic structure at their corresponding minima,58,59

thus neglecting the time-evolution of the system and its lineshape
as their simulation requires more sophisticated approaches that
are out of the scope of the present study.60–63 The CAS state in-
teraction method64 was employed to evaluate transition dipole
moments and oscillator strengths and the energies were cor-
rected with the standard (single-state) CASPT2 formulation with
an IPEA shift of 0.0.

The transitions were broadened with Gaussian functions hav-
ing full width at half maximum of 0.3 eV, as used in similar or-
ganic systems,65 while the IR signals were broadened with Gaus-
sian functions having full width at half maximum of 10 cm−1.66

This is an approximation: we have not computed rovibrational
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broadenings explicitly. Using the same approach as here, our pre-
vious studies on related systems (Cyt and 5mCyt)66 where ex-
perimental evidence is also available reproduce experiment rea-
sonably well in terms of UV/Vis excited state absorptions and IR
signals, which we expect should also translate to the very similar
Ura and Thy that are studied here. The short lifetime of the ac-
cessed excited states means there will be extra broadenings that
we cannot reliably estimate.

Excited state absorptions and IR signals were broadened as im-
plemented in Gabedit67 and orbital visualisation was performed
with Molden.68

Results and discussion

Uracil+ energies

We start by analysing and comparing the results obtained for
the two well-defined experimental magnitudes often employed
to benchmark the cationic manifold computationally, that is, the
vertical and adiabatic ionisation potentials.

Fig. 1 The singly occupied orbitals of the three electronic excited states
of uracil cation studied here.

Averaging values from Table 1 for each state in turn, the differ-
ent formulations of the CASPT2 method predict the first three ver-
tical ionisation potentials to be placed at 9.53, 10.00 and 10.59
eV, while the first adiabatic ionisation potential is placed at 9.35
eV, in agreement with the available experimental evidence69–72,
as well as previous theoretical estimates.6,15,74 As has been re-
ported by Roca-Sanjuán et al.,15 the introduction of the IPEA
shift appears to blue-shift the estimates obtained at the CASPT2
level, bringing them closer to the experimental values. This effect,
which amounts to ∼0.2 eV for all CASPT2 zeroth-order Hamilto-
nians, is however overestimated when employing it together with
multistate CASPT2 variants (either MS or XMS), as these already
feature ionisation energies within the experimental range with
IPEA=0.0 a.u. XMS-CASPT2 is shown to be blue-shifted with re-
spect to MS and single-state formulations, a feature previously
reported for the singlet manifold.55,75

In contrast, CASSCF places the first three vertical and first adia-
batic ionisation potentials at 8.58, 9.36, 9.47 and 8.18 eV, respec-
tively (Table 1), which deviate from the experimental evidence
by ∼1 eV. Nevertheless, CASSCF still provides acceptable energies
when considering solely the cationic manifold and the differences
among the diverse cationic states. Concretely, CASSCF predicts a
difference of 0.78 eV between the D0 and D1 states and 0.11 eV
between D1 and D2 in the Franck-Condon (FC) region, compared
to the averaged values over all CASPT2 formulations of ∼0.48

and 0.59 eV, respectively, while preserving the correct ordering
of the states. These values also agree qualitatively with those
obtained by Assmann et al.20 at the Equation Of Motion Ioni-
sation Potential Coupled Cluster Singles and Doubles (EOM-IP-
CCSD) level of theory. Concretely, EOM-IP-CCSD reports D0−D1

and D1−D2 energy gaps of 0.69 and 0.36 eV whereas averaged
CASPT2 values yield differences of 0.48 and 0.59 eV, respectively.
These differences point towards a red-shift of the D1(n+O) state
at the CASPT2 level, which is however quantitatively compara-
ble with the experimental evidence available for the ionisation
potential of this state.

Similar differences of ∼0.3 eV are observed between CASSCF
and the different CASPT2 methods for the D0−D1 energy gaps es-
timated at the D0 minimum (1.35 vs 1.01 eV), while the D2−D1

gap is almost quantitatively recovered (0.69 vs 0.78 eV). Albeit
significant, these differences are much smaller than those ob-
served in the singlet manifold in DNA/RNA nucleobases43 where
state ordering with CASSCF often differs from the one obtained
with correlated methods, an issue that impacts the simulation of
their photo-processes.

Overall, differences within the cationic manifold due to the in-
clusion of dynamic correlation are on a quantitative level, which
supports the use of CASSCF as a cost-effective option for qualita-
tively characterising photo-ionisation events in uracil.

Uracil+ geometries

We start by looking at the geometric distortions undergone in
the cationic manifold upon photo-ionisation with respect to the
starting singlet FC (S0) equilibrium geometry at the XMS-CASPT2
level of theory (Fig. 2, distances in red). The D0 (2π

+
HOMO)

minimum shows N1-C2 and C5-C6 bond elongations and a C6-
N1 bond shortening of 0.05 Å, which reflects the singly occupied
molecular orbital describing this cationic state (see Fig. 1). The
D1 (2n+O) minimum, on the other hand, displays its most notice-
able distortions around the C4-O carbonyl and surrounding atoms
where this cationic state localises, with a lengthening for C2-N3
of 0.04 and of 0.05 Å for the C4-O bond, and a shortening of 0.05
Å for N3-C4.

The D2/D1 CI is characterised by a large N3-C4 bond elonga-
tion of 0.07 Å with respect to the FC reference. The D1/D0 CI,
on the other hand, displays more pronounced distortions: bond
elongations of 0.05 Å along C2-N3 and 0.07 Å along C4-O and a
shortening of N3-C4 by 0.07 Å.

We look next at the optimised geometries at the CASSCF level
(Fig. 2, distances in black) to determine the geometry changes
induced by including dynamic electron correlation. Noticeable
differences in the D0 minimum are observed in the C6-N1 bond
length, which is 0.04 Å shorter than with XMS-CASPT2, while
C4-C5 is 0.03 Å shorter. The D1 minimum presents bond length
shortenings of 0.04 Å for N3-C4, 0.03 Å for C4-C5 and 0.03 Å for
C6-N1, and an elongation of 0.03 Å for C4-O.

The D2/D1 CI shows the most marked difference among all
structures studied: the N3-C4 distance is shortened by 0.1 Å on
going from XMS-CASPT2 to CASSCF, which is also followed by
shortenings of 0.04 and 0.03 Å for the C2-N3 and N1-C2 bonds,
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Table 1 Gas-phase vertical and adiabatic ionisation potentials of uracil computed at the CASSCF level of theory and with a range of zeroth-order
CASPT2 Hamiltonians, and their comparison with the available experimental data where appropriate. Both S0 and D0 minima are computed at the
CASSCF level of theory. All energies are given in eV.

Vertical Ionisation Potentials (S0 min) Ionisation potentials (D0 min)
IPEA shift 2π

+
HOMO

2n+O
2π

+
HOMO−1

2π
+
HOMO

2n+O
2π

+
HOMO−1

CASSCF - 8.58 9.36 9.47 8.18 9.52 10.22
CASPT2 0.0 9.38 9.82 10.41 9.22 10.26 10.92

0.25 9.56 10.04 10.61 9.37 10.41 11.17
MS-CASPT2 0.0 9.43 9.86 10.46 9.26 10.31 10.98

0.25 9.61 10.08 10.65 9.41 10.44 11.21
XMS-CASPT2 0.0 9.51 10.01 10.62 9.36 10.27 11.16

0.25 9.66 10.21 10.78 9.47 10.43 11.36
Experiment 9.45 - 9.6069–72 10.02 - 10.1369–72 10.51 - 10.5569–72 9.20 - 9.3273 - -

Fig. 2 Minima (min) and conical intersections (CI) characterised for the
lowest-lying cationic states of uracil. All bond lengths are given in Å.
CASSCF values in black; CASPT2 values in red.

respectively. This conical intersection, however, presents an ef-
fective 3-state degeneracy at the CASSCF level as has been previ-
ously reported by Matsika19 while it features a 2-state crossing at
the XMS-CASPT2 level. The (D1/D0)CI again shows bond length
shortenings of 0.02, 0.04 and 0.02 Å for N1-C2, N3-C4 and C5-
C6, respectively.

Apart from the D2/D1 CI, CASSCF geometries are shown to be
qualitatively similar to those at the XMS-CASPT2 level and thus
present a cost-effective alternative approach for their characteri-
sation.

Uracil+ evolution and decay

Fig. 3 shows the sequence of geometries encountered following
photo-ionisation with energies given with respect to (D0)min. We
have focused on two different approaches here: a) CASSCF and
b) XMS-CASPT2, which both give the same state ordering.

Fig. 3 Potential energy surfaces of cationic uracil computed at the a)
CASSCF and b) XMS-CASPT2 levels of theory. All energies are given
in eV with respect to (D0)min. Thick lines represent the evolution of the
excited state population assuming initial activation of the D2 state.

Following previous studies,20 we assume direct population into
the D2(

2π
+
HOMO−1) state. An appealing aspect of photoionisation

is that standard selection rules such as those commonly used for
singlet-to-singlet transitions are not applicable and thus all sorts
of ionisations are allowed and can be tuned by the energy of the
ionising pulse employed in the experiment. We analyse photoion-
isation events upon D2 population as it crosses the (D2/D1) inter-
section region, which features the largest differences due to the
inclusion of dynamic correlation.

Initial access to D2 undergoes an ultrafast relaxation to the
(D2/D1)CI: there is no separate D2 minimum. At the CASSCF
level, D0 has almost the same energy at this geometry (∼0.2 eV
off the D1 and D2 states), leading effectively to a 3-state CI.19,20

Interestingly, gradient difference and non-adiabatic coupling vec-
tors show marked distortions in bond lengths while preserving
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ring planarity. On the other hand, XMS-CASPT2 presents a 2-
state (D2/D1)CI where the D0 state is placed 0.5 eV lower in en-
ergy. Attempts were made to locate the 3-state CI at the XMS-
CASPT2 level by effectively optimising the crossing between the
D2(π

+
HOMO−1) and D0(π

+
HOMO) states, which features a closer ly-

ing (but not degenerate) D1(n+O) state. This crossing is however
placed at higher energies than the D2 state in the FC region and
thus the involvement of a 3-state crossing in the ensuing pho-
toionisation events appears to be ruled out.

Notable differences arise also when comparing the energy of
the D2(

2π
+
HOMO−1) state at the FC and (D2/D1)CI geometries,

showing a 0.46 eV stabilisation at CASSCF and 0.15 eV at the
XMS-CASPT2 level, in accordance with the pronounced differ-
ences previously described for their respective characterised ge-
ometries. This energy difference implies a more significant relax-
ation at the CASSCF level, which dynamically would be associated
with larger kinetic energies when reaching the crossing.

We then assume a D2 → D1 population transfer, which upon
further relaxation leads to a well-defined excited state minimum
(D1)min that has not been characterised in previous studies.19 This
minimum is however placed at energies close to the (D1/D0)CI

and displays negligible barriers to this at both CASSCF and XMS-
CASPT2 (0.05 vs 0.02 eV, respectively) enabling ultrafast decay
to the cationic (D0)min ground state.20

From this we conclude that dynamic correlation impacts par-
ticularly the effective 3-state CI and thus its direct involvement in
the ultrafast excited state decay to the ground cationic state. It is
worth noting that using the SS-CASPT2//CASSCF protocol - i.e.
without further geometry optimisation - leads to pronounced dif-
ferential correlation effects at (D2/D1)CI , giving the wrong state
ordering and altering the nature of the states taking part in the
crossing, thus discouraging its use.

Overall we predict a significant decrease in the probability of
direct D2→ D0 deactivation when moving from CASSCF to XMS-
CASPT2 potential energy surfaces, which increases the D1 → D0

decay. Given the close-lying energetic position of (D1)min and
(D1/D0)CI (negligible barrier to reach the CI) we expect the pro-
cess to still occur on ultrafast (sub-ps) timescales.20

Thymine+ energies

We consider the vertical and adiabatic ionisation potentials of
thymine+ next, where we particularly focus on the differences
introduced due to 5-methylation by comparing the results with
those previously obtained for uracil+. Due to their structural sim-
ilarities, the lowest-lying cationic states of thymine are equiva-
lent to those of uracil with singly occupied molecular orbitals as
reported in Fig. 1.

Averaged CASPT2 estimates of the first three vertical and first
adiabatic ionisation potential are 9.22, 9.93, 10.51 and 9.05 eV,
respectively, which are placed roughly within a tenth of an eV
from the experimental evidence (see Table 2).69–72

We observe a 0.2 (D2) to 0.3 (D0) eV red-shift on vertical
and adiabatic ionisation potentials of 2π+ character related to 5-
methylation, i.e. moving from uracil+ to thymine+. On the other
hand, this effect appears to be negligible for 2n+O states, which

Fig. 4 Minima (min) and conical intersections (CI) characterised for the
lowest-lying cationic states of thymine. All bond lengths are given in Å.
CASSCF values in black; CASPT2 values in red.

leads to smaller D2−D1 gaps in thymine+ compared to uracil+.
We reproduce the trend registered experimentally whereby 5-
methylation induces a stabilisation on the 2π+ cationic mani-
fold.69–72

Within the cationic manifold, CASSCF predicts 1 eV D0 −D1

and 0.08 eV D1 −D2 energy gaps at the FC region, in contrast
with the XMS-CASPT2 estimates of 0.71 and 0.57 eV, respectively,
leading to differences of ∼0.3 eV for the former and ∼0.5 eV
for the latter. The red-shift on D2 and the negligible effect on
D1 upon methylation leads to a near degeneracy between these
states, which is however broken when including dynamic correla-
tion.

Summarising, CASSCF estimates qualitatively reproduce XMS-
CASPT2 values in the FC region with the exception of the D2−D1

energy gap, which leads to a near-degeneracy in the former and
a half an eV gap in the latter.

Thymine+ geometries
We next compare thymine cationic structures with those of its FC
region, starting with those computed at the XMS-CASPT2 level
(see Fig. 4, distances in red).

The D0 minimum shows a marked 0.07 and 0.05 Å bond length-
ening in N1-C2 and C5-C6, respectively, and a shortening of 0.04
Å for the C6-N1 bond. The D1 minimum shows its main distor-
tions to be localised in the C4-O carbonyl group and surround-
ings, displaying N3-C4 and C4-C5 bond shortenings of 0.04 and
0.03 Å, respectively, and an elongation of C4-O of 0.05 Å. These
changes mirror those found in uracil+.

The D2/D1 CI shows bond length differences similar to those
previously outlined for uracil+. However, this crossing features
out-of-plane distortions with puckered carbonyl groups as op-
posed to the planar geometry found for uracil+. The D1/D0 CI
also presents large differences with respect to the FC reference,
comparable to those in uracil+ but the structure remains planar.
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Table 2 Gas-phase vertical and adiabatic ionisation potentials of thymine computed at the CASSCF level of theory and with a range of zeroth-order
CASPT2 Hamiltonians, and their comparison with the available experimental data where appropriate. Both S0 and D0 minima are computed at the
CASSCF level of theory. All energies are given in eV.

Vertical Ionisation Potentials (S0 min) Ionisation potentials (@D0 min)
IPEA shift 2π

+
HOMO

2n+O
2π

+
HOMO−1

2π
+
HOMO

2n+O
2π

+
HOMO−1

CASSCF - 8.27 9.27 9.35 7.88 9.55 10.09
CASPT2 0.0 9.00 9.67 10.25 8.84 10.18 10.77

0.25 9.20 9.91 10.46 9.01 10.35 11.01
MS-CASPT2 0.0 9.05 9.70 10.31 8.90 10.23 10.82

0.25 9.24 9.94 10.50 9.05 10.38 11.05
XMS-CASPT2 0.0 9.33 10.08 10.67 9.18 10.41 11.20

0.25 9.50 10.30 10.84 9.31 10.61 11.41
Experiment 9.02 - 9.2069–72 9.95 - 10.0569–72 10.39 - 10.4469–72 8.80 - 8.8773 - -

CASSCF geometries (Fig. 4, distances in black) show system-
atic bond shortenings compared to XMS-CASPT2, in agreement
with what was previously found for uracil+. The D2/D1 CI dis-
plays the largest differences, highlighted by the 0.14 Å shortening
of N3-C4, which is the same coordinate where the most drastic
differences in uracil+ were located. These differences go beyond
bond length distances, featuring a planar structure for CASSCF in
contrast to the puckered geometry obtained with XMS-CASPT2.
The D1/D0 CI presents small differences between the CASSCF and
XMS-CASPT2 results, the main ones being bond length shorten-
ings of 0.03 Å for the C2-N3 and N3-C4 bonds.

Aside from D2/D1 CI, CASSCF geometries appear to qualita-
tively reproduce those obtained for XMS-CASPT2, which is in line
with what has been obtained previously for uracil+.

Thymine+ evolution and decay

We assume the photo-ionisation of thymine+ to occur in the FC
equilibrium region and to initially populate the D2(

2π
+
HOMO−1)

state (Fig. 5), as uracil+.

Upon initial promotion to D2(
2π

+
HOMO−1), a swift relaxation is

expected to lead the excited state population to the (D2/D1)CI .
Importantly, despite featuring large geometrical differences be-
tween the CASSCF and XMS-CASPT2 optimised structures high-
lighted above, CASSCF does not predict an effective "3-state" CI
as for uracil+ and presents a 2-state crossing with a large D1−D0

energy gap of 0.36 eV, in line with the 0.46 eV obtained at the
XMS-CASPT2 level.

Fig. 5 Potential energy surfaces of cationic thymine computed at the a)
CASSCF and b) XMS-CASPT2 levels of theory. All energies are given
in eV with respect to (D0)min. Thick lines represent the evolution of the
excited state population assuming initial activation of the D2 state.

We thus predict population to be funnelled to the D1(
2n+O) state

and to proceed relaxing towards the D1 minimum. Both com-
putational methods support the same mechanism whereby pop-
ulation will move to reach the (D1/D0)CI by surmounting very
small potential energy barriers (0.06 eV at CASSCF; 0.09 eV at
XMS-CASPT2). Upon reaching this crossing, the population is
expected to be funnelled down to the cationic ground state and
relax towards its minimum.

Dynamic electron correlation affects the initial separation of
the D1 and D2 states, which are almost degenerate at the CASSCF
level but display a sizeable energy gap with respect XMS-CASPT2.
We expect this to affect the lifetime of the D2 state. Overall, the
effect of 5-methylation on energies and geometries is shown to
be more marked when accounting for dynamic correlation but
CASSCF estimates are still expected to be cost-effective alterna-
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Fig. 6 Electronic (excited state; panels a and c) and vibrational (IR; pan-
els b and d) absorption signals of cationic uracil (top panels) and thymine
(bottom panels) in their ground (D0) and excited state (D1) minima. The
vibrational signals at S0 are also added for the sake of comparison.

tives to yield qualitative results.
Interestingly, and despite dynamic electron correlation leading

to more pronounced differences, its impact in the overall photo-
ionisation mechanism seems to be less than that described for
uracil+ above. 5-methylation lifts the effective 3-state degeneracy
at the CASSCF level in the (D2/D1)CI , reconciling CASSCF and
XMS-CASPT2 estimates. Differential correlation effects arise also
for this geometry, showing a qualitatively different state ordering
at the SS-CASPT2//CASSCF level and thus discouraging the use
of this protocol for cationic DNA/RNA species.

The large geometric differences among the different levels of
theory are shown to not alter the shape of the potential energy
surface and lead to qualitatively similar results (Fig. 5). We thus
expect the main differences between CASSCF and XMS-CASPT2
in thymine+ to be related to the D2 lifetime, which we predict
will be much shorter at the former due to the energy degeneracy
featured with D1 in the FC region.

Overall, we expect thymine to follow very similar dynamics at
CASSCF and XMS-CASPT2 levels of theory, predicting ultrafast
D2 → D1 and subsequent D1 → D0 deactivations. This is in con-
trast with uracil+, where the appearance of the effective "3-state"
CI at the CASSCF level suggests an efficient D2→D0 decay chan-
nel20, which we expect to be hampered upon inclusion of dy-
namic electron correlation as shown above.

Electronic and IR absorption signals
We simulate next potential spectral fingerprints that may allow
monitoring of these photo-initiated events. Fig. 6 shows both
electronic excited state absorptions and IR originating from the
two well-defined cationic ground D0 (2π

+
HOMO) and excited D1

(2n+O) minima. Standard UV/Vis probe ranges (200-750 nm)
are considered for excited state absorptions computed at the
CASPT2 level and encompassing a range of dipole allowed bright

2π∗←2 π+ and 2n∗O←2 n+O transitions, whereas a 1400-1700 cm−1

probe window as often used in the transient experiments76,77 is
analysed for the IR, which employs frequencies computed at the
CASSCF level of theory.

Top panels (a and b) in Fig. 6 display the different UV/Vis and
IR signals predicted for uracil+. Excited state absorptions in the
UV/Vis window refer to those often recorded in pump-probe set-
ups, which in this case display overlapping signals for D0 and D1

states in the high energy UV (200-400 nm) region while showing
a small absorption contribution unique to D0 in the low-energy
Vis (∼700 nm) window. IR signals appear to be more easily disen-
tangled, with a large peak at∼1525 cm−1 representing a carbonyl
stretching that relates to the carbonyl bond lengthening observed
in the D1 (2n+O) minimum while a prominent peak at ∼1450 ap-
pears to be the more distinctive fingerprint for D0 (2π

+
HOMO). It is

worth noting that the large peak ∼1525 cm−1 in D1 largely over-
laps with the carbonyl signal of the FC region, which may make
its characterisation difficult at early times.

The UV/Vis and IR spectra for thymine+ are given in the lower
panels (c and d) of Fig. 6. As can be seen, they are very simi-
lar to those previously introduced for uracil+ and present analo-
gous fingerprints, which are however slightly blue-shifted due to
5-methylation. The main UV/Vis intense signals (200-400 nm)
appear relatively unchanged whereas the low-energy absorption
signal (∼650 nm) is slightly blue-shifted compared to uracil+,
while the IR spectra features the prominent D1 carbonyl peaks
slightly shifted at∼1575 cm−1 and the D0 signals at∼1425 cm−1,
which prevents the overlap with the signals arising from the FC
(S0).

Overall, we expect the low-energy Vis window to provide fin-
gerprints that will allow monitoring the D0 state, whereas the
carbonyl stretching at ∼1550 cm−1 appears to be the best signal
to follow the D1 decay.

Conclusions
In this article we thoroughly analyse the role played by dynamic
electron correlation in the description of the cationic state man-
ifold in uracil and thymine in terms of energies and geometries,
the latter being considered at the XMS-CASPT2 level for the first
time.

We find that energies are sensitive to dynamic electron corre-
lation, a range of CASPT2 formulations yielding results in line
with the experimental observables (vertical and adiabatic ionisa-
tion potentials). CASSCF energies are shown to be qualitatively
correct when considering solely the cationic manifold in com-
parison with the XMS-CASPT2 reference, but appear to be red-
shifted with respect to the available experimental evidence. 5-
methylation (thymine) introduces red-shifts in the cationic mani-
fold of 2π+ character with respect to uracil while leaving the 2n+O
states unaffected, which is reproduced at both CASSCF and XMS-
CASPT2 levels of theory, leading to smaller cationic energy gaps.

The largest differences observed between the two systems stud-
ied are related to the effective "3-state" intersection (D2/D1/D0)CI

previously characterised at the CASSCF level for uracil+ by Mat-
sika,19,20 which is not featured in thymine+. Inclusion of dy-
namic electron correlation leads to a well separated D2/D1 CI
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with a large energy gap with the ground state (∼0.5 eV for both
systems). A real 3-state crossing at the CASPT2 level will lie at a
different geometry and higher energy.

Using XMS-CASPT2 potential energy surfaces, we show how,
upon accessing initially the (2π

+
HOMO−1) state, the excited state

population will reach the (D2/D1) CI and relax to a well-defined
D1 minimum, which we report here for the first time. Negligible
potential energy barriers between this minimum and the (D1/D0)

CI funnel down the population to the cationic ground state where
it will relax to the D0 minimum. CASSCF results are shown to
provide analogous qualitative results for thymine+ but feature the
effective "3-state" degeneracy at the (D2/D1) CI for uracil+ that
has been suggested to enable a direct D2→ D0 decay.20

Dynamic electron correlation therefore impacts the photoioni-
sation events studied: in uracil+ it disfavours any direct D2→ D0

decay channel and increases the sequential D2→D1 and D1→D0

deactivation by disrupting the "3-state" intersection. In thymine+

it will increase the initial lifetime of the initially accessed D2 state,
which appears degenerate with D1 at the CASSCF level in the FC
region. Our results for these systems show large differential corre-
lation effects that lead to a wrong state ordering when employing
the popular CASPT2//CASSCF protocol, discouraging its use for
cationic DNA/RNA species.

Simulations of the UV/Vis and IR transient absorption signals
on top of the characterised D0 (2π

+
HOMO) and D1 (2n+O) minima

reveal strong similarities between uracil+ and thymine+. In the
UV/Vis window, weak signals in the 600-700 nm range associated
with the D0 state are expected to be the main fingerprints of this
state, while the IR probe window presents large carbonyl stretch-
ing fingerprints at ∼1550 unique to D1 that could allow monitor-
ing of the photoionisation decays of both uracil and thymine.
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47 T. Shiozaki, W. Győrffy, P. Celani and H.-J. Werner, The Jour-
nal of Chemical Physics, 2011, 135, 081106.

48 M. K. MacLeod and T. Shiozaki, The Journal of Chemical
Physics, 2015, 142, 051103.

49 B. Vlaisavljevich and T. Shiozaki, Journal of Chemical Theory
and Computation, 2016, 12, 3781–3787.

50 J. W. Park and T. Shiozaki, Journal of Chemical Theory and
Computation, 2017, 13, 2561–2570.

51 T. Shiozaki, Wiley Interdisciplinary Reviews: Computational
Molecular Science, 2018, 8, e1331.

52 B. G. Levine, C. Ko, J. Quenneville and T. J. MartÍnez, Molec-

ular Physics, 2006, 104, 1039–1051.
53 L. Serrano-Andrés, M. Merchán and R. Lindh, J. Chem. Phys.,

2005, 122, 104107.
54 T. Shiozaki, C. Woywod and H.-J. Werner, Phys. Chem. Chem.

Phys., 2013, 15, 262–269.
55 S. Sen and I. Schapiro, Molecular Physics, 2018, 116, 2571–

2582.
56 A. Giussani, J. Segarra-Martí, A. Nenov, I. Rivalta,

A. Tolomelli, S. Mukamel and M. Garavelli, Theoretical Chem-
istry Accounts, 2016, 135, 121.

57 J. Segarra-Martí, A. J. Pepino, A. Nenov, S. Mukamel, M. Gar-
avelli and I. Rivalta, Theoretical Chemistry Accounts, 2018,
137, 47.

58 Q. Li, A. Giussani, J. Segarra-Martí, A. Nenov, I. Rivalta,
A. A. Voityuk, S. Mukamel, D. Roca-Sanjuán, M. Garavelli
and L. Blancafort, Chemistry – A European Journal, 2016, 22,
7497–7507.

59 J. Segarra-Martí, S. Mukamel, M. Garavelli, A. Nenov and
I. Rivalta, Top. Curr. Chem., 2018, 376, 24.

60 A. Nenov, A. Giussani, B. P. Fingerhut, I. Rivalta, E. Dumont,
S. Mukamel and M. Garavelli, Phys. Chem. Chem. Phys., 2015,
17, 30925–30936.

61 A. Nenov, R. Borrego-Varillas, A. Oriana, L. Ganzer, F. Segatta,
I. Conti, J. Segarra-Marti, J. Omachi, M. Dapor, S. Taioli,
C. Manzoni, S. Mukamel, G. Cerullo and M. Garavelli, The
Journal of Physical Chemistry Letters, 2018, 9, 1534–1541.

62 M. Richter and B. P. Fingerhut, Journal of Chemical Theory
and Computation, 2016, 12, 3284–3294.

63 M. Kowalewski, B. P. Fingerhut, K. E. Dorfman, K. Bennett and
S. Mukamel, Chemical Reviews, 2017, 117, 12165–12226.

64 P.-Å. Malmqvist and B. O. Roos, Chem. Phys. Lett., 1989, 155,
189–194.

65 J. Segarra-Martí, E. Zvereva, M. Marazzi, J. Brazard, E. Du-
mont, X. Assfeld, S. Haacke, M. Garavelli, A. Monari,
J. Léonard and I. Rivalta, Journal of Chemical Theory and Com-
putation, 2018, 14, 2570–2585.

66 L. Martínez-Fernández, A. J. Pepino, J. Segarra-Martí, J. Jo-
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