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1 Motivation  

As more and more artificial intelligent systems become incorporated into our every-

day lives, it is critical that we understand the ways in which people will interact with 

these systems. Although some AI systems will be fully automated, a large number 

will be incorporated into a larger social ecosystem where people will be interacting 

with these systems. In some cases, advances in machine learning are enabling systems 

to make inferences on data that are more precise than human experts, however, there 

is also a growing body of literature that shows that these systems have inherent bias 

and can have a negative impact on human decision making [3]. It is imperative that 

researchers understand the smart interplay of AI systems and human experts such that 

the combination of the two can leverage the inherent strength and weaknesses of each 

to lead to optimal results. In this workshop, we seek to bring together researchers 

from both Artificial Intelligence and Human-Computer Interaction communities to 

discuss concepts, systems, designs, and empirical studies focusing on the communica-

tion and cooperation between individual users and teams of users with AI systems. 

2 Objectives & Target Audience 

The goal of this workshop is to bring together researchers from diverse communities 

such as Human-Computer Interaction, Machine Learning, Computer-Supported Co-

operative Work, Interaction Design, Group Decision Support Systems, Visualisation, 

Philosophy and Ethics. This workshop will build on the insights gained from a larger 

workshop we are organising at CHI 2019 (http://aka.ms/whereisthehuman), but focus 

in more specifically in issues related to Human+AI interaction.   

The structure of this workshop will be focused on creating research partnerships 

and identifying collaborative projects.  Although we will spend time discussing key 

trends, challenges, and opportunities, the overall goal is to have a focused workshop 

that will initiate projects that will extend beyond the workshop itself. The intimate 

nature of workshops at INTERACT is an ideal venue for this type of workshop.  

 

http://aka.ms/whereisthehuman
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3 Theme 

This workshop will focus on three sub-themes related to Human + AI Collaboration:  

 

1. Integrating Artificial and Human Intelligence: AI systems and humans 

both have unique abilities and are typically better at certain complementary 

tasks than others. For instance, while AI systems can summarize voluminous 

data to identify latent patterns, humans can extract meaningful, relatable, and 

theoretically grounded insights from such patterns. What kind of research 

designs or problems are most amenable to and would benefit the most from 

combining artificial and human intelligence? What challenges might surface 

in attempting to do so? How do issues of trust and accountability impact re-

sults [5, 7]?  

2. Collaborative Decision Making: How can we harness the best of humans 

and algorithms to make better decisions than either alone? How do we en-

sure that when there is a human-in-the-loop—such as in complex or life-

changing decision-making—they remain critical and meaningful, while cre-

ating and maintaining an enjoyable user experience? Where is the line be-

tween decision support anticipating the needs of the user and it removing the 

user’s ability to bring in novel, qualitative critical knowledge to enable the 

system’s goals? 

3. Explainable and Explorable AI: What does the human need to effectively 

utilize AI insights? How can users explore AI systems’ results and logic to 

identify failure modes that might not be easy to spot? Examples might be 

undesirable impacts on latent groups not corresponding to categories in the 

dataset [6], difficult-to-spot changes (‘concept drift’), or feedback loops in 

the socio-technical phenomena the AI system is modelling over time [2]. 

 

4 Submissions 

Selection of participants and presentations will be based on refereed submissions. We 

invite authors to submit 4-page papers reporting their contributions in the field of the 

workshop or 2-page position statements motivating their interest in specific workshop 

topics. Papers should be formatted according to the INTERACT 2019 (Springer 

LNCS Series) format. An expert panel of 3-4 researchers will be recruited to review 

the submissions and participate in the conference. 

Authors of accepted submissions as well as invited researchers will give short 

presentations. We will interweave presentation sessions with longer periods of discus-

sions. Presentations will be grouped by key topics to foster spontaneous discussions. 

If participants are interested, archival publication opportunities will be discussed, in 

addition to follow-on workshops.  
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5 Proposed Workshop Structure 

0900 - Welcome and Introduction 

0915 – Lightning Talks by workshop participants 

1015 - Mid-morning break 

1030 – Full-group brainstorming of possibly project areas 

1200 - Lunch break 

1300 - Breakout Groups 

1430 - Mid-afternoon break 

1500 - Report back from Breakout Groups 

1600 - Brainstorm next steps 

1700 - Workshop concludes 

6 Expected Outcomes 

Three key outcomes are expected from this workshop. First, community building and 

networking among key researchers in the area of Human+AI collaboration, with the 

potential to lead to future collaborations on projects or larger grant proposals.  Sec-

ond, an outline of important research directions for this emerging area. Third, one or 

more research projects that will continue beyond the workshop, the results of which 

will be published in premiere research venues.   

7 Organisers  

All organisers have successfully organised workshops at various scientific events of 

Human-Computer Interaction and Computer-Supported Cooperative Work individual-

ly and together.  

Dr. Tom Gross is full professor and chair of Human-Computer Interaction at the 

University of Bamberg, Germany. His research interests are particularly in the fields 

of Computer-Supported Cooperative Work, Human-Computer Interaction, and Ubiq-

uitous Computing. He has participated in and coordinated activities in various nation-

al and international research projects and is a member of the IFIP Technical Commit-

tee on ‘Human Computer Interaction’ (TC.13). He has been conference co-chair and 

organiser of many international conferences. Further information can be found at: 

http://www.tomgross.net.  

Dr. Kori Inkpen is a Principal Researcher at Microsoft, where she is a member of 

the Microsoft Research AI team. Dr. Inkpen’s research interests are focused on Hu-

man+AI Collaboration to enhance decision making, particularly in high-impact social 

contexts which inevitably delves into issues of Bias and Fairness. Kori has been a 

core member of the CHI community for over 20 years. Prior to joining Microsoft she 

was a Professor of Computer Science at Dalhousie University and Simon Fraser Uni-

versity. Further information can be found at: http://research.microsoft.com/en-

us/people/kori.  
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Dr. Brian Y. Lim is an assistant professor in the Department of Computer Science 

at the National University of Singapore. He is leading the NUS Ubicomp Lab, where 

he and his team design, develop, and evaluate needs-driven infocomm technologies to 

address new societal challenges, such as urban systems, sustainability and energy 

management, healthcare and well-being. He has conducted research in intelligent 

systems across multiple modalities (IoT sensors, mobile interfaces, web and dash-

boards) and multiple scales (smartphones, smart homes, and smart cities). This allows 

me to develop impactful technological solutions for multiple domains, and to translate 

these innovations from the lab to society. Further information can be found at: 

http://www.brianlim.net/.  

Michael Veale is a doctoral researcher in responsible public sector machine learn-

ing at the Dept. of Science, Technology, Engineering & Public Policy at University 

College London. His work spans HCI, law and policy, looking at how societal and 

legal concerns around machine learning are understood and coped with on the ground. 

His work on the governance of data-driven technologies has been debated in Parlia-

ment; cited by regulators and utilised by a wide range of international civil society 

groups and think-tanks. He acts as a consultant to a range of national and international 

governments working to ensure that public values are reflected in public sector tech-

nologies. Michael sits on the Advisory Council of the Open Rights Group and is a 

technical advisor on machine learning to the Red Cross Red Crescent Climate Centre. 

Further information can be found at https://michae.lv/ 
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