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An understanding of astrophysical feedback is important for constraining models of galaxy formation
and for extracting cosmological information from current and future weak lensing surveys. The thermal
Sunyaev-Zel’dovich effect, quantified via the Compton-y parameter, is a powerful tool for studying
feedback, because it directly probes the pressure of the hot, ionized gas residing in dark matter halos. Cross-
correlations between galaxies and maps of Compton-y obtained from cosmic microwave background
surveys are sensitive to the redshift evolution of the gas pressure, and its dependence on halo mass. In this
work, we use galaxies identified in year one data from the Dark Energy Survey and Compton-y maps
constructed from Planck observations. We find highly significant (roughly 12σ) detections of galaxy-y
cross-correlation in multiple redshift bins. By jointly fitting these measurements as well as measurements
of galaxy clustering, we constrain the halo bias-weighted, gas pressure of the Universe as a function of
redshift between 0.15≲ z ≲ 0.75. We compare these measurements to predictions from hydrodynamical
simulations, allowing us to constrain the amount of thermal energy in the halo gas relative to that resulting
from gravitational collapse.

DOI: 10.1103/PhysRevD.100.063519

I. INTRODUCTION

The nonlinear collapse of structure at late times leads to
the formation of gravitationally bound dark matter halos.
These massive objects are reservoirs of hot gas, with virial
temperatures as high as T ∼ 108 K. This gas can be studied
via its thermal emission, which is typically peaked in x-ray
bands (for a review, see, e.g., Ref. [1]). Another way to
study the gas in halos is via the thermal Sunyaev-
Zel’dovich (tSZ) effect [2], caused by inverse Compton
scattering of cosmic microwave background (CMB) pho-
tons with the hot gas. This scattering process leads to a
spectral distortion which is observable at millimeter wave-
lengths [3].
The amplitude of the tSZ effect in some direction on the

sky is characterized by the Compton-y parameter, which is
related to an integral along the line of sight of the ionized gas
pressure. By measuring contributions to y as a function of
redshift, we effectively probe the evolution of the gas
pressure over cosmic time. For the most massive halos,
the evolution of the gas pressure is expected to be dominated
by gravitational physics.Gas falling into these halos is shock
heated to the virial temperature during infall into the cluster

potential [4]. For lower mass halos, on the other hand, other
mechanisms may deposit energy and/or momentum into
the gas; these mechanisms are generically referred to as
“feedback.”
An understanding of baryonic feedback is important for

constraining models of galaxy formation (for a recent
review, see Ref. [5]). Furthermore, since feedback can
redistribute mass around halos (e.g., via gas outflows), an
understanding of these processes is necessary for extracting
cosmological constraints from small-scale measurements
of the matter power spectrum with, e.g., weak lensing
surveys [6,7].
Because y is sensitive to the line-of-sight integrated gas

pressure, measurements of y alone (such as the y power
spectrum) cannot be used to directly determine the redshift
evolution of the gas pressure. However, given some tracer
of the matter density field which can be restricted to narrow
redshift intervals, cross-correlations of this tracer with y can
be used to isolate contributions to y from different redshifts.
We take the cross-correlation approach in this analysis.
By cross-correlating a sample of galaxies identified in

data from the Dark Energy Survey (DES) [8] with y maps
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generated from Planck data [9], we measure the evolution
of the gas pressure as a function of redshift. As we discuss
in Sec. II, our cross-correlation measurements are sensitive
to a combination of the gas pressure and the amplitude of
galaxy clustering. To break this degeneracy, we perform a
joint fit to measurements of the galaxy-y cross-correlation
and to galaxy-galaxy clustering to constrain both the
redshift evolution of the galaxy bias, and the redshift
evolution of a term depending on the average gas pressure
in dark matter halos.
Our analysis relies on the so-called redMaGiC galaxy

selection from DES. The redMaGiC algorithm yields a
sample of galaxies whose photometric redshifts are well
constrained [10]. We note that we do not attempt to model
the halo-galaxy connection for the redMaGiC galaxies.
Rather, we use these galaxies only as tracers of the density
field for the purposes of isolating contributions to y from
different redshifts. Consequently, we will restrict our
measurements to the two-halo regime, for which the
galaxy-y cross-correlation can be modeled without depend-
ence on the precise way that redMaGiC galaxies populate
halos (for a review of the halo model see Ref. [11]).
Several previous analyses have also considered the

cross-correlation between galaxy catalogs and Compton-
y maps from Planck [12–15]. Vikram et al. [15] correlated
Planck y maps with a sample of galaxy groups identified
from Sloan Digital Sky Survey (SDSS) data by Yang et al.
[16]. Our analysis differs from that of Vikram et al.[15] in
several important respects. First, the galaxy sample used in
this analysis is derived from DES data, and extends to
significantly higher redshift (z ∼ 0.7) than considered by
Vikram et al. [15] (z≲ 0.2). Additionally, while Vikram
et al. [15] divided their correlation measurements into bins
of halo mass, we divide our measurements into bins of halo
redshift. The measurements presented here can be consid-
ered complementary to those of Ref. [15] with regard to
constraining feedback models.
Hill et al. [12] used measurements and modeling similar

to Vikram et al. [15] in order to extract constraints on the
halo Y-M relation, finding hints of departure from the
predictions of self-similar models at low halo masses. Our
approach is similar to that of Hill et al. [12], although we
only fit measurements in the two-halo regime.
Planck Collaboration et al. [17] correlated galaxies

identified in SDSS data with Planck y maps. The galaxy
catalog used by Planck Collaboration et al. [17] was
restricted to “isolated” galaxies in order to probe the
pressure profiles of individual small mass halos (although
note the issues with this approach pointed out by Le Brun
et al. [18], Greco et al. [19], and Hill et al. [12]). Several
authors have also investigated related correlations between
Compton-y and weak lensing [20,21].
Recently, Tanimura et al. [14] measured the correlation

of luminous red galaxies (LRGs) with the Planck ymaps in
order to study astrophysical feedback. Our analysis differs

from that of Tanimura et al. [14] in two crucial aspects.
First, we are only interested in the galaxy-y cross-
correlations in the two-halo regime, whereas Tanimura
et al. [14] analyzed the full y profile around LRGs,
including in the one-halo regime. Second, and more
importantly, the quantity of interest in the present work,
namely, the bias weighted pressure of the Universe, is not
sensitive to the connection between the galaxies used for
cross-correlations and the parent halo, nor to the properties
of the galaxies. The analysis of Tanimura et al. [14] exhibits
strong dependence on the connection between stellar mass
and halo mass for their LRG sample.
The structure of the paper is as follows. In Sec. II we

present our model for the galaxy-y and galaxy-galaxy
cross-correlation measurements; in Sec. III we describe
the DES, Planck, and simulation datasets used in our
analysis; in Sec. IV we describe our measurement and
fitting procedure, and validate this procedure by applying it
to simulations; in Sec. V we present the results of our
analysis applied to the data. We conclude in Sec. VI.

II. FORMALISM

We are interested in modeling both the galaxy-y and
galaxy-galaxy correlation functions to extract constraints
on the redshift evolution of the gas pressure. Our analysis
will focus on the large-scale, two-halo regime in which the
details of the galaxy-halo connection can be ignored. The
primary motivation for this choice is that in the two-halo
regime, the galaxy-y cross-correlation function is insensi-
tive to the details of the galaxy-halo connection, signifi-
cantly simplifying the analysis.
We will assume a fixed ΛCDM cosmological model

throughout, and will therefore suppress dependence on
cosmological parameters. When analyzing the data, we
adopt a ΛCDM model with h ¼ 0.7, Ωm ¼ 0.28, Ωb ¼
0.044, ns ¼ 0.965, and σ8 ¼ 0.8. Given the uncertainties
on our measurement of the galaxy-y cross-correlation,
adopting instead the best-fit cosmology from, e.g.,
Planck Collaboration et al. [22] has a negligible impact
on our main constraints.

A. Model for galaxy-y cross-correlation

The observed temperature signal on the sky in the
direction n̂ and at frequency ν due to the tSZ effect can
be written as

ΔTðn̂; νÞ ¼ TCMByðn̂ÞfðνÞ; ð1Þ

where TCMB ¼ 2.73 K is the mean temperature of the
CMB, and yðn̂Þ is the Compton-y parameter. In the non-
relativistic limit, we have [23]

fðx ¼ hν=kBTCMBÞ ¼ x
ex þ 1

ex − 1
− 4; ð2Þ
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where h is Planck’s constant, and kB is the Boltzmann
constant.
The Compton-y parameter is in turn given by (sup-

pressing the directional dependence)

y ¼ σT
mec2

Z
∞

0

dlPeðlÞ; ð3Þ

where PeðlÞ is the electron gas pressure (which dominates
the inverse Compton scattering process that gives rise to the
tSZ effect) at line of sight distance l, σT is the Thomson
cross section, me is the electron mass, and c is the speed of
light. For a fully ionized gas consisting of hydrogen and
helium, the electron pressure Pe is related to the total
thermal pressure Pth by

Pe ¼
�
4 − 2Y
8 − 5Y

�
Pth; ð4Þ

where Y is the primordial helium mass fraction. This
expression can be derived using the atomic masses of
hydrogen and helium, and the number of electrons contrib-
uted by each atom to the ionized gas. We adopt Y ¼ 0.24.
We denote the galaxy-y cross-correlation with ξygðRÞ.

This quantity represents the expectation value of y at
transverse comoving separation R from the galaxies in
excess of the cosmic mean. We work in comoving
coordinates because this choice preserves the size of a
halo of constant mass as measured by a spherical over-
density radius as a function of redshift. We will use r to
denote the 3D comoving separation between the halo center
and a given point.
The halo-y cross-correlation function for galaxies at

redshift z can be written as

ξygðR; zÞ ¼
σT

mec2
1

1þ z

Z
∞

0

dχξPg

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
χ2 þ R2

q
; z

�
; ð5Þ

where χ is the comoving distance along the line of sight,
and ξPgðr; zÞ is the 3D correlation function between the
electron pressure and the galaxy sample of interest [15].
As functions of cluster-centric distance, halo mass, and

halo redshift, we write the halo electron pressure profile and
total density profile as Peðr;M; zÞ and ρðr;M; zÞ. It is
convenient to work with Fourier transformed quantities,
rather than the real space ones, which we represent with
uPðk;M; zÞ and umðk;M; zÞ, respectively. For uP, for
instance, we have

uPðk;M; zÞ≡
Z

∞

0

dr4πr2
sinðkrÞ
kr

Peðr;M; zÞ: ð6Þ

An analogous equation holds for um.
The galaxy-pressure cross-correlation function can be

related to the galaxy-pressure cross-power spectrum via

ξPgðr; zÞ ¼
Z

∞

0

dk
2π2

k2
sinðkrÞ
kr

PPgðk; zÞ; ð7Þ

where k is the wave number, and PPgðk; zÞ is the galaxy-
pressure cross-power spectrum. This power spectrum can
be decomposed into contributions from the halo in which
the galaxy resides (i.e., one-halo) and contributions from
other halos (i.e., two-halo):

PPgðk; zÞ ¼ Pone–halo
Pg ðk; zÞ þ Ptwo–halo

Pg ðk; zÞ: ð8Þ
The one-halo part is given by

Pone–halo
Pg ðk;zÞ¼

Z
dM

dn
dM

NðM;zÞ
n̄ðzÞ umðk;M;zÞuPðk;M;zÞ;

ð9Þ

where umðk;M; zÞ and uPðk;M; zÞ are the Fourier trans-
forms of the halo mass and pressure profiles for halos of
massM at redshift z. Herewe have assumed that galaxies are
distributed according to the dark matter profile. The average
number of galaxies in a halo ofmassM at a redshift z is given
by NðM; zÞ and the average number density of galaxies
(across all masses) is given by n̄ðzÞ. The quantity dn=dM is
the halo mass function, specifying the number density of
halos (per comoving volume) and per mass interval.
The two-halo term is then

Ptwo–halo
Pg ðk;M; zÞ

¼
�
NðM;zÞ
n̄ðzÞ umðk;M; zÞ

�

× ð1þ zÞ3
�Z

dM0
�

dn
dM0

�
uPðk;M0; zÞPhhðk;M;M0Þ

�
;

ð10Þ

where Phh is the halo-halo power spectrum. In the two-halo
limit, we can assume linear bias, i.e., Phhðk;M;M0Þ ¼
bðMÞbðM0ÞPlinðkÞ. Note that the ð1þ zÞ3 factor comes
from converting between physical coordinates and comov-
ing coordinates.
As stated above, we are interested here in the large scale,

two-halo regime. In this limit (i.e., k → 0),

uPðk → 0;M; zÞ ¼
Z

∞

0

dr4πr2Peðr;M; zÞ≡ ETðM; zÞ;

ð11Þ
where we have defined ET as the total thermal energy in a
halo of mass M at redshift z. Similarly, we have

umðk → 0;MÞ ¼
Z

∞

0

dr4πr2
ρðr;MÞ

M
¼

�
ρ

M

�
: ð12Þ

We validate this large scale approximation for the angular
scales of interest in Sec. IV E.
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Consequently, in this limit,

PPgðk; zÞ ¼
�Z

∞

0

bgðM; zÞ dn
dM

dM

�

×

�
ð1þ zÞ3

Z
∞

0

dM0 dn
dM0 bðM0; zÞETðM0; zÞ

�

× Plinðk; zÞ: ð13Þ

We define the integral of bg over halos as the linear bias
of our galaxy sample, i.e.,

bgðzÞ ¼
Z

∞

0

NðM; zÞ
n̄ðzÞ

�
ρ

M

�
bðM; zÞ dn

dM
dM: ð14Þ

Equation (13) can then be simplified further by defining

hbPeiðzÞ≡ ð1þ zÞ3
Z

∞

0

dn
dM

bðM; zÞETðM; zÞdM: ð15Þ

This quantity represents the bias weighted thermal energy of
all halos, and is the primary quantity of interest in this
analysis. In order to estimate the hbPei from above equation,
we use fitting formulae of halomass function as described in
Tinker et al. [24] and large scale halo bias as described in
Tinker et al. [25]. We plot cumulative of the integrand of
Eq. (15) at several redshifts in Fig. 1. The dominant
contribution to hbPei comes from halos with masses in
the range of about 3 × 1012 ≲M=ðM⊙=hÞ≲ 1015.
In the two-halo limit, the galaxy-pressure cross-power

spectrum then simplifies to

Ptwo–halo
Pg ðk; zÞ ¼ bgðzÞhbPeðzÞiPlinðk; zÞ: ð16Þ

Substituting back into Eq. (5), the two-halo contribution to
the galaxy-y cross-correlation function becomes

ξtwo–haloyg ðR; zÞ ¼ σT
mec2

bgðzÞhbPeðzÞi

×
1

1þ z

Z
∞

−∞
dχξlinð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
χ2 þ R2

q
; zÞ: ð17Þ

The integral in the above equation is the projected linear
correlation function, wp;linðRÞ. So, succinctly, our model for
the cross-correlation function becomes

ξtwo–haloyg ðR; zÞ ¼ σT
mec2

bgðzÞhbPeðzÞi
wp;linðR; zÞ

1þ z
: ð18Þ

A CMB experiment like Planck observes the sky
convolved with a beam, which we must account for. To
do this, we first transform the above equation to angular
space. Since R denotes the comoving size of a halo, we
have θ ¼ R=χðzÞ, where χðzÞ is the comoving distance to
redshift z. In Fourier space, the halo-y cross-power spec-
trum is

Cl
yg ¼

σT
mec2

bgðzÞhbPei
Z

dθ2πθJ0ðlθÞ
wp;linðχðzÞθÞ

1 þ z
;

ð19Þ

where J0 is the Bessel function of the first kind.
Multiplying this power spectrum by the beam function

BðlÞ and then inverse Fourier transforming, we obtain

ξs;two−haloyg ðχθ; zÞ ¼
Z

dll
2π

J0ðlθÞCygðlÞBðlÞ: ð20Þ

We thus obtain in the two-halo limit (see also Ref. [15]):

ξs;two−haloyg ðR; zÞ ≈ σT
mec2

bgðzÞhbPeðzÞi
wS
linðR; zÞ
1þ z

; ð21Þ

where wS
linðR; zÞ is the projected linear correlation function,

smoothed by the beam as shown above.
Equation (21) describes the cross-correlation between

galaxies and y at a fixed redshift. The redMaGiC galaxies,
however, are distributed over a broad redshift range, so we
must average Eq. (21) over the normalized redshift dis-
tribution ωiðzÞ of the ith redMaGiC galaxy bin. Since the
bias and bias-weighted pressure are expected to evolve
slowly with redshift, and since the individual redshift bins
of the redMaGiC galaxies are only Δz ∼ 0.15, we can
define effective parameters over the whole bin, bg and
hbPei. The projected correlation function is also averaged
across the redshift bins in this way. Our final model for the
galaxy-y cross-correlation is given by

FIG. 1. Cumulative contribution to the hbPei integral from
theoretical estimates (using AGN feedback pressure profile
described in Sec. II B) of Eq. (15) as a function of halo mass.
Most contribution to the integral comes from halos in the range
1013 to 1015 M⊙=h. There is significant contribution to hbPei
from halos with M < 1014 M⊙=h; for current data, correlation
analyses of the type considered here are the only way to probe
this halo mass range.
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ξs;iygðR ≫ rvir; z̄Þ ≈
σT

mec2
bighbPeii

Z
∞

0

wS
linðR; zÞωiðzÞ

1þ z
dz:

ð22Þ

Given a cosmological model, wS
linðRÞ is fixed. Conse-

quently, specifying bg and hbPei is sufficient to specify
the galaxy-y cross-correlation function. As we will show
below, we can determine bg using fits to the galaxy-galaxy
correlation function, allowing us to use the galaxy-y
measurements to solve for hbPei.

B. Pressure profile model

Until now, we have been agnostic about the form of the
halo pressure profile Peðr;M; zÞ. Battaglia et al. [26]
measured the pressure profiles of halos in hydrodynamical
simulations, and we will use fitting functions from those
measurements in our analysis below. The Ref. [26] fits use
spherical overdensity definitions of the halo mass and
radius, MΔ and RΔ, respectively. These are defined such
that the mean density within RΔ is Δ times critical density,
ρcritðzÞ, i.e.,

MΔ ¼ Δ
4

3
πR3

ΔρcritðzÞ: ð23Þ

We will use both Δ ¼ 200 and Δ ¼ 500 definitions below
where convenient. The Ref. [26] pressure profile fitting
function is then a generalized NFW model:

Pðx¼ r=RΔ;MΔ;zÞ¼PΔP0ðx=xcÞγ½1þðx=xcÞα�−β; ð24Þ

where γ, α, β, and xc are redshift and mass dependent
parameters of the model and the pressure normalization PΔ
is given by

PΔ ¼ ΔρcritðzÞ
Ωb

Ωm

GMΔ

2RΔ
; ð25Þ

where Ωb and Ωm are the baryon and matter fractions,
respectively, at redshift z ¼ 0. Because of significant
degeneracy between the parameters, Ref. [26] set α ¼ 1.0
and γ ¼ −0.3.
The free parameters of the Ref. [26] fits are then P0, xc,

and β. Battaglia et al. [26] additionally modeled the mass
and redshift dependence of these parameters using fits of
the form

A ¼ A0

�
M200

1014 M⊙

�
αmð1þ zÞαz ; ð26Þ

where A represents P0, xc, or β. The best fit parameters are
given in Table 1 of Ref. [26].
Reference [26] considered different models for gas

heating, described in more detail in Battaglia et al. [27].
In our analysis of the data we primarily rely on the “shock

heating” model from Ref. [27]. In this model, gas is shock
heated during infall into the cluster potential; no additional
energy sources or cooling models are included. Below,
we will extend this model to include the possibility of
additional energy sources, which we will use the data to
constrain. For the purposes of generating simulated ymaps,
we will also employ the AGN feedback model from
Ref. [27], which includes a prescription for radiative
cooling, star formation, and supernovae feedback, in
addition to AGN.
The quantity hbPei depends on the full pressure profile

of the halos, and is therefore sensitive to its behavior at
large r. At distances r≳ 2R200, Ref. [26] found that the
pressure profile fits could depart from the mean profile in
simulations by more than 5%. In our analysis, when
computing hbPei, we will truncate the model pressure
profiles at r ¼ 3R500. We will consider the impact of
varying this choice in Sec. V B. Additionally, the hbPei
integral receives some contribution from M ∼ 1013 M⊙=h
halos, below the halo mass limit of the Ref. [27] simu-
lations. Consequently, when we model hbPei we will
effectively be extrapolating the Ref. [27] fits to a regime
just below where they were calibrated.

C. Model for additional energy sources

The main purpose of our analysis is to constrain the
amount of energy in the halo gas relative to that expected
from gravitational collapse. The energetics of the halo gas
could be changed relative to the gravitational expecta-
tion by processes such as AGN feedback and cooling.
As described above, the observable quantity hbPei is
sensitive to the total thermal energy in halos in the mass
range from about 1013 to 1015 M⊙. To constrain departures
from the purely gravitational energy input to the gas, we
adopt the model

ETðMÞ ¼ Esh
T ðMÞð1þ αðMÞÞ; ð27Þ

where Esh
T ðMÞ is the thermal energy computed as in

Eq. (11) using the shock heating model for the pressure
profile from Ref. [26] (i.e., gravitational energy input only,
and no cooling). We adopt a simple phenomenological
model for αðMÞ:

αðMÞ ¼
	
α if M < Mth

0 if M > Mth
; ð28Þ

where α is a constant. The motivation for introducingMth is
that for very massive halos, we expect the gravitational
energy to dominate over all other energy sources. Below,
we will setMth ¼ 1014 M⊙, although we will also consider
the impact of taking Mth → ∞.
We emphasize that hbPei is sensitive to the total thermal

energy in halos. Any process which changes the pressure
profile, but does not change the total thermal energy
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content should not change hbPei. Such process might
include, for instance, bulk motions of gas. An additional
point worth emphasizing is that the hbPei measurements
for a particular redshift bin constrain the total thermal
energy in the halos at that redshift. This thermal energy
could be impacted by heating or cooling at higher redshift.
For instance, AGN feedback at z > 1 could impact the
measured hbPei, provided that gas has not had sufficient
time to cool by the redshift of observation.

D. Model for galaxy-galaxy clustering

At fixed cosmology, Eq. (21) shows that the galaxy-y
cross-correlation in the two-halo regime is completely
determined once hbPei and bg are specified. We can break
the degeneracy between the two quantities using informa-
tion from galaxy clustering, which is sensitive to bg, but not
hbPei. By performing a joint fit to the galaxy-y and galaxy-
galaxy correlation functions, we can therefore constrain
hbPei as a function of z.
To constrain bg we rely on measurements of galaxy-

galaxy clustering. We now develop a model for this
observable in the two-halo regime. The power spectrum
of the galaxies in the two-halo regime is given by

Ptwo−halo
gg ðk;zÞ¼

�Z
dM

dn
dM

NðM;zÞ
n̄ðzÞ umðk;M;zÞbðM;zÞ

�
2

×Plinðk;zÞ: ð29Þ

In the two-halo regime, we can take the low-k limit for the
dark matter halo profile umðk;M; zÞ, yielding

Ptwo−halo
gg ðk; zÞ ¼

�Z
dM

dn
dM

NðM; zÞ
n̄ðzÞ

�
ρ

M

�
bðM; zÞ

�
2

× Plinðk; zÞ: ð30Þ

Using the same definition of bg as in Eq. (14), we find
the galaxy-galaxy power spectrum to be

Ptwo−halo
gg ðk; zÞ ¼ bgðzÞ2Plinðk; zÞ: ð31Þ

The Limber approximation [28,29] can then be used to
relate the 3D power spectrum to the harmonic-space power
spectrum on the sky:

CggðlÞ ¼
Z

dχ
q2gðzÞ
χ2

Plin

�
lþ 1=2

χ
; χ

�
; ð32Þ

where q is the weight function given by

qgðzÞ ¼ bgωðzÞ
dz
dχ

: ð33Þ

The angular correlation functions can then be related to
the harmonic cross-spectra for any given redshift bin i via

wiiðθÞ ¼
X
l

2lþ 1

4π
PlðcosðθÞÞCii

ggðlÞ; ð34Þ

where PlðcosðθÞÞ is the Legendre polynomial of the lth
order. We note that this model is equivalent to that
employed in the DES Collaboration et al. [30] analysis,
which uses the same galaxy clustering measurements as
employed here.

III. DATA

A. DES redMaGiC catalog

The primary goal of this analysis is to constrain the
redshift evolution of the pressure of the Universe by
measuring the correlation between galaxies and maps of
the Compton-y parameter. To this end, we require a sample
of galaxies that have well-measured redshifts, and which
can be detected out to large redshift. An ideal catalog for
this purpose is the redMaGiC catalog [30] derived from
first year (Y1) DES observations.
The Dark Energy Survey is a 5.5 yr survey of 5000 sq.

deg. of the southern sky in five optical bands (g, r, i, z, and
Y) to a depth of r > 24. In this analysis, we use first Y1
data from DES covering approximately 1321 sq. deg. to
roughly r ∼ 23 [8,31].
redMaGiC galaxies are identified in DES data based on

a fit to a red sequence template using the methods described
in Rozo et al. [10]. The photometric accuracy of the
selection is high: σrmg ¼ 0.0167ð1þ zÞ. For details of
the validation of the redMaGiC redshift estimates, see
Rozo et al. [10] and Cawthon et al. [32].
Throughout this analysis, we use the same selection of

galaxies and redshift binning as used in the analysis of DES
Collaboration et al. [30]. Using the same selection as inDES
Collaboration et al. [30] is advantageous since systematic
errors in the redshift estimates for this sample have been
thoroughly studied in Cawthon et al. [32], and the impact of
observational systematics on redMaGiC galaxy detection
have been studied in Elvin-Poole et al. [33].
The Y1 redMaGiC sample was divided into five red-

shift bins from z ¼ 0.15 to z ¼ 0.9. The first three redshift
bins use a luminosity cut of L=L� > 0.5, while the fourth
and fifth redshift bins use cuts of L=L� > 1.0 and
L=L� > 1.5, respectively, where L� is computed using a
Bruzual and Charlot model [34], as described in Rozo et al.
[10]. Given the small number of galaxies in the fifth bin and
the potential for higher contamination of the galaxy-y
cross-correlation measurements in that bin (see below),
we restrict our analysis to the first four redshift bins.
Galaxies are placed into redshift bins based on their

photometric redshift as estimated by the redMaGiC
algorithm Rozo et al. [10]. redMaGiC assigns a redshift
estimate, zrmg, to each galaxy. The estimated ωðzÞ for each
bin is then computed as a sum of Gaussian probability
distribution functions centered at zirmg, with standard
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deviation σrmg. The corresponding redshift distributions are
shown in Fig. 2.
For simplicity, our analysis ignores possible systematic

errors in the redshift distributions of the redMaGiC
galaxies. The DES cosmology analysis presented in DES
Collaboration et al. [30] parametrized systematic errors in
the redshift distributions of the redMaGiC galaxies using
shift parameters, Δz, defined such that the true redshift
distribution, ωtrueðzÞ, is related to the assumed ωðzÞ via
ωtrueðzÞ ¼ ωðz − ΔzÞ. Given that the shift parameters are
constrained to be jΔzj ≤ 0.015 for all redshift bins, we find
that ignoring these biases could result in a error of at most
2% in the inference of galaxy bias. This would in turn
translate into a 2% error in the inference of hbPei, which is
well below our statistical uncertainties (roughly 20%).

B. Planck maps

We correlate the redMaGiC galaxies with maps of
the Compton-y parameter derived from Planck data. Planck
observed the sky in nine frequency bands from 30 to
857 GHz from 2009 to 2013 [35,36]. The resolution of the
Planck experiment is band dependent, varying from
roughly 30 arc min at the lowest frequencies to 5 arc min
at the highest.
We use the publicly available 2015 Planck high

frequency instrument (HFI) and low frequency instrument
(LFI) maps in this analysis [37,38] and construct
Compton-y maps using the Needlet Internal Linear Combi-
nation (NILC) algorithm that is described in Delabrouille
et al. [39] and Guilloux et al. [40]. For comparison, we will
also make use of the publicly available Planck estimates of
y described in Aghanim et al. [9] which uses the same set of
temperature maps.

While constructing various versions of the Compton-y
map (see below), we use the same galactic mask as used in
Aghanim et al. [9], which blocks 2.8% of the sky area
(mostly in the galactic center). We also use the point source
mask that is the union of the individual frequency point-
source masks discussed in Planck Collaboration et al. [41].

C. Simulated sky maps

One of the primary concerns for the present analysis is
possible contamination of the estimated y maps by astro-
physical foregrounds. The most significant potential con-
taminant is the cosmic infrared background (CIB), which is
predominantly sourced by thermal emission from galaxies
throughout the Universe. CIB emission comes from a broad
range of redshifts, roughly z ∼ 0.1 to 4.0, with the bulk of
emission coming from z≳ 1 (e.g., Ref. [42]). The majority
of CIB emission is therefore beyond the redshift range of
the galaxies considered in this analysis, and will therefore
be uncorrelated with the redMaGiC galaxies. Such emis-
sion could constitute an additional noise source, but will
not, in general, lead to a bias in the estimated galaxy-y
cross-correlation functions.
However, some CIB emission is sourced from z≲ 0.7,

which overlaps with the redshift range of the redMaGiC
galaxies. Since the CIB traces the large-scale structure, it
will be correlated with the redMaGiC galaxies. Conse-
quently, any leakage of CIB into the estimated y maps over
this redshift range could result in a bias to the estimated
galaxy-y cross-correlation functions.
Another possible source of contamination is bright radio

sources. Although the brightest sources are detected and
masked, there will also be radio point sources that are not
individually detected. For instance, in a recent study by
Shirasaki [43], it was found that radio sources can bias the
tSZ-lensing correlation when using Planck data. Lastly, we
may also have toworry about the potential biases and loss of
signal-to-noise that may arise due to galactic dust contami-
nation. We assess the effects of all the above mentioned
biases using simulated sky maps as described below.
We rely on both the Websky mocks1 and the Sehgal et al.

[44] simulations. These two sets of simulations are useful in
this analysis because theyhaveproduced correlatedCIBmaps
and partially cover the frequency range used by Planck.
The Websky mocks are full sky simulations of the

extragalactic microwave sky generated using the mass-
peak patch approach, which is a fully predictive initial-
space algorithm, and a fast alternative to a full N-body
simulation. As described in Stein et al. [45], the mass-peak
patch method finds an overcomplete set of just-collapsed
structures through coarse-grained ellipsoidal dynamics
and then resolves those structures further. These maps
are provided for frequencies 143, 217, 353, 545, and
857 GHz which are very similar to the Planck HFI

FIG. 2. Redshift distributions of Y1 redMaGiC galaxies used
in this analysis. The galaxy sample is divided into five redshift
bins, which are identical to the ones used in DES Collaboration
et al. [30]. We only use the first four of these bins in the present
analysis, as described in Sec. III A. The integral of each curve
over dz is equal to the number of galaxies in the bin. In total, the
sample contains approximately 600 000 galaxies.

1https://mocks.cita.utoronto.ca.
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channels. As described in Stein et al. [45], the mass-peak
patch approach implemented in the Websky mocks accu-
rately describes the clustering of halos compared toN-body
simulation within 5% for the physical scales, redshifts and
halo masses of relevance to our work. Moreover, in the host
halo mass range of redMaGiC galaxies, the mass peak
patch approach predicts the halo mass function within 10%.
Considering that we use the Websky mocks to validate the
CIB bias and component separation algorithm for Compton
y, we are not sensitive to the these small biases in halo
clustering and abundance.
The Sehgal et al. [44] simulations are another set of full

sky simulations that providemaps for the cosmicmicrowave
background, tSZ, kinetic SZ, populations of dusty star
forming galaxies, populations of galaxies that emit strongly
at radio wavelengths, and dust from the Milky Way galaxy.
Maps are provided at six different frequencies: 30, 90, 148,
219, 277, and 350 GHz which are very similar to the Planck
LFI channels and some of the HFI channels. These sets of
maps allow us to directly test the effects of bright radio
sources and galactic dust on the Compton y and its cross-
correlation with halos that populate redMaGiC -like
galaxies.
We generate simulated skymaps in Healpix2 format by

combining the various component maps from the simula-
tions described above. For the Websky mocks, we combine
Compton y, lensed CMB and CIB; for the Sehgal simu-
lations, we combine Compton y, lensed CMB, CIB, radio
galaxies and Milky Way galactic dust emission. The “true”
sky maps are then convolved with Gaussian beams with
frequency-dependent full width half maxima (FWHM)
corresponding to the Planck data. Finally, we add Planck-
likewhite noise to each channel at the levels given in Table 6
of Planck Collaboration et al. [46].

D. MICE and Buzzard N-body simulations

In addition to the estimation of y from the Planck maps,
the other major step in our analysis is the inference of hbPei
from the measured correlation functions. In order to test the
methodology and assumptions involved in this step of the
analysis, we rely on simulated redMaGiC galaxy catalogs
and y maps. The simulations used for this purpose are the
MICE [47–49] and Buzzard [50] N-body simulations.
Both simulations have been populated with galaxy samples
approximating redMaGiC.
MICE Grand Challenge simulation (MICE-GC) is an

N-body simulation run on a 3 Gpc=h box with 40963

particles produced using the Gadget-2 code [51]. The mass
resolution of this simulation is 2.93 × 1010 M⊙=h across
the full redshift range that we analyze here (z < 0.75), and
halos are identified using a FoF algorithm using a linking
length of 0.2. These halos are then populated with galaxies

using a hybrid subhalo abundance matching and a halo
occupation distribution (HOD) approach, as detailed in
Carretero et al. [47]. These methods are designed to match
the joint distributions of luminosity, g − r color, and
clustering amplitude observed in SDSS [52]. The con-
struction of the halo and galaxy catalogs is described in
Crocce et al. [53]. A DES Y1-like catalog of galaxies with
the spatial depth variations matching the real DES Y1 data
is generated as described in MacCrann et al. [54]. MICE
assumes a flat ΛCDM cosmological model with h ¼ 0.7,
Ωm ¼ 0.25, Ωb ¼ 0.044, and σ8 ¼ 0.8.
Buzzard is a suite of simulated DES Y1-like galaxy

catalogs constructed from dark matter-only N-body light-
cones and including galaxies with DES griz magnitudes
with photometric errors, shape noise, and redshift uncer-
tainties appropriate for the DES Y1 data [50]. This
simulation is run using the code L-Gadget2 which is a
proprietary version of the Gadget-2 code and the galaxy
catalogs are built from the lightcone simulations using the
ADDGALS algorithm [50,54,55]. Spherical-overdensity
masses are assigned to all halos in Buzzard.
Buzzard assumes a flat ΛCDM cosmological model with
h ¼ 0.7, Ωm ¼ 0.286, Ωb ¼ 0.047, and σ8 ¼ 0.82.
We generate mock Compton-y maps for the N-body

simulations by pasting y profiles into mock sky maps at the
locations of simulated halos. The y profile used for this
purpose is the AGN feedback model (with Δ ¼ 200)
from Table 1 of Ref. [26]. This approach to generating
Compton-y maps misses contributions to y from halos
below the resolution limit of the simulation. Given that
Buzzard and MICE identify halos above 3 × 1012 M⊙=h
and 1011 M⊙=h, respectively, Fig. 1 shows that for both
simulations, we capture at least 95% of the contribution to
hbPei. Consequently, we do not expect better than 5%
agreement between the hbPei inferred from the simulations
and that predicted from theory. However, this level of
accuracy in the simulations is sufficient for our purposes,
given that our statistical error bars (for both the simulations
and the data) are significantly larger than 5%. Note that
since MICE uses only FoF masses, it is not strictly correct
to apply the Ref. [26] profile to these halo mass estimates.
However, this inconsistency should not impact our vali-
dation tests described below.

IV. ANALYSIS

A. Measuring the galaxy-y cross-correlation
and galaxy-galaxy clustering

Our estimator for the galaxy-y cross-correlation for
galaxies in a single redshift bin and in the angular bin
labeled by θα is

ξ̂ygðθαÞ ¼
1

ND

XND

ij

ymfðθijÞ −
1

NR

XNR

iRj

ymfðθiRjÞ; ð35Þ
2https://healpix.jpl.nasa.gov.
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where i (iR) labels a galaxy (random point), m labels a map
pixel, θim is the angle between point i and map pixelm, and
f is an indicator function such that fðθÞ ¼ 1 if θ is in the
bin θα and fðθÞ ¼ 0 otherwise. The total number of
galaxies and random points are ND and NR, respectively.
By subtracting the cross-correlation of random points with
y, we can undo the effects of chance correlations between
the mask and the underlying y field.
We measure the galaxy-galaxy correlation using the

standard Landy and Szalay [56] estimator. Because we
use the same catalogs, redshift bins, and angular bins
as in Elvin-Poole et al. [33], our measurements of cluster-
ing of the redMaGiC galaxies are identical to those in
Elvin-Poole et al. [33]. For both the galaxy-y and galaxy-
galaxy correlations, we compute the estimators using
TreeCorr [57].
We measure the galaxy-y cross-correlation in 20 radial

bins from 1 to 40 Mpc=h. We measure galaxy-galaxy
clustering in 20 angular bins from 2.5 to 250 arc min
which is the binning used in Elvin-Poole et al. [33].
However, as described below in Sec. IV D, we do not
include all measured scales when fitting these correlation
functions, since the model is not expected to be valid at all
scales. Our angular scale cut choices are validated in
Sec. IV E.

B. Covariance estimation

Jointly fitting the measurements of the galaxy-y and
galaxy-galaxy correlations requires an estimate of the joint
covariance between these two observables. For this pur-
pose, we use a hybrid covariance matrix estimate built from
a combination of jackknife and theoretical estimates. We
validate the covariance estimation in Sec. IV E.
For the covariance block describing only the galaxy

clustering measurements, we use the theoretical halo-model
based covariance described in Krause et al. [58]. This
covariance has been extensively validated as part of the
DES Collaboration et al. [30] analysis.
For the block describing the galaxy-y covariance and for

the cross-term blocks between galaxy-y and galaxy cluster-
ing, we use jackknife estimates of the covariance. The use
of a jackknife is well motivated because several noise
sources in the ŷmap are difficult to estimate. These include
noise from CIB and galactic dust. Since the jackknife
method uses the data itself to determine the covariance, it
naturally captures these noise sources.
The jackknife method for estimating the covariance of

correlation functions on the sky is described in Norberg
et al. [59]. To construct jackknife patches on the sky, we use
the KMeans algorithm.3 We find that 800 jackknife patches
is sufficient for robust covariance estimation. This means
that each jackknife patch is approximately 85 arc min

across, which is approximately 1.5 times larger than our
maximum measured scale for each redshift bin.
Our jackknife estimates of the cross-covariance between

the galaxy-clustering and galaxy-ymeasurements are noisy.
When applying the jackknife covariance estimation to
simulations (see Sec. IV E), we find that this cross-
covariance is largest when it is between two of the same
redshift bins, as expected. For the simulated measurements,
zeroing cross-covariance between clustering and galaxy-y
measurements of different redshift bins has no impact on
the inferred hbPei. To reduce the impact of noise in our
covariance estimates, we therefore set these blocks to zero
in our data estimate of the covariance. The final covariance
estimate is shown in Fig. 11.

C. y-map estimation

1. Overview

The y signal on the sky can be estimated as a linear
combination of multifrequency maps. The constrained
internal linear combination (CILC) method chooses
weights in the linear combination that
(a) impose the constraint that the estimator has unit

response to a component with the frequency depend-
ence of y,

(b) impose a constraint that the estimator has null re-
sponse to some other component with known fre-
quency dependence,

(c) minimize the variance of the estimator subject to the
constraints from (a) and (b). Below, we will consider
several different analysis variations that attempt to null
different components (or none at all).

Note that the more components that are “nulled,” the
larger the variance of the resultant estimator, since impos-
ing the nulling condition effectively reduces the number of
degrees of freedom that can be used to minimize the
variance.
When forming the estimated y map with the CILC, the

multifrequency maps themselves must be decomposed into
some set of basis functions, such as pixels or spherical
harmonics. In this analysis, we use maps decomposed using
the needlet frame on the sphere [39,40,60]. The Planck
estimate of y generated using CILC methods in the needlet
frame goes under the name Needlet Internal Linear
Combination (NILC) and is described in Aghanim et al.
[9]. We will use both the Planck NILC map and also
construct our own versions for the purposes of testing
biases due to contamination by the CIB and other astro-
physical foregrounds. A brief description of the analysis
choices and methodology is given in Sec. IV C 2; details
are provided in Appendix A.

2. Attempting to mitigate CIB bias in the y map

The Planck NILC ŷ map [9] enforces null response
to components on the sky with the same frequency3https://github.com/esheldon/kmeans_radec.
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dependence as the CMB. This choice is well motivated,
since the CMB constitutes the dominant noise source over
the frequency range that has significant signal-to-noise for
the estimation of y. We will refer to this choice as unit-y-
null-cmb. We will also consider a variation that does not
explicitly null any components, which we refer to as unit-y.
In the end, however, we only care about the cross-

correlation of ŷ with galaxies. The CMB correlates only
very minimally with galaxies (due, for instance, to the
integrated Sachs-Wolfe effect), and so should not result in
a bias to the estimated galaxy-y cross-correlation func-
tions. Since the CILC imposes a minimum variance
condition on ŷ, explicitly nulling the CMB is not neces-
sary for our purposes. Attempting to null the CIB, on the
other hand, is well motivated to prevent potential biases in
the hbPei estimation; we call this method unit-y-null-cib.
To null the CIB, one must adopt some reasonable choice
for its frequency dependence. Unfortunately, the fre-
quency dependence of the CIB signal is uncertain, and
furthermore, may vary with redshift, angular scale, or
position on the sky.
We determine the frequency scaling of the CIB in the

Sehgal simulations and the Websky mocks by cross-
correlating the mock halos with the mock CIB maps. To
approximate the redMaGiC selection, we correlate halos
in the mass range 2 × 1013 M⊙=h < M < 3 × 1013 M⊙=h
and redshift range 0.45 < z < 0.6 with the simulated CIB
maps. We then measure the frequency scaling of these
correlations at 100 arc min, near the regime of interest for
our hbPei constraints. We compare this fiducial CIB
frequency dependence to Planck [61] and Sehgal simu-
lations in Fig. 3. The Planck points are derived from the
rms fluctuations of the CIB anisotropy spectrum over the
range 200 < l < 2000. We note these measurements are
consistent with the frequency scaling of the mean of the
CIB field, as described in Planck Collaboration et al. [61].
Fig. 3 shows that the frequency dependence of the CIB in

both the simulations and the Planck data are consistent at
roughly the 10% level over the frequency range relevant to
this analysis. Larger deviations are observed at 545 and
857 GHz, but these channels are not used in the y-map
reconstruction (see below). We also show the redshift
dependence of the frequency scaling by cross-correlating
with halos in different redshift bins, finding some variation.
As mass of halos hosting the redMaGiC galaxies is not
completely certain, we also test the dependence of the
CIB frequency scaling on the mass of halo used for
cross-correlation.
The CIB intensity rises quickly at the higher frequency

channels of Planck. In order to reduce potential CIB
contamination of the y maps, we do not use the 545 or
857 GHz channels in our ymap reconstruction. This choice
differs from that made by Aghanim et al. [9], where both
the 545 and 857 GHz channels were employed. We see that
variations in halo selection criteria impact the frequency

dependence of CIB by less than 20% for frequency
channels below 545 GHz. We have found that this choice
makes the reconstructed y maps less sensitive to the details
of the CIB modeling, with only a minor degradation in
signal-to-noise.
Finally, when analyzing the Sehgal mocks, we employ a

large scale contiguous apodized mask that covers 10% of
the sky (near the galactic plane) in all the temperature maps
to minimize the biases that might result from bright pixels
in the galactic plane. To minimize similar issues due to
bright radio sources, we apply a point source mask that
covers radio galaxies in the top decile. This mask is similar
to the point source mask provided by the Planck collabo-
ration that we use in the analysis of data. Since this is a
highly noncontiguous mask, we inpaint masked pixels in
the temperature maps.

3. Validation of y estimation with mock skies

We apply our NILC pipeline to the simulated skies
described in Sec. III C, making the three nulling condition
choices described above. We correlate the resultant y maps
with a sample of halos that approximate the redMaGiC
selection, with 2 × 1013 M⊙=h < Mh < 3 × 1013 M⊙=h.
The correlation results for the Sehgal simulation with halos
in the redshift range 0.15 < z < 0.3 are shown in Fig. 4.

FIG. 3. Frequency scaling of the halo-CIB correlation in the
Websky mocks for different halo selections in redshift (dashed)
and mass (dot-dashed). Measurements are shown relative to the
fiducial CIB model, as described in the text. We also show the
frequency scaling of the CIB in the Sehgal simulations (green
solid curve), and the measurements from Planck Collaboration
et al. [35] (blue points with error bars). For frequencies less than
545 GHz (i.e., the frequency range used in this analysis,
corresponding to the unshaded region in this plot), departures
from our fiducial CIB model are less than 20%, and are consistent
with the Planck measurements.
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In general, all three methods yield roughly consistent
results that are also in good agreement with the true
correlation signal.
The CIB model of the Sehgal simulations is not complete

in the sense that it does not capture CIB contributions from
halos below the mass limit of the simulation. The CIB
frequency model assumed in the Sehgal simulations is also
somewhat out of date, and does not match current Planck
observations. For these reasons, we additionally use the
Webskymocks for testing potential CIB biases. TheWebsky
mocks employ a model for CIB contributions from halos
below the mass limit of the simulation, and also shows
better agreement with recent Planck constraints on the CIB
frequency dependence. However, because the Websky
mocks do not include radio sources or galactic dust, we
primarily rely on the Sehgal simulations for validation. We
discuss tests using the Websky mocks in Appendix. B.

D. Model fitting

Our measurements of the galaxy-y and galaxy-galaxy
correlations in different redshift bins can be concatenated to
form a single data vector

d⃗ ¼ ðdgg1 ; dgy1 ; dgg2 ; d
gy
2 ;…; dgg4 ; d

gy
4 Þ; ð36Þ

where dggi and dgyi are the clustering and galaxy-y corre-
lations measurements in the ith redshift bin, respectively.
We consider a Gaussian likelihood for the data:

Lðd⃗jθ⃗Þ ¼ −
1

2
ðd⃗ − m⃗ðθ⃗ÞÞTC−1ðd⃗ − m⃗ðθ⃗ÞÞ; ð37Þ

where C is the covariance matrix described in Sec. IV B, θ⃗
represents the model parameters (galaxy bias, bi, and
bias-weighted pressure, hbPeii for redshift bin i) for all
redshift bins, and m⃗ represent the model vector calculated
as described in Sec. II. We adopt flat priors on all of
the parameters, and sample the posterior using Monte Carlo
Markov Chain methods as implemented in the code
emcee [62].
We restrict our fits to the galaxy-galaxy correlation

functions to scales R > 8 Mpc=h. This restriction is
imposed to ensure that the measurements are in the two-
halo dominated regime, as discussed in Sec. II, and is
consistent with the scale cut choices motivated in Krause
et al. [58] and MacCrann et al. [54].
The determination of appropriate scale cuts for the

galaxy-y cross-correlation is somewhat more involved.
As described in Appendix A, the Compton-y map used
in this analysis is smoothed with a beam of FWHM of
10 arc min (this is set by the resolution of the 100 GHz
channel of Planck, which is crucial to the Compton-y
reconstruction). The beam has the effect of pushing power
from small to large scales, and therefore shifts the location
of the one-to-two-halo transition. For the highest redshift
redMaGiC bins, this shift can be significant and hence we
have to increase our scale cuts as we go to higher redshift
bins. For the bins detailed in Sec. III A, we ensure that we
only include the scale cuts that are approximately twice
the beam size away for any given redshift bin in our
analysis. This results in minimum scale cuts for each of the
four redshift bins at 4, 6, 8, and 10 Mpc=h. For the
maximum scale cut, we make sure that for each redshift
bin, the size of an individual jackknife patch is approx-
imately 1.5 times the maximum scale cut for that particular
bin. To obtain a sufficiently low-noise estimate of the
covariance matrix from the jackknifing procedure, we need
of order 800 jackknife patches. These considerations yield
maximum scale cuts for each of the 4 bins of 11, 17, 25,
and 30 Mpc=h.

E. Validation of model assumptions and pipeline

We apply our analysis pipeline to the simulated data by
correlating the mock y maps with both the simulated
redMaGiC and halo catalogs. In the two-halo regime,
both the redMaGiC galaxies and the halos should lead to
consistent estimates of hbPei. The left panel of Fig. 5
shows the ratio of these two measurements for both the
Buzzard and MICE simulations. Indeed, we find that the
redMaGiC and halo measurements are consistent in both
simulations, a strong test of our modeling assumptions and
methodology.
We can also compare the recovered values of hbPei from

the simulations to the value computed from the Eq. (15).

FIG. 4. Galaxy-y cross-correlation measurements with recon-
structed y maps from the Sehgal simulations. We show results for
the halo bin with 2 × 1013 M⊙=h < Mh < 3 × 1013 M⊙=h and
0.15 < z < 0.3. The results for other redshift bins are similar. We
find that our y reconstruction methods are sufficient to recover an
essentially unbiased estimate of the halo-y cross-correlation over
the scales of interest.
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Since we know the true cosmological and profile param-
eters used to generate the simulated y map, the measure-
ment in simulations should match the theory calculation,
provided our assumptions and methodology are correct.
The right panel of Fig. 5 shows this comparison (using both
halos and redMaGiC galaxies) for the Buzzard simu-
lation. We find that the inferred values of hbPei are
consistent with the theoretical expectation, providing a
validation of our modeling, methodology, and scale cut
choices. Note that we do not perform this test with the
MICE simulation, since as discussed in Sec. III D, MICE
uses FoF halo masses, while the Ref. [26] profile used to
generate the simulated y maps requires spherical over-
density masses.

V. RESULTS

A. Galaxy-y cross-correlation measurements

Our measurements of galaxy clustering (top) and the
galaxy-y correlation (bottom) using DES and Planck data
are shown in Fig. 6. We show the galaxy-y measurements
with both our fiducial ŷ map and the Planck y map in
Fig. 6. We obtain significant detections of galaxy-y cross-
correlation in all four redshift bins. Across all radial scales,
the galaxy-y cross-correlation is detected at a significance
of 12.3, 12.9, 12.2, and 8.4σ for four redshift bins in order
of increasing redshift. We restrict our model fits to the
scales outside of the shaded regions to ensure that we
remain in the two-halo regime where our modeling approx-
imations are valid, as discussed in Sec. IV. The restrictions
at large scales ensure that our jackknife estimate of the
covariance is accurate; this large scale cut leads to only a
small degradation in signa to noise. After imposing both the
small and large scale cuts, the detection significance in each

of the redshift bins is 3.3, 3.5, 4.4, and 3.5σ, respectively.
Imposing the scale cuts removes a significant fraction of
our signal to noise to ensure that we are in the regime where
the two-halo modeling is valid. Future analyses that
perform detailed modeling of the one-halo term can attempt
to exploit more of the available signal to noise.
In order to assess potential biases in our measurements of

the galaxy-y cross-correlation, we repeat these measure-
ments using the unit-y-null-cib and unit-y variations. In the
absence of a correlated contaminant in the estimated ymaps,
different variations on the fiducial component separation
choices should not lead to significant changes in the re-
covered mean galaxy-y cross-correlation. On the other hand,
significant changes in the measured cross-correlation func-
tions for varying component separation choices would be
indicative of potential biases. Note, though, that different
component separation choices can lead to significant changes
in the uncertainties on the estimates of the galaxy-y cross-
correlation, even in the absence of any contaminant.
The impact of changing the component separation

choices on the galaxy-y cross-correlation measurements
is shown in Fig. 7. The results are shown only for the third
redshift bin of redMaGiC galaxies, since this has highest
signal-to-noise. The results obtained for the other redshift
bins are similar. We find that the different y estimation
procedures yield statistically consistent estimates of the
amplitude of the galaxy-y cross-correlation over the range
of scales used in this analysis (i.e., the main quantity of
interest for our analysis). These measurements are also
consistent with the cross-correlations performed with the
Planck y map over the same range. The insensitivity of the
galaxy-y cross-correlations to the component separation
choices suggests that our measurements are not biased by
astrophysical contaminants.

FIG. 5. Left panel shows the ratio of hbPei inferred in simulations from measurements with redMaGiC galaxies to that inferred from
halos. For both the Buzzard (blue) and MICE (orange) simulations, the redMaGiC galaxies and halos lead to consistent
determinations of hbPei. This supports the notion that the measurements are sufficiently far in the two-halo regime that the inference of
hbPei is independent of the halo-galaxy connection. The right panel shows the measurements of hbPei in the Buzzard simulation
compared to the theoretical prediction.
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However, as seen in Fig. 6, there is a trend with increasing
redshift for the Planck measurements at small scales to be
lower in amplitude than the measurements with our fiducial
ymap. The main difference between our fiducial ymap and
the Planck map is that we do not use the 545 and 857 GHz
channels in our y reconstruction, as described in Sec. IV C 2.
It is difficult to determine precisely the cause of the small
scale discrepancy between the two y map estimates seen in
Fig. 6. It appears broadly consistent with contamination due
to CIB, which would be expected to increase at higher
redshift.We note that Aghanim et al. [9] also found evidence
for CIB bias in the tSZ angular power spectrum at small
scales. We note, however, that the amount and direction of
thisCIBbias in the ymapobtained from theNILCpipeline is
sensitive to the frequency channels used, and that we
consider here bias in galaxy-y cross-correlation rather than
the y angular power spectrum considered in Aghanim et al.
[9]. We emphasize, though, that over the range of scales
fitted in this analysis, the estimates of the galaxy-y corre-
lations are consistent between the different y maps.

B. Constraints on bias-weighted pressure

The quantity hbPei, defined in Eq. (15) represents the
halo bias weighted thermal energy of the gas at redshift z.

FIG. 6. Measurements of the galaxy autocorrelation (top row) and Compton-y galaxy cross-correlation (bottom row) at different
redshift bins corresponding to four redshift bins used in the analysis. The solid line is the best-fit to the fiducial model of Compton-y,
which is generated after removing 545 and 857 GHz frequency channels from the analysis. Only data in the unshaded regions are used
for fitting. These scale cut choices are validated in Sec. IV E

FIG. 7. The galaxy-y cross-correlation function over the scales
of interest when the component separation method used to
estimate y is varied. We show the correlation measurements
for the highest signal to noise redshift bin, 0.45 < z < 0.6, but
results for the other redshift bins are similar. We find that the
estimated correlation function does not vary significantly when
the y estimation choices are varied. Together with our validation
with simulations, this constitutes strong evidence that our
correlation measurements are not significantly biased by astro-
physical contaminants in the estimated y.
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Figure 8 shows our constraints on this quantity as a
function of redshift for two different y maps: our fiducial
unit-y-null-cmb map and the Planck NILC y map. The
measurements with the two y maps appear consistent,
although precisely assessing the statistical consistency is
complicated by the fact that the maps are highly correlated.
We find significant detections of hbPei in all redshift bins
considered. The multidimensional constraints on the model
parameters are shown in Fig. 12.
The black point in Fig. 8 shows the constraint on hbPei

from the analysis of Ref. [15] using data from SDSS and
Planck. The Vikram et al. [15] point is at significantly
lower redshift than the samples considered here (z ∼ 0.15
as opposed to 0.2≲ z≲ 0.75). The small error bars on the
Ref. [15] measurements result from the large area of SDSS,
roughly 10 000 sq. deg. Our analysis with DES Y1 data
uses roughly 1300 sq. deg, although the galaxy density of
the DES Y1 measurements is significantly higher than the
group catalog considered by Ref. [15].

C. Constraints on feedback models

The quantity hbPei depends on the cosmological param-
eters and on the pressure profiles of gas in halos. Given the
current uncertainty on the cosmological parameters from,
e.g., Planck Collaboration et al. [22], and the large model
uncertainties on the gas profiles (especially at large radii),
we focus on how hbPei can be used to constrain gas physics
in this analysis. Figure 1 shows that hbPei is sensitive
primarily to halos with masses between 1013 and 1015 M⊙,

with sensitivity to lower mass halos at high redshift.
Because hbPei effectively measures the total thermal
energy in halos, it is particularly sensitive to the thermo-
dynamics of gas in halo outskirts, where the volume is
large. As seen in Ref. [27], it is precisely the large-radius,
high-redshift regime probed in this analysis for which
the predictions of different feedback models are signifi-
cantly different.
The curves in Fig. 8 show several predictions for the

redshift evolution of hbPei for the shock heating model of
Refs. [26,27]. In this model, the baryons are shock heated
during infall into the cluster potential, and subsequently
thermalize (with no AGN feedback or radiative cooling).
We show several model predictions in Fig. 8, corre-

sponding to different maximum radii for the halo gas
profile. In our fiducial analysis, we compute hbPei by
integrating the pressure profile to 3R500. Similarly, the
curve with Rmax=R500 ¼ a corresponds to integrating the
profile to aR500. The data are consistent with shock heating
models for a ¼ 2, a ¼ 3, and a ¼ 4 with χ2=d:o:f: of
2.9=4, 2.11=4, and 2.26=4, respectively.
For our fiducial shock heating model with Rmax ¼ 3R500,

we find χ2 per degree of freedom (d.o.f.), χ2=d:o:f: ¼
2.11=4 for the cross-correlation measurements with the
unit-y-null-cmb map, and χ2=ν ¼ 3.99=4 for the cross-
correlation with the Planck map. In both cases, the data
are statistically consistent with the shock heating model
from Ref. [26].
As described in Sec. II C, the quantity hbPei is sensitive

to the (bias weighted) total thermal energy in the halo gas.

FIG. 8. Constraints on the redshift evolution of the bias weighted pressure of the Universe [Eq. (15)]. We compare the data points
obtained from this work with Vikram et al. [15] and theory curves corresponding to shock heating model as described in Ref. [26]. For
theory curves, all models are evaluated for Δ ¼ 500 and for various choices of Rmax=RΔ.
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We can use the measured hPei to constrain any sources of
energy beyond that associated with gravitational collapse,
such as could be generated by feedback. The additional
energy model is described in Sec. II C, and parametrizes
any additional energy contributions for halos with mass
M < Mth as a fractional excess αðMÞ beyond that predicted
by the shock heating model from Ref. [27], which only
includes gravitational energy.
The constraints on αðzÞ are shown in Fig. 9. In the limit

that the threshold mass is very large (Mth → ∞, blue solid
curve), we find that any mechanisms that change the
thermal energy of the gas must not increase (or decrease)
the thermal energy beyond about 30% of the total gravi-
tational energy over the redshift range 0.15 < z < 0.75.
Note that this constraint applies to any thermal energy in
the halos at that redshift. If, for instance, significant energy
injection occurred at higher redshift and the gas was not
able to cool by redshift z, this injected energy would still
contribute to our measurement.
The red dashed curve in Fig. 9 shows the impact of

restricting the additional energy contributions to halos with
M < Mth ¼ 1014 M⊙. The limit in this case is necessarily
weaker since fewer halos contribute additional thermal
energy. We find that over the redshift range probed and for
halos with M < 1014 M⊙, feedback (or other processes)
must not contribute an amount of thermal energy greater

than about 60% of the halo gravitational energy (or reduce
the thermal energy below about 60% of the gravitational
energy). This constraint demonstrates part of the power of
the hbPei constraints: we obtain constraints on additional
energy input into low mass halos, even without explicitly
probing the one-halo regime.
The implications of this constraint for feedback models

depends, among other things, on how black holes populate
their host halos and a careful comparison with simulations
of AGN feedback is warranted. However, a rough estimate
may nevertheless be helpful. A plausible estimate of the
energy added by black hole feedback is Efeed ¼ ϵrηMBHc2,
where ϵr is the radiative efficiency and η is the fraction of
the radiated energy which couples (here thermally) to the
surrounding gas. Assuming ϵr ¼ 0.1 and η ¼ 0.05 [63],
a black hole of mass 109 M⊙ adds Efeed ¼ 9 × 1060 ergs to
the gas. This is comparable to the thermal energy resulting
from gravitational collapse (i.e., in the shock heating
model) of a halo of mass Mh ¼ 1013 M⊙, and 40% of
that of a Mh ¼ 1014 M⊙ halo. This suggests that our
constraints—limiting the extra thermal energy to about
60% of the gravitational energy for halos with
M < Mh ¼ 1014 M⊙—are reaching an interesting regime,
and there are prospects to improve on them in the future.
It is also interesting to quantify the fraction of the total

(i.e., integrated over all redshifts) Compton-y parameter

FIG. 9. Constraints on the thermal energy of the gas as a function of redshift. The parameter α defined in Eq. (28), measures the
fractional departure of the gas thermal energy from the predictions of a model that only includes gravitational energy. Large αmeans that
some process must have contributed extra thermal energy to the gas, while negative αmeans that the gas must have cooled. In our model,
the addition (or deficit of) thermal energy impacts all halos below a threshold mass, Mth. We show the results for Mth → ∞ (region
between blue solid curves) and for Mth ¼ 1014 M⊙ (region between orange-red dashed curves). The hbPei measurements presented in
this work are sensitive to halos with 1013 ≲M ≲ 1015 M⊙, as shown in Fig. 1.
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accounted for in our measurements, which span roughly
z ∼ 0.15 to z ∼ 0.75. Assuming the Ref. [26] shock heating
pressure profile and Rmax ¼ 3R500, the total average
Compton-y parameter is hyi ¼ 2.9 × 10−6, while the con-
tribution from the redshifts of the redMaGiC sample,
0.15≲ z≲ 0.75 is hyð0.15 ≤ z ≤ 0.75Þi ¼ 6.7 × 10−7. In
some sense, our measurement thererefore accounts for 23%
of the total Compton-y parameter (compared to only 2.5%
by the analysis of Ref. [15]).
One caveat to the above statements is that our analysis

necessarily misses any unclustered contribution to the
thermal energy. Such a component would not be picked
up in the galaxy-y cross-correlation. Furthermore, we have
not accounted for the possibility of overlapping halos in our
halo model calculation. If there is significant overlap of the
pressure profiles, then we could be double counting some
of the hot gas.

VI. CONCLUSIONS

We have measured the cross-correlation of DES-
identified galaxies with maps of the Compton-y parameter
generated from Planck data. We detect significant cross-
correlation in four redshift bins out to z ∼ 0.75. Using these
measurements and measurements of galaxy clustering
with the same galaxy sample, we constrain the redshift
evolution of the bias-weighted thermal energy of the
Universe, which we call hbPei. Our measurement of
hbPei extends the previous measurement of this quantity
from Ref. [15] from z ∼ 0.15 to z ∼ 0.75. High redshifts
are of particular interest given the large uncertainties in
both the modeling and data in this regime.
Several features make hbPei an interesting probe of gas

physics. First, it can be measured robustly even without a
complete understanding of the galaxy-halo connection, as
demonstrated in this analysis. Second, hbPei is expected to
be a sensitive probe of feedback models for several reasons.
First, unlike pressure profile measurements around massive
clusters (M ≳ few × 1014 M⊙) (typically studied using
x-ray measurements), the hbPei measurements probe mass
scales down to M ∼ 1013 M⊙=h, and lower masses at
high redshifts, as seen in Fig. 1. It is precisely the low-
mass halos for which feedback is expected to have a
large impact. Additionally, hbPei is sensitive to the outer
pressure profiles (R≳ Rvir), as shown in Fig. 8. As shown
in Ref. [27], various feedback prescriptions can make
very different predictions in the outer halo regime.
Finally, hbPei probes the total thermal energy in halos.
Consequently, any process that changes the gas pressure
profile, but does not inject or remove energy from the gas
will not impact hbPei. For instance, our measurements
would not be sensitive to feedback processes that only
move gas around without injecting any additional energy. If
one is interested in separating changes to the thermal
energy from changes in the bulk distribution of gas, then
hbPei is a powerful tool to this end.

As shown in Fig. 8, our measurements are consistent
with the shock heating model from Ref. [27], with small
variations depending on the extent of the profile. We use the
hbPei measurements to constrain departures from the
purely gravitational shock heating model, with the results
shown in Fig. 9. Our measurements constrain such depar-
tures at roughly the 20%–60% level.
The measurements presented here use data from only

the first year of DES observations, covering roughly 25%
of the full survey area of DES. We also employ several
conservative data cuts: (i) the highest redshift bin (0.75 <
z < 0.9) is removed owing to low numbers of galaxies and
greater potential for CIB contamination, (ii) we restrict the
measurements to only the two-halo regime, (iii) we remove
the largest angular scales due to the limitations of our
jackknife covariance estimation. With future improvements
in data and methodology, these restrictions can be removed,
enabling the full signal-to-noise of the measurements to be
exploited.
We also note that in the present analysis, we have

assumed a fixed cosmological model. This is reasonable
given the uncertainties in our measurements and the
precision of existing cosmological constraints. However
with future observations, it may be necessary to include
uncertainty in cosmological parameters.
Current and future CMB observations will also enable

higher signal-to-noise and higher resolution measure-
ments of Compton-y. Ground based CMB experiments
like the South Pole Telescope [64] and the Atacama
Cosmology Telescope [65] have achieved significantly
lower noise levels than Planck over significant fractions
of the sky. Ongoing CMB experiments like Advanced
ACTPol [66], SPT-3G [67], the Simons Observatory [68]
and CMB Stage-4 [69] will yield very high signal-
to-noise maps of y. One challenge facing current and
future ground based experiments, though, is potentially
greater contamination of Compton-y maps by fore-
grounds, owing to the narrower frequency coverage of
these experiments.
The large apertures of ground-based CMB experiments

enables measurement of y at significantly higher resolution
than with Planck. Because the analysis presented here was
restricted to the two-halo regime, it is not necessarily the
case that higher resolution measurements will dramatically
extend the range of scales that can be exploited. Some
improvement is expected, though, especially for high-
redshift galaxies, for which the beam pushes into the
two-halo regime. Future analyses with ground-based y
maps will gain significantly from using data in the one-halo
regime.
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APPENDIX A: NILC PIPELINE

In this Appendix we elaborate on the y map recon-
struction pipeline. We follow the pipeline exactly as used in
Planck y map reconstruction with the freedom of changing
the frequency dependence of the component that gets
unit response as well as the number of components that
get null response. The basic steps in the reconstruction are
as follows:
(1) In the simulations, create the temperature maps by

adding various relevant component Healpix
maps of simulations at a given value of NSIDE.
In the analysis using the Websky mocks and
Sehgal simulations, we add the components de-
scribed in Sec. III C with NSIDE of 1024 and in
common units of μKCMB. In data we are given the
temperature maps which we convert to common
NSIDE of 1024 and to units of μKCMB using the
factors given in Table 6 of Planck Collaboration
et al. [46]

TνðθÞ ¼ aνyðθÞ þ bð1Þν CðθÞ þ bð2Þν SðθÞ þ nνðθÞ;
ðA1Þ

where TνðθÞ is the temperature map at a given
frequency ν at θ position in sky, yðθÞ is the
Compton-y map with aν frequency scaling, CðθÞ
is the CIB map (here we have assumed that it

scales as bð1Þν across whole sky which may not be
correct), SðθÞ is the lensed CMB map and it scales

S. PANDEY et al. PHYS. REV. D 100, 063519 (2019)

063519-18



as bð2Þν and nνðθÞ denotes all other components
combined. For data, we download the publicly
available temperature maps from the Planck Col-
laboration.4 We also apply the relevant masks as
described in the main text on these temperature
maps before further processing.

(2) Smooth all the temperature maps (Tν → Tν;s) with a
Gaussian beam of FWHM ¼ 10 arcmin. We choose
this beam size as the Compton-y map by Planck
Collaboration is also created with temperature maps
smoothed with 10 arc min beam.

Tν;s ¼ F−1ðBðlÞ × F ðTνÞÞ; ðA2Þ

where Tν;s are the smoothed temperature maps of
frequency ν with Gaussian window of given FWHM
(BðlÞ). Here F denotes taking spherical harmonic
transform to convert Healpix maps to l; m space and
F−1 takes the inverse Fourier transform and converts
it back to map space.

(3) Construct and save the spherical Fourier compo-
nents, Tl;m

f;ν for each of above smoothed temperature
maps (f in the subscript denote the Fourier space
quantity).

(4) Use the 10 needlet band window functions (hiðlÞ)
provided by Planck Collaboration. These bands
have the property that the sum of the square of all
the bands is equal to 1 for all l. For each band, filter
each frequency map with the corresponding window
function.

T̂i
ν ¼ F−1ðhiðlÞ × Tl;m

f;ν Þ: ðA3Þ

(5) Calculate the weights for each frequency and needlet
band corresponding to the input constraints for
generating the y map. We always give unit response
to Compton y, which means we always haveP

νwνaν ¼ 1 for each needlet band i. Now, we
experiment with either nulling one of the CIB signal
and the CMB signal (nulling both would degrade our
signal to noise) or not nulling any component. These
weights are given by

w⃗¼ðb⃗ðiÞ;TR−1b⃗ðiÞÞðR−1a⃗Þ−ðb⃗ðiÞ;TR−1a⃗ÞðR−1b⃗ðiÞÞ
ða⃗TR−1a⃗Þðb⃗ðiÞ;TR−1b⃗ðiÞÞ−ða⃗TR−1b⃗ðiÞÞ2

;

ðA4Þ

where i can be 1 or 2 corresponding to the case of
unit-y-null-cib and unit-y-null-cmb, respectively.

Here R is the covariance calculated in a smaller
patch of sky that is determined by the maximum l of
each needlet band, number of frequencies, and ilc-
bias that we choose [39,70–72]. We choose an ilc
bias (bilc) value of 0.1%. This means that we need

to calculate covariance using approximately (N
i
ν−1
bilc

)

pixels for any needlet band i, which uses Ni
ν

channels for Compton-y estimation in any needlet
band i.

(6) For each needlet band i multiply the weights
obtained for each frequency with the needlet win-
dow filtered temperature maps. Now, the sum all the
resultant maps to get the final map for the given
needlet band i.

(7) Now multiply the final map obtained for each
band in previous step with the corresponding
needlet window function and sum the resultant
maps for all the bands. This gives us the estimated
Compton-y map for given sets of conditions and
parameters.

APPENDIX B: VALIDATION OF y ESTIMATION
ON Websky MOCKS

As described in the text, the Sehgal CIB model is
somewhat out of date, and is not expected to perfectly

FIG. 10. Cross-correlation of reconstructed Compton-y with
the halos in Websky mocks for various reconstruction methods.
We correlate halos satisfying 0.3 < z < 0.45 and 2 × 1013 M⊙=
h < Mh < 3 × 1013 M⊙=h. The points labelled ‘input’ corre-
spond to the true halo-y cross-correlation in the absence of any
contamination. The other points show the results of applying
component separation to simulated sky maps that include the CIB
signal. In all cases, we use frequencies 100, 143, 217, and
343 GHz. We find that the choice of unit-y, null-CMB leads to no
significant bias in the inferred halo-y cross-correlation.4https://pla.esac.esa.int/.
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capture dependence of the CIB on frequency, redshift, and
halo mass. Consequently, we also test our y estimation
pipelines using the Websky mocks.
We reconstruct Compton-y maps from the Websky

mocks using the temperature maps corresponding to the
frequencies less than 545 GHz, as in our analysis of data.
We cross-correlate the reconstructed maps with halos in
the mass range 2 × 1013 M⊙=h < Mh < 3 × 1013 M⊙=h.
The result of this cross-correlation for the redshift bin
0.45 < z < 0.6 is shown in Fig. 10. We see that Compton-y
maps obtained from various choices of reconstruction
methods, as detailed in Sec. IV C 2, result in halo-y
correlations that are statistically consistent with the corre-
lations between halos and the true y map. We find similar
results for other redshift bins. As noted in the main text,
since we do not have simulated radio galaxies for the
Websky mocks, we rely mostly on the Sehgal simulations
for validating our y analysis choices.

APPENDIX C: COVARIANCE AND
MULTIDIMENSIONAL PARAMETER

CONSTRAINTS

We show the estimated covariance and correlation
matrices for the measurements in Fig. 11. As described
in Sec. IV B, we use a jackknife resampling approach to
estimating the blocks of the covariance matrix involving the
galaxy-y cross-correlation. For the block involving only
galaxy-galaxy clustering, we use the theoretical covariance
estimate from Krause et al. [58]. We also set to zero the
cross redshift-bin covariance for the blocks corresponding
to cross-covariance between galaxy-galaxy and galaxy-y.
The multidimensional parameter constraints on the

galaxy bias and hbPei parameters are shown in Fig. 12
resulting from the MCMC analysis. The MCMC is well
converged, and there are no strong degeneracies between
the parameters.

FIG. 11. Top panel shows the log of the absolute value of the final covariance matrix. Bottom panel shows the corresponding cross-
correlation matrix.
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FIG. 12. Multidimensional parameter constraints from the model fits to data. The first four parameters are galaxy bias for each of the
four redshift bin used in this analysis and next four are bias weighted pressure corresponding to the same bins.
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