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Abstract

Visual selective attention acts as a filter on perceptual information, facilitating learning and

inference about important events in an agent’s environment. A role for visual attention in

reward-based decisions has previously been demonstrated, but it remains unclear how

visual attention is recruited during aversive learning, particularly when learning about multi-

ple stimuli concurrently. This question is of particular importance in psychopathology, where

enhanced attention to threat is a putative feature of pathological anxiety. Using an aversive

reversal learning task that required subjects to learn, and exploit, predictions about multiple

stimuli, we show that the allocation of visual attention is influenced significantly by aversive

value but not by uncertainty. Moreover, this relationship is bidirectional in that attention

biases value updates for attended stimuli, resulting in heightened value estimates. Our find-

ings have implications for understanding biased attention in psychopathology and support a

role for learning in the expression of threat-related attentional biases in anxiety.

Author summary

To make inferences and learn efficiently in the face of a multiplicity of stimuli we need to

allocate attention preferentially to those that are most motivationally relevant. It is unclear

how this is achieved in aversive environments. We investigated how value (the likelihood

of an unpleasant event) and uncertainty (akin to ignorance about its probability) influence

visual attention during aversive learning. Our results show that attention is influenced by

value but not by uncertainty. Attention in turn results in heightened value estimates for

attended stimuli. The findings have implications for understanding the development of

pathological threat-related attentional biases that are a feature of anxiety disorders.

Introduction

To enable efficient learning and inference about the environment, perceptual inputs need to

be prioritised appropriately. Attention acts as a perceptual filter in sensory processing [1,2],

learning [3–5], and inference [6,7], with various statistical [8,9] and computational [10,11]
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treatments indicating how it might optimally, or approximately optimally, operate. In the face

of limited perceptual and cognitive resources, and external noise, an agent needs to select

which stimuli need to be attended, and which can be disregarded.

Theoretical work suggests that the factors guiding attention should be task-dependent, with

a particular distinction between learning and prediction [9]. When making predictions, and

depending on the loss function, attention should generally favour less uncertain predictors [4].

By contrast, when learning, attention should often be directed to those stimuli about which we

are most uncertain, and thus have the most to learn [3,9,12]. Importantly these models focus

on attentional allocation during competitive learning and prediction, in which an agent needs

to act upon a single stimulus selected from multiple rivals [3,4]. In forming an accurate repre-

sentation of the environment, we frequently face situations requiring multitasking, where we

must concurrently maintain and update value estimates for multiple stimuli.

Research on value-guided perceptual attention has focused largely on tasks requiring choice

between competing stimuli associated with predetermined levels of reward, reflecting either

their innate value or that acquired following learning. Here, studies suggest the value of options

influences an attentional priority map, determining a focus for visual selective attention [13–

16]. By contrast, other studies provide evidence that visual attention is value-independent [7].

The allocation of attention can also influence choice, for instance by biasing evidence accu-

mulation regarding the value of stimuli [6,7,17]. However, despite a rich literature detailing

how receipt of outcomes impact an agent’s value estimates [12,18–23], it remains unclear how

value-based learning guides perceptual attention at the point of value updating, and vice versa,

particularly when we need to learn about multiple stimuli concurrently. Crucially, the majority

of tasks investigating attention during value learning focus on choice, following value updat-

ing, rather than focusing on the point at which a value update occurs. A number of studies

have examined attention allocation at the point of updating during value-free perceptual asso-

ciative learning [24–27]. However, to our knowledge only one previous study has investigated

perceptual attention in a value learning task, showing a bidirectional relationship between

value estimates and attention [28]. This suggests visual selective attention during competitive

learning is guided by factors relevant to the learning process, while learning is itself guided by

attention in a manner reminiscent of the effects of attention on choice behaviour [7,29].

The above issues are critical in motivationally aversive or threatening environments,

given the importance of detecting and avoiding potential threats relative to harvesting mod-

est gains. The aversive case is of particular interest due to an additional influence from Pav-

lovian behavioural biases differently related to learning. Thus, threatening stimuli engender

reflexive avoidance behaviour [30–32], raising a theoretical possibility that visual attention

is subject to Pavlovian repulsive effects. Conversely, both rodents and humans display “risk

assessment” behaviour when faced with threat [32–35], which may result in an increased

allocation of visual attention [36–38]. While the influence of aversive value and irreducible

uncertainty on attention have been studied, typically showing effects of value [36,39], this

work has not examined how attention functions at the point of value updating, and has not

investigated the effect of reducible uncertainty. Importantly, the bidirectional interaction

between learning and attention has not been studied in the aversive domain despite its rele-

vance to psychopathology. Anxious individuals show biased attention towards potentially

threatening stimuli [40,41], and this is thought to be a causal factor in the development and

maintenance of an anxious state [42]. Likewise there is evidence for impaired learning pro-

cesses in clinical anxiety [43–46]. As it is unclear whether aversive learning is influenced by

visual attention, as is the case in the reward domain [28], resolving this issue could provide

a potential explanation for reported effects of attention towards threat on the experience of

subjective anxiety [42].
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In this study, we examine how learned value and uncertainty guide visual selective attention

while subjects engage in concurrent aversive learning (and unlearning) about multiple, rapidly

changing, stimulus values. While an established literature has demonstrated that amygdala-

dependent fear memories persist over extended timescales [47,48], behavioural findings indi-

cate that human subjects can track rapid changes in contingencies [43,49], while animal find-

ings suggest that such rapid learning and unlearning may be mediated by brain structures

other than amygdala with its well known involvement in more persistent forms of fear mem-

ory [50].

We designed a task in which value and uncertainty were independently manipulated.

Subjects were required to learn the aversive value of multiple visual stimuli (operationalised

as the likelihood of receiving mild electric shocks) concurrently, while visual attention was

monitored using eye tracking. Importantly, we investigated how limited perceptual atten-

tional resources are allocated when subjects concurrently update value estimates about

multiple stimuli. This addresses a different question to an existing literature that has

focused on the role of attention in assigning a single outcome to one of multiple competing

stimuli that could have generated this outcome. Here, attention is prioritised based on a

need to allocate limited resources appropriately during a relatively brief value updating

period, but may also be engaged by known biases in attention towards threatening stimuli

[41]. Specifically, we tested whether preparatory visual attention prior to outcome receipt is

guided by aversive value (i.e. the probability of a negative outcome) and reducible uncer-

tainty (i.e. the variance around this estimate), based on subject-specific estimates of these

quantities informed by a computational model of task behaviour. In follow-up analyses, we

then assessed whether this relationship was bidirectional, asking whether attention during

outcome receipt influenced subsequent value judgements. Our findings reveal that aversive

value, but not uncertainty, guides visual selective attention in a bidirectional manner, with

subjects updating value estimates to a greater extent when a stimulus was the object of

attention.

Materials and methods

Ethics statement

The study was approved by the UCL Research Ethics Committee (reference 9787/001). All sub-

jects provided written consent.

Preregistration

The primary hypotheses and methods (including the model space and measures of visual

attention) for this study regarding effects of learning on attention were preregistered on the

open science framework (https://osf.io/8rwcu/register/5771ca429ad5a1020de2872e). Non-pre-

registered analyses, including those investigating effects of attention on learning, are treated as

exploratory. All exclusion criteria were determined through piloting and were included in the

preregistration.

Participants

We recruited 65 participants (40 female, mean (SD) age = 26.67 (8.93)) from subject databases

at University College London. All participants provided informed consent and were compen-

sated for participation. Prior to analysis, two subjects were excluded due to not providing full

behavioural data.
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Aversive learning task

Participants completed an aversive learning task featuring two stimuli that were each indepen-

dently associated with varying probabilities of electric shocks. Shock likelihood was biased

towards 0% (mean shock probability across all trials = 36%) to ensure subjects were exposed to

a tolerable number of shocks, but the exact probability fluctuated across the task such that one

stimulus had a stable probability while the other varied. This manipulation was intended to

ensure that both the actual shock probability, and the uncertainty around this probability, var-

ied over the course of the task. Subjects were fully informed about this aspect of the task and

were instructed to keep track of these variations in order to achieve accuracy. We did not incen-

tivise accuracy with money so as to prevent any possible reward-related learning processes. The

experimental setup meant subjects could receive shock from any combination of stimuli.

Shock intensity was calibrated using a titration procedure to ensure shocks had an equiva-

lent subjective impact across subjects [51,52]. In brief, subjects were exposed to a series of

shocks that gradually increased in strength and were asked to rate unpleasantness of the shock

on a scale from 1 to 10, where 10 indicated the maximum they would be willing to tolerate.

This procedure was repeated three times, and 80% of the average 10-rated current level was

used for the experiment.

The two task stimuli were presented simultaneously on screen over four trial phases (Fig 1).

In a rating phase, subjects indicated the likelihood with which each stimulus predicted a shock

Fig 1. A) Trial sequence. On each trial, two stimuli were presented simultaneously during a "rating" period. Subjects estimated the probability of an upcoming

shock for each stimulus using rating bars displayed either below or above the stimuli. When subjects indicated their response the rating bars disappeared. The

stimuli remained on the screen for 1–3 seconds in a “pre-outcome” period. Next, outcomes for both stimuli were presented concurrently in an “outcome

presentation” period. Here, a square frame around a stimulus indicated an upcoming shock while a circle indicated no shock. Finally, either two, one or no shock

was administered during the “outcome delivery” period. For analyses of learning effects on attention, and attention effects on learning, we used eye tracking data

where the focus was on pre-outcome and outcome phases respectively. B) Shock probability and an exemplar outcome sequence for one of the four task blocks.

The blue and orange lines represent the generative shock probability level for each of the two stimuli, while the circles represent the outcomes on each trial (1

representing a shock and 0 representing no shock).

https://doi.org/10.1371/journal.pcbi.1007341.g001
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at the current moment in time, i.e., the expected probability (value) of each stimulus. Subjects

provided ratings by moving rating bars shown either above or below the stimuli. Subjects were

given 7 seconds to provide these ratings, and instructed to provide these as fast and accurately

as possible. If they did not believe the probability had changed since their last rating, they

could opt to leave the bar in the position they set on the previous trial.

After a brief fixation cross, subjects were again shown the stimuli in the same position as

the rating phase for 1–2 seconds (randomly jittered on each trial). We refer to this as the pre-

outcome phase, corresponding to the period of our eye-tracking fixation analysis. After a fur-

ther brief delay, the outcome for each stimulus was presented simultaneously for 2-5s. Here,

an upcoming shock was indicated by a square over the stimulus, while a no-shock outcome

was indicated by a circle. Subsequently, outcomes were delivered: If both stimuli indicated a

shock, they were presented one after the other in a random order, with a shock icon shown

concurrently over the delivering image to render the stimulus-outcome association clear. This

served to separate learning about the outcome from the delivery of outcomes. After a fixed

inter-trial interval of 2s, the next trial started with presentation again of stimuli and rating

bars. On each trial, the side on which an individual stimulus appeared was randomly deter-

mined to prevent any bias towards to one or other side of the screen.

Subjects completed four blocks of 40 trials, with a short break between blocks. The exact

outcome probability sequence was different in each block, and the order of blocks was ran-

domly determined for each subject. Subjects were informed that shock probabilities would

change at the start of each new block, and they should disregard anything they had learned on

the previous block. The allocation of visual stimuli to each probability sequence was counter-

balanced across subjects. A different pair of stimuli was used in each block, with two stimuli

being selected at random from a pool of four potential stimuli. This was designed to allow vari-

ation in stimuli across blocks, while limiting effects of perceptual novelty.

Computational modelling of behaviour

We used computational modelling of behaviour to capture the processes governing learning

and to generate uncertainty measures for further analysis. We tested five computational mod-

els comprising three reinforcement learning (RL) models and two probabilistic models. The

first of the RL models (Model 1, Eq 1) was a basic Rescorla-Wagner model where value (repre-

sented by estimated shock probability, V) is updated every trial (represented by t) according to

a prediction error (PE) weighted by a free learning rate free parameter α.

VX
tþ1
¼ VX

t þ a � ðoutcomeXt � VX
t Þ ð1Þ

Here, VX refers to the value of the one of the stimuli (presented on either the left or right of

the screen depending on the trial), while outcomeX refers to the outcome associated with that

stimulus on the present trial. Although subjects were informed that shock probabilities for the

stimuli were independent, it is possible they generalised the outcome of one stimulus when

updating the value of the other stimulus. We accounted for this possibility by adding a second

learning signal based on the difference between the estimated value of the current stimulus

and the outcome of the other stimulus (outcomeY), weighted by a second learning rate ω (Eq

2).

VX
tþ1
¼ VX

t þ o � ðoutcomeYt � VX
t Þ ð2Þ

We also tested a modified version of this first model that had two learning rates for the cur-

rent stimulus [53]; one for better than expected outcomes (indicated by a positive prediction

error) and one for worse than expected outcomes (indicated by negative prediction errors),

A computational account of threat-related attentional bias

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007341 October 10, 2019 5 / 21

https://doi.org/10.1371/journal.pcbi.1007341


where both were free parameters (Model 2, Eq 3).

dt ¼ outcomeXt � VX
t

VX
tþ1
¼ VX

t þ
aþ � d if dt > 0

a� � d if dt < 0
ð3Þ

We tested a Pearce-Hall/Rescorla-Wagner hybrid model incorporating a dynamic learning

rate that depended on the magnitude of recent prediction errors (Model 3, Eq 4), where a

larger prediction error on the most recent trial leads to an increased learning rate on the cur-

rent trial. This results in a learning rate that is highest when an agent receives an indication

their current value estimate is incorrect, and should increase learning rate about the current

state of the environment. As a result, learning should be highest when shock probabilities

change, and lowest when they are stable. The rate at which the learning rate changes is gov-

erned by an additional free parameter k.

aX
tþ1
¼ aX

t þ k � ðd2

t � a
X
t Þ ð4Þ

We also included a second variant of this hybrid Rescorla-Wagner / Pearce-Hall model fol-

lowing Tzovara et al. (54), which updates the learning rate on each trial similarly to the previ-

ous model but using the absolute prediction error rather than the squared prediction error

(Model 4, Eq 5):

aX
tþ1
¼ aX

t þ k � ðjdtj � a
X
t Þ ð5Þ

The first probabilistic model we tested was a leaky beta model (Model 5, Eq 6). This is a

probabilistic learning model that naturally represents both the shock probability estimate (the

mean of a beta distribution) and the uncertainty around this estimate (the variance of the beta

distribution). This family of models has been successfully used in modelling reward learning

tasks [54], and similar models have been shown to describe behaviour in aversive learning

tasks better than reinforcement learning models [55], making it an appropriate candidate

model family for the current task. Our model assumes subjects estimate the A and B parame-

ters of a beta distribution over the value of each stimulus, and update these on each outcome at

a rate dependent on parameter τ. Here, A represents evidence for shock outcomes, while B

represents evidence for no-shock outcomes, such that A is updated following a shock outcome

while B is updated following a no-shock outcome. This results in a beta distribution that is

biased towards the most frequently occurring outcome. Hence, frequently occurring shocks

will lead to high values of A and low values of B and a mean of the distribution that is biased

towards 1, representing a high shock probability. The “leak” in the model is represented by λ,

which ensures that estimates are weighted towards more recent outcomes by reducing the

accumulating evidence for both outcomes on each trial so that the current trial has a greater

impact upon value estimates. This was desirable, since subjects were informed that shock prob-

abilities could change during the task. As in the previously described reinforcement learning

models, ω here represents a parameter governing the influence of the other stimulus shown on

screen. Although its implementation in these models is different to the previous models, its

effect on value estimates is the same.

AX
tþ1
¼ ð1 � lÞ � AX

t þ t � outcomeXt þ o � outcomeYt

BX
tþ1
¼ ð1 � lÞ � BX

t þ t � ð1 � outcomeXt Þ þ o � ð1 � outcomeYt Þ ð6Þ

A computational account of threat-related attentional bias
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For model fitting, we assume subjects are reporting the mean (μ) of this distribution (Eq 7).

μX
t ¼

AX
t

AX
t þ BX

t

ð7Þ

And we derive a measure of uncertainty from the variance (σ2) of this distribution (Eq 8).

σ2 X
t ¼

AX
t � B

X
t

ðAX
t þ BX

t Þ
2
� ðAX

t þ BX
t þ 1Þ

ð8Þ

Finally, we tested an extension of the leaky beta model which features asymmetric updating,

allowing alpha and beta (representing shock and no-shock outcomes respectively) to be

updated at different rates by τ+ and τ- respectively (Model 6, Eq 9).

AX
tþ1
¼ ð1 � lÞ � AX

t þ t
þ � outcomeXt þ o � outcomeYt

BX
tþ1
¼ ð1 � lÞ � BX

t þ t
� � ð1 � outcomeXt Þ þ o � ð1 � outcomeYt Þ ð9Þ

All models were fit using an hierarchical Bayesian approach, assuming subject-level param-

eters are drawn from group-level distributions, with parameters estimated using Markov

Chain Monte-Carlo sampling implemented in PyMC3 (https://docs.pymc.io/) with 2 chains of

a 1000 sample initialisation followed by 3000 samples. Model comparison was performed

using Watanabe-Akaike Information Criterion (WAIC) scores [56], which provides a good-

ness of fit measure for Bayesian models penalised according to the number of free parameters

in the model.

As our aim was to examine visual attention during conventional forms of learning, we

excluded any subjects who used a gambler’s fallacy-like heuristic strategy as opposed to a con-

ventional learning strategy. We tested for this by first fitting both the standard Rescorla-Wag-

ner model and the dual learning rate model, allowing the learning rate to vary between -1 and

1, and excluding subjects for whom any learning rate parameter was estimated as negative,

indicating that probability estimates were reduced following a shock outcome and increased

following a no-shock outcome.

Eye tracking

Eye movements were recorded using an EyeLink 1000 eye tracker (SR Research) sampling at

1000hz. Participants were seated 73cm from the monitor and were not instructed to maintain

fixation at any specific point to allow free viewing of the stimuli. Fixations were detected by

the Eyelink system.

Fixation analysis

All eye tracking data were analysed using Pyeparse (https://github.com/pyeparse/pyeparse).

We focused our fixation analyses primarily on the pre-outcome phase of the trial, where sub-

jects could see the stimuli on screen but had yet to receive any information about the outcomes

on the current trial. This enabled us to investigate preferential preparatory attention prior to

learning the outcome of the trial. Fixation bias was defined as the proportion of time spent fix-

ating on one stimulus out of the total time spent fixating on both stimuli, providing an index

of bias towards one stimulus over the other.

Value (represented by the subject’s shock probability estimates) and uncertainty (derived

from the variance of our probabilistic computational model) were transformed into a bias

index representing the difference between left and right stimuli (as seen on the screen at the

A computational account of threat-related attentional bias
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pre-outcome phase), such that we predicted fixation bias from differences in relevant variables

between stimuli. This allowed us to quantify the impact of learning-related influences on pref-

erential visual attention. Relationships between behaviour and model-derived uncertainty

were tested using beta regression with fixation duration predicted from value and uncertainty.

As with the behavioural modelling, we used an hierarchical model, modelling fixation bias on

a trial-by-trial basis and assuming subject-level parameters are drawn from a single group-

level distribution. To aid convergence in this relatively complex multi-level model, regression

coefficients were offset by an additional estimated parameter [57]. We excluded subjects from

the analysis if they spent 80% of time fixating outside the stimuli during the pre-outcome

phase. We also conducted a secondary analysis using the same procedure in the outcome

phase of the trial, where subjects learn of the outcome for each stimulus. In all regression anal-

yses, predictors were scaled to zero mean and unit variance to allow comparison between

regression coefficients.

Results

Threat likelihood estimation is best described by a probabilistic model

Sixty-five subjects completed an aversive learning task where they reported the likelihood of

receiving a shock from each of two stimuli displayed concurrently on screen, creating competi-

tion for attention. In each task block one of the stimuli had a stable shock probability and the

other a variable shock probability, leading to a difference in uncertainty about shock probabil-

ity between the two stimuli.

To quantify behaviour on the task, we fit a range of learning models to subjects’ ratings of

upcoming shock probability. Two subjects were excluded for providing limited responses (i.e.

exclusively using 0%, 50%, or 100%), and 12 were excluded for following a gambler’s fallacy-

like heuristic as opposed to a learning strategy, choosing to decrease probability ratings after a

shock (as determined by a negative estimated learning rate when fitting reinforcement learn-

ing models to the data).

We tested six computational models of task behaviour including a family of reinforcement

learning models and two heuristic Bayesian models that represented shock likelihood using

beta distributions. According to the WAIC, a complexity-sensitive index of model fit, the best

fitting model was an asymmetric leaky beta model (Model 6; Fig 2A), wherein subjects updated

the parameters of a beta distribution differentially for shock and no-shock outcomes.

To further ensure that our model comparison was robust we evaluated model fit using

cross validation, whereby each model was fit on three blocks and tested on the fourth block

(using R2 as a measure of fit), across all four permutations of this split. The results of this analy-

sis replicated the WAIC-based comparison (S1 Fig), providing convergent evidence that an

asymmetric leaky beta model best explains our data, and suggesting that the WAIC provides a

suitable approximation of cross-validated model fit.

Notably, subjects updated their estimates significantly more in response to shock (τ+) com-

pared to no-shock outcomes (τ-) (t (47) = 7.09, p< 0.001), indicating a bias in learning (Fig

2B) such that subjects learned faster about negative (shock) compared to positive outcomes (a

no shock outcome). To rule out a possibility that this bias was driven by shock probabilities

being biased towards zero, we fit our model to blocks with the highest shock probability (with

a combined mean probability of 50%, S2 Fig), yielding the same learning bias.

We also compared these models to variants where ω, representing the influence of the other

stimulus (i.e. the stimulus shown on the other side of the screen), was fixed at zero, de facto

removing it from the model. Model 6, which included a free ω parameter, remained the best

A computational account of threat-related attentional bias
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fitting model while all models with this parameter fixed at zero performed worse than those

with a free ω parameter (S1 Fig).

Across subjects the pattern seen in the estimated model parameters demonstrate an overall

bias towards learning more from punishment compared to safety. To investigate whether indi-

vidual differences in these parameter values were associated with individuals’ general shock

expectancies, we used a Bayesian linear model to examine the contributions of three model

parameters of interest (τ+, τ-, λ) to mean value estimates across trials (Fig 2D). This provides

Fig 2. A) Results of model comparison (lower WAIC scores indicate better model fit) demonstrating model fit for the six evaluated models. The best fitting

model (6) is shown in orange. B) Estimated values of τ+ and τ-, the parameters governing updates in response to shock and no-shock outcomes respectively,

illustrating the bias in updating towards shock outcomes. C) True data and simulated shock probability estimate data from the asymmetric leaky beta model for

an exemplar subject over three task blocks. This shows how well the model captures the pattern seen in the data. Blue lines represent the true data, while orange

lines represent the simulated data from the model. D) Influence of model parameter values on mean shock probability estimates across subjects, red indicates the

effect of τ+, the extent to which subjects update in response to shock outcomes, orange represents τ-, governing updates in response to no-shock outcomes, blue

represents λ, the leak rate in the model. E) Histogram of subject-level correlations between value and variance, showing the dissociation between these two factors

in the task. The dotted line represents the mean across subjects.

https://doi.org/10.1371/journal.pcbi.1007341.g002

A computational account of threat-related attentional bias

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007341 October 10, 2019 9 / 21

https://doi.org/10.1371/journal.pcbi.1007341.g002
https://doi.org/10.1371/journal.pcbi.1007341


an approximate index of how threatening an individual perceives stimuli to be across the task.

As expected, τ- (the extent to which subjects update in response to no-shock outcomes) and τ+

(the extent to which subjects update in response to shock outcomes) had negative (mean

regression coefficient = -1.49, 95% HPDI = -1.81, -1.17) and positive (mean regression coeffi-

cient = 0.91, 95% HPDI = 0.60, 1.23) effects on value estimates, respectively. In contrast λ, the

decay rate, had no effect (mean regression coefficient = 0.10, 95% HPDI = -0.04, 0.26), suggest-

ing that although decay contributes to learning it does not influence an individual’s tendency

to under, or over-estimate threat likelihood. This supports the idea that individual differences

in shock expectancy are explained by variation in two parameters of our learning model.

Our task design independently manipulated aversive value and uncertainty (represented as

the variance of the beta distribution). To verify this manipulation was successful, we examined

the correlation between value and uncertainty across trials for each subject (Fig 2E). The mean

correlation across subjects was -0.001 (SD = 0.28), with a one sample t-test confirming these

correlations did not differ significantly from zero (t (48) = 0.028, p = .98), consistent with the

independence of these quantities.

Visual selective attention is guided by value but not uncertainty

To examine the dependence of visual attention on learning-related variables, we used trial-

wise Bayesian beta regression to predict a bias in fixation duration for the pre-outcome phase

of the trial (defined as the proportion of all stimulus-directed fixation time spent fixating on

one stimulus) as a function of difference in value (represented by subjective shock probability

estimates) and model-derived uncertainty between the two stimuli. This time period was cho-

sen to allow examination of preparatory attention when an outcome is expected, prior to actual

outcome receipt. We used an hierarchical approach that estimates effects on a trial-wise basis

within subject, assuming the parameters governing these effects are drawn from common

group-level distributions. We excluded two subjects at this stage as they spent>80% of fixation

time outside the stimuli of interest.

Estimates from the beta regression model (shown in Fig 3A and Table 1) indicate that value

had a positive effect on fixation duration, with 100% of the posterior density for the regression

coefficient governing the influence of value above zero. In contrast, the β parameter for uncer-

tainty was near zero, with low uncertainty around this estimate. This suggests that aversive

value, but not uncertainty, influenced visual selective attention.

Fig 3. A) Parameter estimates from the beta regression model predicting fixation bias from value and uncertainty. Orange represents the effect of uncertainty, while

blue represents the effect of value on fixation bias. B) Results of model comparison, comparing the full beta regression model including an effect of a shock to a

simpler model without an effect of uncertainty. The winning model is shown in orange. C) Parameter estimates from a model predicting fixation bias during the

outcome phase (when subjects are shown the outcome for each stimulus) from value, uncertainty, outcome (shock or no shock), prediction error, and squared

prediction error.

https://doi.org/10.1371/journal.pcbi.1007341.g003

A computational account of threat-related attentional bias

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007341 October 10, 2019 10 / 21

https://doi.org/10.1371/journal.pcbi.1007341.g003
https://doi.org/10.1371/journal.pcbi.1007341


To probe further a surprising null effect for uncertainty, we formally compared WAIC

scores between our original beta regression model and a simpler model that excluded an effect

of uncertainty (Fig 3B). Accounting for model complexity, a model without an uncertainty

term provided the best fit to the fixation bias data, providing additional evidence against an

effect of uncertainty on fixation.

We explored next the relationship between value and uncertainty and two other task vari-

ables, namely the duration of first fixation bias (defined as the difference between first fixation

duration for the two stimuli) and the location of the first fixation during the pre-outcome

phase. Bayesian regression analyses found no effect of value or uncertainty on either of these

task metrics, with all 95% HPD intervals including zero. Replicating this analysis using model-

derived value estimates produced the same pattern of results (S4 Fig). Finally, to provide a less

model-based approximation of this analysis, we repeated our original analysis but replaced

model-derived uncertainty with the magnitude of the prediction error on the previous trial.

Although prediction error had a greater effect on fixation than model-derived uncertainty, as

with the model-based analysis the 95% HPD interval for the prediction error effect crossed

zero (S4 Fig).

Finally, we asked whether learning influenced attention during the outcome phase, when

subjects learn about the trial outcome for each stimulus (Fig 3C and Table 1). As in the pre-

outcome phase, we observed effects of value but again found no effect of pre-outcome uncer-

tainty. In fact, we found effects in response to three variables, outcome (shock or no shock),

signed prediction error (the difference between observed outcome and predicted shock proba-

bility), and squared prediction error (representing an unsigned prediction error), all of which

showed positive effects on fixation duration.

Aversive value estimates are influenced by visual attention

Having established that aversive learning impacts attention we asked next whether this rela-

tionship is bidirectional, such that learning itself is impacted by visual attention. First, using

trial-wise hierarchical regression, we examined how attention at the outcome phase of the pre-

vious trial influenced probability estimates on the current trial. Here, the target of our regres-

sion was estimation error (the difference between reported and true shock probability),

representing how much subjects’ estimates differed from the true shock probabilities. As

regressors we used true shock probability for both stimuli, the outcome of the trial, and the

proportion of time spent fixating the stimulus on the previous trial. This allowed us to measure

effects of visual attention on probability estimation over and above effects of outcome and

stimulus value itself. This analysis revealed negative effects of the true probability of both the

currently estimated stimulus (mean regression coefficient = -0.18, 95% HPDI = -0.18, -0.18)

Table 1. Parameter estimates for regression models predicting fixation bias in the pre-outcome and outcome phases of the trial. Mean β represents the mean esti-

mated β value of the predictor in the regression model, while the 2.5% and 97.5% HPDI values represent the upper and lower interval on the 95% highest posterior density

of the posterior distribution over the estimated parameter values.

Trial phase Predictor Regression coefficient 2.5% HPDI 97.5% HPDI

Pre-outcome Value 0.13 0.11 0.17

Uncertainty -0.004 -0.04 0.03

Outcome Value 0.10 0.07 0.13

Uncertainty -0.004 -0.03 0.03

Outcome 0.10 0.07 0.13

Prediction error 0.07 0.04 0.10

Prediction error2 0.03 0.002 0.06

https://doi.org/10.1371/journal.pcbi.1007341.t001
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and the alternative stimulus (mean regression coefficient = -0.02, 95% HPDI = -0.03, -0.02),

such that shock probability was overestimated when true shock probability was low, and

underestimated when it was high (S5 Fig). Importantly, there was also a small but consistent

positive effect of fixation duration such that subjects overestimated shock likelihood when

they attended stimuli for a longer duration on the previous trial (mean regression coeffi-

cient = 0.017, 95% HPDI = 0.013, 0.021).

An influence of fixation on probability estimates could arise out of multiple mechanisms.

One possibility is that attending to a stimulus increases the degree to which its value is

updated. This would exaggerate an existing tendency to update estimates faster following pun-

ishment, resulting in a greater overestimation of shock probability. Alternatively, this type of

influence could take the form of a general bias, whereby stimuli that are attended gain addi-

tional value. To provide a more precise formalisation of how attention influences the learning

process we fitted two additional variants of our winning behavioural model. The first of these

(model 6A; Eq 10) biased the rate of updating for each stimulus based on the proportion of

stimulus fixation time during the outcome phase of the previous trial, thereby biasing the

update process itself. The degree of weighting (π) is itself modulated by an additional free

parameter γ. In addition, we allowed the influence of the other stimulus to be weighted by the

proportion of time spent looking at that stimulus. Given the small magnitude of the other sti-

mulus’s influence, we chose to let its effect be fully weighted by fixation rather than having the

degree of fixation influence modulated by an additional parameter, as additional modulating

parameters here would be challenging to estimate accurately.

pX
t ¼ fixationX

t � gþ ð1 � gÞ

AX
tþ1
¼ ð1 � lÞ � AX

t þ t
þ � pX

t � outcomeXt þ o � fixation
Y
t � outcomeYt

BX
tþ1
¼ ð1 � lÞ � BX

t þ t
� � pX

t � ð1 � outcomeXt Þ þ o � fixation
Y
t � ð1 � outcomeYt Þ ð10Þ

Here the proportion of time spent fixating on stimulus X or Y is represented by fixationX or

fixationY respectively. For comparison, we took a second model variant (model 6B; Eq 11)

which added value to each stimulus dependent on how much it was fixated, increasing the

alpha parameter by an amount equal to the fixation proportion for the stimulus, weighted by

an additional free parameter θ. Rather than modulating update rates, this model biases value

estimates such that attended stimuli have a higher value in a manner similar to models that

incorporate choice perseveration through an increase in the value of chosen options [58].

AX
tþ1
¼ ð1 � lÞ � AX

t þ t
þ � outcomeXt þ o � fixation

Y
t � outcomeYt þ y � fixation

X
t

BX
tþ1
¼ ð1 � lÞ � BX

t þ t
� � ð1 � outcomeXt Þ þ o � fixation

Y
t � ð1 � outcomeYt Þ ð11Þ

These two models allowed us to determine whether longer fixations increased probability

estimates by modulating updates, or by simply biasing positively the value of a stimulus.

Model comparison demonstrated Model 6B, a model that allowed attention to bias value esti-

mates, provided the best fit to the data (Fig 4A). This supports an idea that visual attention

guides learning by biasing value estimates upwards. Examining the estimated values of the free

parameter θ, which governs the influence of attention on learning, showed all subjects had

non-zero estimates for this parameter (Fig 4B).
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Discussion

By manipulating both aversive value and uncertainty, we show that selective visual attention is

guided by subjective estimates of value, but not uncertainty, during aversive prediction and

learning. Moreover, this relationship between attention and learning is bidirectional, such that

attention also guides learning. To our knowledge, this is the first study that has examined an

influence of subjective value and uncertainty on visual attention in the context of aversive

learning. The findings highlight a complex interplay between perceptual attention and aversive

learning.

Our results offer some support for theoretical accounts of the behavioural role of attention

in competitive associative learning. The Mackintosh and Pearce-Hall models [3,4] emphasise a

correlation with reinforcement (often in the form of expected value) and uncertainty respec-

tively in the allocation of attention, albeit with respect to associability (rather than visual selec-

tive attention), in contexts requiring learning and prediction for competing stimuli. Previous

empirical work on competitive perceptual associative learning provide support for both mod-

els [16,25,39]. Our results support predictions of the former model, in particular, but in a sub-

tly different context where subjects make predictions from, and learn about, multiple stimuli

concurrently. This finding is of considerable interest as uncertainty is often invoked as provid-

ing a normative explanation for attentional allocation during learning [59,60]. Our results sug-

gest that in aversive environments when faced with the task of learning about multiple stimuli

concurrently, human subjects may not always adapt their attention based on an ongoing esti-

mate of uncertainty.

A potential explanation for the observed effect of value evokes the notion of Pavlovian

biases, which engender automatic orienting towards stimuli with high aversive value, a so-

called “risk assessment” behaviour that is well documented in rodents and humans when

faced with threat [32–35]. Conversely, aversive stimuli often prompt avoidance responses

that are difficult to overcome [30,45]. The former appears to dominate in that, although our

task did not allow subjects to actually avoid shock, it is possible that attention is automati-

cally and involuntarily allocated to targets with high aversive value so as to facilitate avoid-

ance. However, this is a speculative interpretation that requires validation in an experiment

designed to specifically test non-goal directed orienting of attention. Although we observed

Fig 4. A) Results of model comparison, showing WAIC scores (relative to the original best fitting model) for two alternative models that incorporated effects of

attention. The best fitting model (Model 6B), incorporating an effect of attention on learning through biasing value, is shown in orange, along with the original

best fitting model (Model 6) and an alternative model (Model 6A) where attention modulated updates, B) Distribution of θ values (reflecting the influence of

attention on learning) across subjects.

https://doi.org/10.1371/journal.pcbi.1007341.g004
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no effect of ongoing uncertainty estimates, in the phase of the experiment where subjects

learned about the outcome of a trial, we observed effects of both signed and unsigned pre-

diction errors, replicating previous work in non-aversive tasks [27]. This suggests that

attention at the point of learning is influenced by surprise, itself an indication of future

uncertainty. This points towards a complex relationship between momentary markers of

uncertainty such as prediction errors, ongoing estimation uncertainty, and attention,

whereby attention is influenced by momentary indications of future uncertainty but not by

the general current level of uncertainty.

Our second key result is a bidirectional relationship between learning and attention,

whereby stimuli that are the focus of visual attention during learning are given heightened

value estimates, being perceived as more threatening. This implies visual attention is not sim-

ply a by-product of the learning process but actively contributes to learning about aversive sti-

muli. This finding builds on a literature demonstrating that visual attention biases value-based

decisions [6,7]. In addition, it echoes a recent study of reward-guided learning and decision

making [28], showing that stimuli that were attended during decision making were learned

about faster than unattended stimuli. We show, for the first time to the best of our knowledge,

that attention influences value estimates during aversive learning, suggesting that value estima-

tion in both reward and punishment domains is subject to influences from visual attention.

However, an important observation in our study, and one which contrasts with this previous

work, is that this effect does not occur through modulation of updates but instead biases value

estimates upwards. This result is reminiscent of effects predicted by attentional drift diffusion

models [6,7,17], suggesting that enhanced attention leads to inflated value estimates.

Behaviour in our task was described best by a probabilistic model, as opposed to reinforce-

ment learning models. This is consistent with subjects maintaining approximate probability

distributions over aversive events, and adapting their learning accordingly. For example, in

our model, updates have a relatively diminished effect on overall probability estimates as evi-

dence is accumulated, and variance of the distribution reduces. As expected, individual differ-

ences in update parameters in this model were associated with mean shock probability ratings,

allowing us to explain individual variability in shock expectancy through differences in learn-

ing processes. We note others have shown that probabilistic models can provide a superior fit

to data than reinforcement learning models in aversive [49,55] and reward based learning

tasks [54]. Although neuroimaging evidence suggests that the brain maintains mean and vari-

ance estimates [61–64], providing a neural implementation for such a probabilistic model, we

make no claims here regarding implementation. Instead, our main aim was to use the model

to examine a link between uncertainty estimation and attention.

Our findings have implications for understanding cognitive biases in pathological anxi-

ety. A large literature suggests that individuals with anxiety disorders, as well as individuals

high in trait anxiety, express an attentional bias towards threatening stimuli, such as faces

displaying negatively-valenced emotions [40,41]. There is also evidence suggesting this bias

plays a causal role in symptom development [42]. However, the origin of this attentional

bias has thus far remained unclear. Our results suggest that threat-related attentional biases

might be a downstream effect of dysfunctional learning leading to exaggerated value esti-

mates (i.e. a subjective overestimation of threat probability). Additionally, our observation

of an effect of attention on learning suggests a possible self-reinforcing cycle, whereby inap-

propriate learning about the environment leads to biased attention and, in turn, inaccurate

value estimates.

Our task addresses a different question to that of many prior studies of selective atten-

tion during learning. These studies typically focus on the function of selective attention in

assigning a single outcome to multiple competing stimuli (24,25,27,39). Here, by contrast,
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multiple stimuli are learned about concurrently, allowing us to address the question of

how limited visual attentional resources are guided by learned value, and vice versa. We

expected that attention and learning would both be affected by this concurrency, with both

optimising and heuristic influences. From an optimising perspective, in the face of limited

time and processing resources, attention and learning should focus on the stimuli that are

most important to learn about (i.e. those where maintaining an accurate value estimate has

the greatest effect on the loss function). Even though the experiment was not tachisto-

scopic, subjects had only limited time for estimation and updating. In terms of heuristics,

it has been demonstrated that human subjects show perceptual attentional biases towards

threat-related stimuli, even during tasks where there is no need for prioritised attention

(40). Consequently, in our task we expected similar biases would arise as a result of stimuli

acquiring aversive value. Of course, factors that are sub-optimal in this task may be optimal

in other tasks.

One limitation of our study is our inability to examine choice behaviour, linked previously

to attentional processes in the reward domain [28,65]. We chose a design requiring subjects

estimate shock probabilities for two stimuli concurrently based on two considerations. Firstly,

continuous probability estimates (as opposed to binary choices) provide arguably richer data,

producing better model fits and more accurate model-derived estimates of uncertainty. Sec-

ondly, the design limits avoidance-related problems. For instance, if subjects choose to avoid

one stimulus this would subsequently be unattended simply because it is irrelevant for the cur-

rent trial. However, the probability estimation period of this task is not well suited to atten-

tion-related analyses, as attention is largely related to motor actions required to provide

probability estimates.

With regard to attention, one factor left uncontrolled for that might influence our results is

the choice of stimuli: circles and squares were used as signals of safety and shocks respectively

across all subjects. While we consider it unlikely that there was differential attention towards

either of these non-salient stimuli we cannot exclude potential preferential attention to either

of these shapes. A further limitation of our design is that it does not allow us to cleanly disen-

tangle the roles of covert and overt attention. It is possible that overt attention may be involved

in ongoing value updating processes after the initial outcome presentation. Additionally, it is

possible that any influence of estimation uncertainty may only become apparent in contexts

where there is a greater need to allocate attention preferentially, such as in situations involving

perceptual uncertainty.

In summary, we demonstrate a bidirectional relationship between learning and attention

within aversive environments, where learning guides attention and in turn attention guides

learning. The findings have implications for understanding how aversive value is learned and

hints at an important role for learning in the development of pathological threat-related atten-

tional biases in clinical anxiety.

Supporting information

S1 Fig. Results of model comparison using cross-validation. Models were fit on three out of

four blocks of the task and the resulting parameter values were used to simulate data for the

fourth block. The fit of this simulated data to the true behaviour on the left-out block was

quantified using R2 providing an index of how well our model captured behaviour that was

not used for fitting. This was repeated for every combination of blocks, resulting in four folds

of cross-validation, and the average across all folds is reported here. This demonstrates that the

asymmetric leaky beta model (model 6) fits best according to both the WAIC and cross-valida-

tion metrics and provides evidence that the WAIC provides an accurate approximation of
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cross-validated model fit.

(EPS)

S2 Fig. Values for parameters governing updates in response to shock (τ+) and no shock

(τ-) outcomes for only the 45% and 55% shock probability blocks, demonstrating that a

bias in learning is still present even in blocks where the overall shock probability is not

biased towards zero.

(EPS)

S3 Fig. A) Model comparison demonstrating fit of models including a free ω term (govern-

ing the amount to which the shock probability is updated for stimulus X when stimulus Y is

shocked) relative to models where ω is fixed at zero (i.e. no influence of the other stimulus).

Models including this stimulus interference perform better according to the WAIC scores,

suggesting that there is a degree of interference between stimuli, and the best performing

model (the asymmetric leaky beta model, model 6) with a free ω parameter is the best fitting

model overall. B) Behavioural evidence for stimulus interference, represented as the differ-

ence between updates for stimulus X when Y was shocked and updates for stimulus X when

Y was not shocked. There is a large degree of inter-subject variability in this interference

effect, with some subjects showing a positive effect and others showing a negative effect.

Permutation testing on the absolute value of this effect (i.e. looking at whether there was

any interference effect regardless of its direction), randomly shuffling X and Y stimulus

labels, showed that the level of interference was significantly greater than would be expected

under the null hypothesis (p = .01). C) Relationship between the level of behavioural inter-

ference (as shown in panel B) and the estimated value of ω in the winning model, showing

that subjects with greater interference effects at a behavioural have higher estimated inter-

ference parameter values (R = .63, p < .001).

(EPS)

S4 Fig. A) Split-half reliability for regression coefficients in the model predicting fixation

from value and uncertainty. The values of the regression coefficients are near-identical in both

halves of the experiment, suggesting that these are robust and reliable effects. B) Results of a

model replacing reported value with model-derived value. The result of value is similar to that

from the original model, although marginally weaker (regression coefficient = .134 in the origi-

nal model vs .118 when using model-derived value), as would be expected when using a less

direct measure. C) A similar model replacing model-derived uncertainty with absolute predic-

tion error magnitude on the previous trial, as a model-free approximation of uncertainty. This

demonstrates a weak effect of prediction error magnitude (regression coefficient = 0.03),

although the 95% HPD intervals do include zero (-0.0003–0.062).

(EPS)

S5 Fig. Mis-estimation of shock probabilities in stable and volatile blocks, showing that

subjects tend to overestimate low probabilities and underestimate high shock probabili-

ties, an effect that is driven by the volatile blocks. Individual lines represent individual sub-

jects, while bold lines represent the group mean.

(EPS)

S6 Fig. Model fit for models incorporating continuous and binary weighting of fixation rel-

ative to the original model without an effect of fixation, demonstrating that the model

incorporating a continuous effect of attention on value provides the best fit. The continu-

ous models are described in the main manuscript. Updates for the binary version of model 5A
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proceed as follows:

pX ¼
1 if fixationX

> fixationY

1 � ðfixationX
� fixationY

Þ � g if fixationX
< fixationY

AX
tþ1
¼ ð1 � lÞ � AX

t þ t
þ � pX � outcomeX þ o � fixationY

� outcomeY

BX
tþ1
¼ ð1 � lÞ � BX

t þ t
� � pX � ð1 � outcomeXÞ þ o � fixationY

� ð1 � outcomeYÞ

While model the binary variant of model 5B updates as follows:

aA
tþ1
¼ ð1 � lÞ � aA

t þ t
þ � outcomeA þ o � outcomeB þmaxð0; fixationA

� fixationB
Þ � y

b
A
tþ1
¼ ð1 � lÞ � b

A
t þ t

� � ð1 � outcomeAÞ þ o � ð1 � outcomeBÞ
(EPS)

S7 Fig. Results of analysis predicting anxiety scores from model parameters and learning-

related variables. We investigated relationships between state and trait anxiety, measured

using the State-Trait Inventory for Cognitive and Somatic Anxiety, and learning-related vari-

ables (model parameters, mean model-derived uncertainty across trials, and mean reported

shock probability) using Bayesian linear regression implemented in Bambi (https://github.

com/bambinos/bambi). Although we titrated shock intensity to ensure similar subjective

shock unpleasantness across subjects, we also included reported shock unpleasantness (rated

post-experiment) as a covariate to control for any potential confounding effects of residual dif-

ferential sensitivity to the shocks that remained after this procedure. All questionnaire mea-

sures were completed immediately after completing the experiment. Each point in the plot

represents the beta value of the predictor in a GLM predicting either trait (blue) or state

(orange) anxiety, and the error bars represent the 95% highest posterior density intervals. Due

to an error in recording of questionnaire data, two subjects were excluded from this analysis.

None of our explanatory variables were significant predictors of trait anxiety. However, we

observed an unexpected positive relationship between the parameter governing the rate of

updating in response to no-shock outcomes (τ-) and state anxiety (mean β = 0.67, 95%

HPDI = 0.10, 1.18), wherein more anxious individuals showed enhanced learning about safety.

There were no associations between other model parameters and state or trait anxiety, while

we observed trend-level effects of anxiety on value and uncertainty estimates, with more anx-

ious individuals having lower value and uncertainty. However, the highest posterior density

intervals for these effects included zero, indicating that we cannot be confident that these

effects are meaningful. Thus, we observe an unexpected relationship between our model

parameter governing updates in response to no-shock outcomes and state anxiety, whereby

more anxious individuals learned faster from the absence of shock than those with low anxiety.

Additionally, there was a trend towards more anxious individuals underestimating shock

probability, possibly resulting from their tendency to learn faster about safety. This observation

runs counter to existing work. Given the likely small effect size for any relationship between

non-clinical trait anxiety and task-related parameters, as well as known issues in accurately

estimating such effects in small samples, it is possible this finding is simply a mis-estimation of

a true association with a small effect size in a different direction. Further work involving larger

samples, potentially availing of online mass data collection, or clinical samples will be required

to investigate more deeply the precise relationships between aversive learning and anxiety.

(EPS)
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