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Summary 

 
Exploring the homogeneity of offenders within crime hotspots is helpful for not only understanding 
how the similar offenders commit the crime following the same spatio-temporal pattern, but also for 
crime prevention or crime investigation work. In this study, we utilise ST-DBSCAN algorithm to 
detect crime hotspots using historical theft records in central area of Beijing, China. Leveraging 
demographic information of the associated offenders, we propose three novel entropy-based indices 
to measure the similarity of offenders. Results show that the crimes concentrated in a narrow space 
and time span are usually committed by a group of offenders with similar demographics, which is 
referred to as homogeneous offenders.  
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1. Introduction 
 
The homogeneity of offenders refers to the offenders with similar social-demographics, i.e. belonging 
to same offender group. Exploring the homogeneity of offenders who committed crimes at similar 
time and locations (spatio-temporal concentrated crimes) is meaningful for not only crime prevention, 
but also for the crime investigation. It is useful for understanding not only the characteristic of the 
offenders but also why such kind of offenders concentrate on the hotspot. For example, Bowers and 
Johnson (2012) compared crime hotspots generated by “prolific” offenders and “occasional” 
offenders. Their study, however, does not examine the characteristic similarities among the offenders 
within the hotspots. In this study, we utilise a spatial-temporal clustering method to extract crime 
hotspots. Then, we propose several novel indices to examine the homogeneity of offenders in the 
same crime hotspot. 

2. Methodology 
 
2.1. Data  
 
The study area is a central district of Beijing, China (latitude: 39.7574°~40.0287°, longitudes: 
116.1937°~116.5519°) and the crime data is the theft data in the study area ranging from 1st Jan 2014 
to 30th Dec 2014. The data consist of 7,802 crime offences committed by 6,754 offenders. The 
demographic information of offenders include name, ID, age, registered home address (RHA). 
 
2.2.  Spatial temporal crime hotspots   
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Spatial-temporal clustering is a process of grouping objects based on their spatial and temporal 
similarity. It has been widely applied to crime hotspot analysis (Johnson and Bowers, 2004; Johnson, 
Summers and Pease, 2009). Among the existing spatial-temporal clustering methods, we utilise a 
density-based method called Spatial-temporal Density Based Spatial Clustering of Applications with 
Noise (ST-DBSCAN) algorithm proposed by Birant and Kut (2007). Efficiently, the clusters with 
same spatial-temporal pattern represent crime hotspots could be detected from ST-DBSCAN 
considering both space and time concentration. ST-DBSCAN has three predefined parameters, spatial 
maximum reachable distance (SMRD), temporal maximum reachable distance (TMRD), Minimum 
number of points within SMRD and TMRD (MinPts). In this study, the SMRD iterates over the range 
[100, 5000] with step 400 (spatial unit: metre) and TMRD iterates over the range [1, 60] with step 4 
(temporal unit: day) to determine the optimal parameter settings. Further, MinPts is set to be three as 
this is the minimum counts in an offender group or a serial crime. 

2.3. The homogeneity of offenders  
 
Various indices have been developed to measure the homogeneity or diversity of detected clusters or 
groups, such as the Simpson Index in ecology (Simpson, 1949) and the Shannon Entropy Index in 
information theory (Shannon, 1948). In criminology, Bouhana, Johnson and Porter (2014) used the 
Simpson Index to evaluate the consistency of MOs (modus operandis) burglars. In this study, we 
define several novel indices based on Shannon Entropy to assess the homogeneity of offenders in a 
crime hotspot. Shannon Entropy is a metric of measuring the amount of disorders originally and it can 
be further established to variations from the calculation. The definitions of the proposed indices are 
given below.  
 
Definition 1. Entropy of an Attribute (EOA):  Suppose attribute 𝐴 is a random variable with 
possible values {𝑎$, 𝑎& ⋯𝑎( ⋯𝑎)}. The entropy 𝐻 is defined as: 

 
𝐻(𝐴) = 	−∑ 𝑃(𝑎())3&

(4$ log8 𝑃(𝑎()                           (1) 
  
where, 𝐻(𝐴) indicates the homogeneity of the feature 𝐴 among offenders’ demographic variables 
in the same crime hotspot. A higher 𝐻 indicates a lower homogeneity. 𝑃(𝑎() is the probability of 
𝐴 = 𝑎(. For example, suppose we categorise the age of offenders into levels, denoted as 𝐴9:; =
{𝑙𝑒𝑣𝑒𝑙$, 𝑙𝑒𝑣𝑒𝑙&, 𝑙𝑒𝑣𝑒𝑙8}. If a crime hotspot committed by five offenders with age 𝑙𝑒𝑣𝑒𝑙$, 
𝑙𝑒𝑣𝑒𝑙&,		𝑙𝑒𝑣𝑒𝑙&, 𝑙𝑒𝑣𝑒𝑙8, 𝑙𝑒𝑣𝑒𝑙8, respectively. The homogeneity of age of offenders in this hotspot is 
then: 
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Definition 2. Entropy of a Cluster (EOC): If Cluster 𝐶 consists of objects with 𝑚 attributes 
{𝐴$, 𝐴& ⋯𝐴K ⋯𝐴L}, the entropy of a cluster considering all attributes is defined as: 

 
𝐻(𝐶) = 	∑ 𝐻?𝐴K@			L

K4$                              (2) 
    

where, 𝐻(𝐶) indicates the homogeneity of a cluster and 𝐴K is the j-th attribute of offenders (e.g. 
age) in a cluster 𝑚	is the number of attributes’ categories in a cluster. And higher 𝐻 indicates a 
lower homogeneity of offenders in the hotspots. 
 
Definition 3. Entropy of Clusters (ECs): To measure the quality of the clustering results, we 
propose to use the entropy of all detected clusters. Clusters 𝑆 is the set of different clusters from a 
certain pattern and could be a system that also assessed by the overall entropy. ECs is defined as the 
weighted sum of EOC is denoted as: 
 

         𝐻(𝑆) = 	∑ 𝐻(𝐶O) ∗ 𝜔O			R
O4$ , 𝜔O =

|TU|
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,  𝑆 = 	 {𝐶$, 𝐶& ⋯𝐶R}          (3) 
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where, K is the number of obtained clusters; 𝐶O is the 𝑘-thcluster in the clusters set	𝑆; |𝐶O| is the 
number of objects in cluster 𝐶O; |𝑆| is the total number of objects in all clusters; 𝜔O is the weight 
of 𝐶O. 
 
3. Case Study 
 
In this paper, we mainly study the homogeneity of offenders’ age and RHA as the representation of 
demographic homogeneity. This is because offenders with similar ages and coming from the same 
hometown are prone to constructing crime networks for sharing crime opportunity information. The 
attribute “age” is categorized into 4 levels: under 18, 18~40, 40~60, >60 and RHA (30 main 
provinces in China) represents where offenders come from. 

To determine the optimal number of the crime clusters, we first use the ECs to measure the quality of 
clustering results obtained by using different combinations of SMRD and TMRD. For the space time 
unit showing a narrow range significantly based on outcome, the optimal values of SMRD and 
TMRD are determined as 500m and 7days, respectively. And the theft crimes can be then clustered 
by using ST-DBSCAN. Based on the clustering results, we calculate the EOC of each cluster to 
measure the homogeneity of offenders. The distribution of crime clusters and their EOC are 
visualized in Figure 1. 

 

Figure 1 Theft offence clusters in different levels of EOC based on a spatial-temporal unit of 500 m 
and 7 days  
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Fig 1 shows crime hotspots (spatial-temporal clusters) are mainly distributed on the west side of the 
study area. And the hotspots of high-level homogeneity (e.g. red, purple such as Clusters A and B) are 
further from the city center compared with the hotspots of low-level homogeneity (e.g. orange, green 
such as Cluster C). In particular, crime hotspot A consists of serial thefts from cars committed by an 
offender in two weeks since the cars are parking along the roadside lacking guardian. In addition, 
hotspot B consists of several thefts against pedestrians committed by two co-offenders with the same 
level of age and from the same RHA. In the hotspot B, we also found another single theft committed 
by an offender occasionally, whose RHA and age level are different with the co-offenders. Lastly, 
hotspot C consist of theft offences committed by a diversity of offenders, because the places of offences 
locate at the largest commercial district of Beijing, which attracts not only lots of consumers but also 
the potential theft offenders coming from diverse places.    
   
4. Conclusion 
 
The homogeneity of offenders is correlated with a specific pattern of spatial-temporal concertation, 
which means humongous offenders could be detected in the majority of hotspots through the spatial-
temporal clustering algorithm. The proposed Shannon Entropy indices captures the homogeneity of 
the offenders within the hotspots, which facilitate offences investigation leading to crime prevention. 
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