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Dynamical decoupling (DD) is a powerful method for controlling arbitrary open quantum systems.
In quantum spin control, DD generally involves a sequence of timed spin flips (π rotations) arranged to
either average out or selectively enhance coupling to the environment. Experimentally, errors in the spin
flips are inevitably introduced, motivating efforts to optimize error-robust DD. Here we invert this
paradigm: by introducing particular control “errors” in standard DD, namely, a small constant deviation
from perfect π rotations (pulse adjustments), we show we obtain protocols that retain the advantages of
DD while introducing the capabilities of quantum state readout and polarization transfer. We exploit this
nuclear quantum state selectivity on an ensemble of nitrogen-vacancy centers in diamond to efficiently
polarize the 13C quantum bath. The underlying physical mechanism is generic and paves the way to
systematic engineering of pulse-adjusted protocols with nuclear state selectivity for quantum control
applications.
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Quantum baths of nuclear spins at room temperature
typically remain in states close to statistical 50∶50
mixtures of spin-up and spin-down, for instance, the
relative population imbalance is less than 10−5 at a
magnetic field of 1 T. This very low thermal polarization
drastically limits sensitivity and fidelity in many appli-
cations ranging from NMR to quantum control using
quantum nuclear registers. One solution to this challenge
is dynamic nuclear polarization (DNP), the transfer
of spin polarization from electron spins to nuclear
spins [1,2].
Optically polarized electron spins such as those asso-

ciated with the nitrogen-vacancy (NV) defect in diamond
are particularly interesting for DNP [3–12] owing to the
relatively high (∼80%) electron spin polarization achiev-
able on demand, at room temperature [13]. Transfer of
NV electron spin polarization based on tuned cross relax-
ation has been used to polarize spins external to the
diamond substrate [6,14]. Another technique for polariza-
tion transfer is nuclear spin orientation via electron spin
locking (NOVEL), which involves continuous driving of
the electron spins at a Hartmann-Hahn (HH) resonance
with the target nuclei [3,7,8,12,15]. Recently, PulsePol, a
DD-type protocol allowing polarization transfer at a rate
similar to NOVEL [11] by concatenation of two asym-
metric sequences, each made of several electronic spin flips
with carefully chosen rotation axes, was proposed.

Here we propose a different approach whereby an
asymmetry enabling polarization transfer is encoded in
the spin flip itself, by deliberately introducing a flip-angle
adjustment δθ ≠ 0. That is, instead of π rotations, one
deliberately drives rotations of angle π þ δθ. The under-
lying physical mechanism, explained by Floquet theory, is
generic and is found to retain the advantages of DD [16–20]
for decoherence protection (away from resonance) and
quantum sensing [21–23] (on resonance). Importantly, the
approach offers for the first time nuclear state selectivity in
the sensing as it splits the usual electron-nucleus resonance
into two distinct resonance points, each corresponding to a
different quantum nuclear spin state.
We demonstrate a specific realization based on the

commonly used Carr-Purcell-Meiboom-Gill (CPMG) pulse
sequence. While the nuclear state selectivity offers new
possibilities to a wide range of single-NV quantum sensing
applications, including high-fidelity quantum control of
weakly coupled nuclear spins, here, we demonstrate its
effectiveness in nuclear hyperpolarization. We experimen-
tally implement this protocol, termed PolCPMG, on an
ensemble of ∼105 NV defects in diamond and demonstrate
hyperpolarization of the surrounding bath of 13C nuclear
spins as well as real-space imaging of the nuclear polari-
zation map on a scale of tens of μm.
We consider a system composed of an electron spin S⃗

coupled with a nuclear spin I⃗ under a magnetic field aligned
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along the z axis [Fig. 1(a)]. The electron spin is subject to
a train of microwave pulses with a period τ, with each
pulse inducing a rotation of angle θ ¼ π þ δθ around the
x axis [Fig. 1(b)]. In practice, the rotation angle may be
tuned simply via an appropriate frequency detuning and/or
pulse duration. In the frame rotating with the driving
microwave field, and neglecting counterrotating terms,
the Hamiltonian reads [24]

ĤðtÞ ¼ ωLÎz þ ŜzA⃗ · I⃗ þ ĤpðtÞ; ð1Þ
where ωL is the nuclear Larmor frequency, A⃗ is the
hyperfine field felt by the nuclear spin (with a
perpendicular projection A⊥ relative to the z axis), and
ĤpðtÞ is the pulse control Hamiltonian. As the Hamiltonian
is periodic, Ĥðtþ τÞ ¼ ĤðtÞ, Floquet theory provides the
natural framework for analyzing the dynamics [39].
The calculated Floquet eigenphases ε (see details in

Ref. [24]) are plotted as a function of τ for the case of a
standard DD sequence [δθ ¼ 0, Fig. 1(c)] and for the case
where a constant flip-angle adjustment δθ ¼ π=10 is
introduced [Fig. 1(d)]. For the standard δθ ¼ 0 case, the
Floquet eigenstates correspond (far from crossings) to the
two nuclear spin states, j↑i and j↓i, and are degenerate with
respect to the electron spin state. For δθ ≠ 0, on the other

hand, this degeneracy is lifted to produce four distinct
Floquet eigenphases, corresponding to jX�ij↑↓i with
jX�i ¼ ðj0i � j1iÞ= ffiffiffi

2
p

, where j0i and j1i are the Ŝz
eigenstates of the electron spin. In both cases, avoided
crossings arise from the presence of a nonzero hyperfine
coupling, indicating the periods τ for which the driven
electron spin has, on average, a nonzero interaction with the
nuclear spin [39]. With δθ ¼ 0, there is a single (degen-
erate) avoided crossing at τ0 ¼ ðπ=ωLÞ. This resonance
condition is common to many DD sequences including
CPMG and XY8, and is routinely used for sensing nuclear
spins [21,23]. In a typical NMR sensing experiment, τ is
scanned while monitoring the coherence of the electron
spin, producing a spectrum as shown in Fig. 1(e).
With the flip-angle adjustment [Fig. 1(d)], the two

avoided crossings occur at two different periods approx-
imately given by (see Ref. [24] for derivation)

τ� ≈ τ0

�

1� δθ

π

�

: ð2Þ

This leads to two resonances in the coherence spectrum
[Fig. 1(f)]. Importantly, our analysis reveals that these
avoided crossings involve pairs of orthogonal electron-
nuclear states. For instance, the τ− crossing mixes the states
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FIG. 1. Concept: adjusted pulses (δθ ≠ 0), nuclear state selective resonances and hyperpolarization. (a) Depiction of a central electron
spin (e.g., the NV center in diamond) surrounded by a bath of nuclear spins (13C). The contour lines represent the transverse hyperfine
fieldA⊥, felt by the nuclear spins. (b) Schematic of the PolCPMG dynamical decoupling sequence, which comprisesN pulses separated
by a period τ. Each pulse rotates the electron spin around the x axis by an angle θ ¼ π þ δθ, except for the initial and final pulses that
rotate the spin by π=2 around the y axis. (c),(d) Calculated Floquet phases ε of the NV-13C coupled system periodically driven by the unit
sequence shown in (b), as a function of τ, with δθ ¼ 0 (c) and δθ ¼ π=10 (d). Parameters are ωL ¼ 1.9 MHz (corresponding to a
magnetic field Bz ¼ 1765 G) and A⊥=2π ¼ 180 kHz, typical of the experiments described later. Dashed lines correspond to the
uncoupled case (A⊥ ¼ 0). (e), (f) Coherence of the electron spin as a function of τ after a CPMG (f) and PolCPMG (g) sequence
comprising N ¼ 32 pulses, with the electron spin initialized in jXþi and the nuclear spin initialized in j↑i (orange), j↓i (blue) or in a
completely mixed state (purple). In (e) all the different cases are overlapped and shown in black. (g), (h) Time evolution of the nuclear
spin state during the CPMG sequence at τ ¼ τ0 (g) and during the PolCPMG sequence at τ ¼ τ− (h), with the system initialized as in (f).
Here we used A⊥=2π ¼ 380 kHz giving a full polarization transfer in a relatively small number of pulses (N ¼ 16), facilitating the
visualization of the pulse-to-pulse evolution.
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jXþij↑i and jX−ij↓i. This means that a system initialized
in jXþij↑i and periodically driven at τ ¼ τ− will undergo
oscillations between these two states. Initialization in jXþi
is naturally done in the CPMG sequence through the initial
π=2 pulse around the y axis when the electron spin is
prepared in j0i [Fig. 1(b)], which means that a DNP effect
is obtained simply by introducing an angle adjustment in
the π pulses and choosing τ accordingly. We note that the
splitting of the resonance was previously seen experimen-
tally in Ref. [40] but the novel spin-state selective nature of
the two coherence “dips” was overlooked.
We can compare the time evolution of the nuclear spin

under the standard CPMG sequence at τ ¼ τ0 [Fig. 1(g)]
and under the PolCPMG sequence at τ ¼ τ− [Fig. 1(h)].
While the j↑i and j↓i states evolve symmetrically under
CPMG, resulting in no change of net polarization for a
mixed state, with PolCPMG the j↓i state remains essen-
tially unchanged whereas the j↑i state monotonically
evolves to become j↓i. The total time required to achieve
full polarization transfer can be obtained [24],

tPolCPMG ¼ πðπ � δθÞ
A⊥ cosðδθ

2
Þ ≈

π2

A⊥
; ð3Þ

where the � sign corresponds to the τ� resonances. This is
similar to PulsePol [11] and just a factor π=2 longer than
with NOVEL, under ideal conditions. In Ref. [24], we
examine the relative robustness of these sequences, includ-
ing another non-DD pulsed protocol, TOP-DNP [41],
which employs small rotations (θ ≪ π) leading to a very
different mechanism for DNP.
For the experiments, a magnetic field Bz ¼ 1765 G,

along the NV axis, gives a 13C Larmor frequency ωL ≈
1.9 MHz. The signal from an ensemble of ∼105 NV centers
is measured to average over multiple 13C bath configura-
tions. δθ is controlled via the duration tp of a rectangular
pulse [Fig. 2(a)]. Namely, if t0p ¼ ðπ=ΩÞ ¼ 40 ns is the
pulse duration for a π rotation, where Ω is the electronic
Rabi frequency, we have

δθ ¼ π
tp − t0p
t0p

: ð4Þ

We first polarize the 13C bath by applying R repetitions
of PolCPMG with a fixed period τ ¼ τ�, and then probe
the state of the bath via a single application of PolCPMG
with a variable τ [Fig. 2(b)]. Coherence spectra obtained
for different values of tp, corresponding to an adjustment
δθ from −63° to þ63°, are shown in Fig. 2(c) for R ¼ 0
(top) and for R ¼ 500 at τ ¼ τþ (middle) or τ ¼ τ−
(bottom). With no polarization (R ¼ 0), the bath is in a
mixed state and so two resonances are visible at positions
well matched by Eq. (2) [dashed lines in Fig. 2(c), top].
With the polarization steps, only one of the two resonances

is resolved, indicating that the 13C bath has been efficiently
polarized in the j↑i and j↓i states for the τþ and τ− cases
[Fig. 2(c), middle and bottom], respectively. Figure 2(c) is a
clear demonstration of the nuclear spin state readout
enabled by PolCPMG. The different nuclear spin states
are addressed independently and present contrasting coher-
ence fingerprints.
The additional features seen in Fig. 2(c) originate mainly

from the intrinsic hyperfine splitting due to the nitrogen
nucleus of the NV (here 14N, a spin-1). Figure 2(d) shows
numerical simulations, including the 14N nuclear states [24],
which correspond to different detunings of the microwave
driving frequency, Δω [24]. With the 13C in a mixed state
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FIG. 2. Observation of 13C hyperpolarization and nuclear state
selective addressing. (a) The flip-angle adjustment δθ is con-
trolled by the pulse duration tp relative to the nominal duration t0p
corresponding to a π rotation. (b) Sequence used to probe the
nuclear polarization. (c) NV spin coherence (defined as the
probability of finding the NV in j0i after the final π=2 pulse)
measured with the sequence shown in (b) as a function of τ and
tp, with R ¼ 0 (top plot) and with R ¼ 500 at τ ¼ τþ (middle) or
τ ¼ τ− (bottom). Parameters are ωL ≈ 1.9 MHz, t0p ¼ 40 ns, and
N ¼ 32. (d) Calculated NV spin coherence after a single
application of PolCPMG, taking into account the 14N hyperfine
structure and inhomogeneous broadening [24]. The NV is
coupled to a single 13C spin (A⊥=2π ¼ 180 kHz) initialized in
a mixed state (top plot), in j↑i (middle) and in j↓i (bottom). In
(c),(d), the dashed lines correspond to the resonance positions
from Eq. (2).
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(top plot), three resonances are resolved near tp ¼ t0p,
unresolved as a single broad line in the experiment.
Interestingly, however, the effect of frequency detunings is
largely suppressed in certain regimes, especially for δθ > 0
(as seen by the larger contrast in Figs. 2(c), 2(d), offering
some added robustness, as discussed later.
To study the dynamics of the polarization transfer, we

vary the number of repetitions R for a given pulse duration,
tp ¼ 44 ns (i.e., δθ ≈þ18°), with the period set to τ ¼ τþ
polarizing the 13C bath in the j↑i state. Spectra obtained by
scanning τ immediately after the polarization reveal a
growth of the τ− resonance and a suppression of the τþ
resonance as R is increased [Fig. 3(a)]. The amplitude
of these resonances, c− and cþ, can be used to quantify
the 13C polarization, p ¼ ðc− − cþ=c− þ cþÞ. When all the
13C spins within the sensing volume of the NV probe are
polarized in j↑i (j↓i), then p ¼ þ1 (−1). Given
A⊥ ∝ 1=r3, the signal is dominated by the nearest spins.
For instance, full polarization of the 5 nearest 13C leads to

p ≈ 0.9. This local polarization measurement is well suited
to the study of the local spin dynamics near isolated NV
centers [7,8,42], and complements measurements of the
global nuclear polarization obtained by conventional NMR
spectroscopy [4,5,9,10,43].
The local polarization p is plotted as a function of the

total time T ¼ RNτþ in Fig. 3(b) for different numbers of
pulses (N) per cycle, showing a saturation of the polari-
zation after a few ms. We find that for T > 1 ms, p
increases up to N ¼ 32 before decreasing at larger N
[Fig. 3(c)]. For a single 13C, this optimum would corre-
spond to a coupling A⊥=2π ≈ 180 kHz as deduced from
Eq. (3), with a minimum expected at N ¼ 64 (see dashed
line); however, here this should be averaged over multiple
NV-13C coupling strengths. Using N ¼ 32, we vary δθ
in the range −90° → þ90°. For each value of tp, we apply
R ¼ 500 cycles of the PolCPMG sequence at the corre-
sponding τþ or τ− resonance and then probe the polariza-
tion. Figure 3(d) shows that δθ > 0 yields stronger
polarization than δθ < 0, with maximal jpj at ∼δθ ≈
þ30° for both τ�, an asymmetry also seen in the numerics
(dashed lines) and in Fig. 2(d). It originates from the
robustness to detuning Δω of the protocol as a function of
δθ, and the averaging over the 14N hyperfine structure and
inhomogeneous broadening.
Finally, we demonstrate real-space mapping of the

nuclear polarization. We use a wide-field imaging setup

FIG. 3. Polarization dynamics. (a) Coherence spectra taken
immediately after R repetitions of the PolCPMG sequence at
τ ¼ τþ ¼ 288 ns, for different values of R, with N ¼ 32.
(b) Polarization of the 13C spin bath as a function of R plotted
in terms of the total sequence time, T ¼ RNτþ, for different
values of N. The polarization is normalized so that a value of þ1

(−1) corresponds to all the 13C spins within the NV sensing
volume being in the j↑i (j↓i) state. (c) Polarization after T ¼
1 ms as a function of N. The dashed line is a numerical
simulation for a single 13C (A⊥=2π ¼ 180 kHz), including the
14N hyperfine structure and inhomogeneous broadening.
(d) Polarization after R ¼ 500 cycles as a function of tp, with
N ¼ 32. For each value of tp, τ was adjusted to the resulting τþ
(blue) or τ− (orange) resonance. Dashed lines are numerical
simulations.

FIG. 4. Imaging nuclear polarization. (a) Experimental setup to
image the nuclear polarization. The colored arrows depict the NV
spins (green), polarized 13C (blue), and unpolarized 13C (red).
(b) Polarization map of a 30 × 30 μm region under deliberately
introduced gradients of Δω along x and of ΔΩ along y for
tp ¼ 46 ns, τ ¼ τPol ¼ 226 ns, N ¼ 32, R ¼ 400. (c) PolCPMG
spectra from two selected regions with low polarization (left
panel) and high polarization (right panel). The dashed vertical
line indicates the value of τ ¼ τPol. In each case, the two curves
correspond to the spectrum without polarization (R ¼ 0, red
curve) and with polarization (R ¼ 400, blue curve). The light-
blue shading highlights the difference between the two curves.
Solid lines are two-Lorentzian fits.
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to illuminate a 1 − μm-thick layer of NV centers near the
diamond surface [Fig. 4(a)] and map the polarization of
the 13C bath following application of PolCPMG for
T ¼ 1 ms. Gradients of Δω and of ΔΩ were introduced
along the x and y spatial direction, respectively [see sche-
matic in Fig. 4(a)]. A polarization image of a 30 × 30 μm2

region is shown inFig. 4(b), revealing apolarization in excess
of 80% in the majority of the image despite a variation of
Δω ¼ −3.5 to 6 MHz and of ΔΩ ¼ �25%. As shown in
Fig. 4(c), the level of polarization can still be inferred even
in far-detuned conditions.
With further improvements, PolCPMG offers a promis-

ing route towards the long-standing goal of large-scale
NV-based hyperpolarization of external samples (realized
recently on single NVs [6–8]), although there remain
significant challenges. NV-based hyperpolarization could
enable ultrasensitive NMR spectroscopy for in-line chemi-
cal analysis or cell biology studies [44,45] or form the basis
of a quantum simulator [46] and the ability to directly
image the nuclear polarization over tens of μm via near-
surface NVs as demonstrated here may become a ubiqui-
tous tool. More generally, nuclear spin-state selective DD
sequences, exemplified by PolCPMG, offer new control
possibilities for quantum information processing and quan-
tum sensing.
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