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Abstract

The OTIL is a new information literacy (IL) test, designed to be flexible 
and adjustable for use across a variety of contexts where IL is important. 
This paper discusses the development and face validation of OTIL and a 
Higher Education (HE) add-on that can be used to make the test HE spe-
cific. OTIL was developed in line with the new CILIP (2018) definition. It is 
comprised of a core set of general IL questions which can be combined with 
context-specific add-on question sets. Categories of IL form a template that 
can be used for additional question creation. Additionally, we have devel-
oped add-on questions for HE which do not contain in-built specificities to 
domain, region or institution in order to permit for IL research across differ-
ent universities. The OTIL is designed for longitudinal research, with three 
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different test versions available. The categories, general questions, and HE 
questions have been face validity tested with a panel of experts. The expert 
panel found the OTIL to be relevant and to accurately represent what is 
meant by IL. Feedback from the panel was used to refine and improve the 
test questions. The OTIL aims to be adaptable to different information con-
texts, in recognition of the diverse ways in which IL can be expressed. We 
encourage researchers in IL to use the OTIL and create add-on question sets 
for their different information settings.

Keywords: information literacy; assessment; test development

1. Introduction

Information literacy (IL) has been defined in various ways, but is widely 
agreed to encompass one’s ability to effectively find information, evaluate 
that information, store and manage it efficiently, and then use it in an ethi-
cal and meaningful manner, and finally to creatively make new information 
and share it (Owusu-Ansah, 2005). An individual’s IL has been shown to 
impact their academic achievement (e.g. Bowles-Terry, 2012; Detlor, Julien, 
Willson, Serenko, & Lavallee, 2011), and therefore the importance of IL within 
academic contexts is well established. Beyond education, IL has also been 
argued to be of critical importance and to be a vital factor in society. Cope 
(2018) argues that IL is a means of questioning and reasoning within a social 
context, not merely a set of skills and precepts to be learned in a classroom. 
Indeed, the wider social importance of IL is emphasised in claims that it is a 
human right (Sturges & Gastinger, 2010; UNESCO, 2003). However, the test-
ing of IL remains constrained to academic contexts (Hollis, 2018). Given the 
overt role of IL within educational contexts where students are taught and 
assessed on their use of information, especially at university level, this is not 
surprising. However, if we are to treat IL as a wider factor of importance to 
society at large, it would be useful to develop a means of assessing IL levels 
in individuals outside of educational institutions as well as within them.

IL assessment is a broad and varied field, encompassing both qualitative and 
quantitative approaches. We have focused on a quantitative approach, seek-
ing to measure IL with a test that can generate IL scores and be used to make 
comparisons between groups, or with other factors. Various such measures 
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of IL already exist, but a previous evaluation of validated, freely available 
IL tests found them to be only designed for educational contexts, and to 
contain other limiting specificities which render them unusable outside of 
the domain, institution or region they were designed for (Hollis, 2018). To 
the best of our knowledge, at the time of this research, there is no test of IL 
designed for a general population. The only validated IL test that may have 
been appropriate for  testing a general population was the iSkills test that 
was designed to be an IL test, but was later adapted to test ICT skills in the 
workplace (Katz, 2007), and is no longer available. There is also no validated 
and freely available IL test for Higher Education (HE) that is broad enough in 
focus that it could be used in any HE institution across the English-speaking 
world, with students of any subject. For instance, several existing HE tests are 
subject specific, e.g.: for chemistry (Emmett & Emde, 2007); education (Beile 
O’Neil, 2005); or psychology (Rosman, Mayer, & Krampen, 2015). Although 
there are HE IL tests that are not subject-specific, they have other inbuilt spec-
ificities which limit their usage. For example, some tests contain questions 
that are specific to the library of the institution it was designed for, in terms 
of resources and/or policies, and therefore cannot be used in other locations 
(Emmett & Emde, 2007; Ondrusek, Dent, Bonadie-Joseph, & Williams, 2013). 
Even very widely applicable IL tests contain some specificities, such as ques-
tions on a referencing style that not all institutions may use (Boh Podgornik, 
Dolničar, Šorgo, & Bartol, 2016). This is not a criticism of these existing tests; 
they are suitable for the specific purposes for which they were developed, 
typically for testing outcomes of IL interventions. Measuring IL so as to make 
comparisons between groups or with other factors is a different purpose that 
requires a different test development approach. Currently, researchers seek-
ing to test IL with a validated instrument can do so with students, but not 
with other populations. Furthermore, without access to substantial funds to 
pay for tests, they will only be able to use these existing measures if they hap-
pen to be affiliated with an institution that has the same resources and poli-
cies as those for which the tests were designed. This is the gap that our new 
IL test aims to address. In addition, in line with Lloyd’s (2011) notion that IL 
in the workplace is highly contextual and not generic, context-specific add-
ons could be created for use in e.g. prisons, medical institutions, or different 
businesses.

A general test of IL as used in everyday life could be given to any participants 
in any context to compare the IL levels of different groups. This may yield 
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interesting findings, which would allow for stronger advocacy for promot-
ing IL. For example, UNESCO and IFLA have both declared that information 
literacy is vital in furthering democratic engagement in society (IFLA, 2012; 
UNESCO, 2003). If IL levels could be measured in the general public, those 
IL scores could be compared with indicators of democratic engagement, and 
support these declarations with data (or if not supported, a further inter-
esting debate could be raised). This is one example, but a wealth of other 
research questions could be explored using a test of general IL (e.g. Do people 
with higher IL scores earn higher wages?).

In HE, a vast range of research questions pertaining to IL are being 
addressed. However, as existing IL measures are designed to test particu-
lar cohorts (i.e. students within a subject area, or studying at one particular 
institution, or in one region), the comparisons that can be made are lim-
ited. A validated and freely available IL test that could be given to any stu-
dent, studying any subject, in any institution would open the field for more 
research, yielding more interesting comparisons. Various research questions 
could be addressed (e.g. Do higher university library budgets correlate with 
higher IL in the student body?).

This paper presents the development and face validity testing of a new IL 
Open Test of Information Literacy (OTIL). The test has a core general IL sub-
scale, which could be used as a standalone test for any participants in any 
context. We have also developed an HE subscale to be used alongside this. 
Used in conjunction, the OTIL with the HE add-on would allow research-
ers in HE to evaluate both their students’ general IL levels as well as their IL 
as it relates to their studies. Additionally, the OTIL has the flexibility to add 
on additional subscales for different contexts. These have not currently been 
developed, but we would encourage information professionals working in 
other contexts to create add-ons to the OTIL.

2. Development of the Test

In order to develop a new IL test that has a core subscale of general IL ques-
tions, to which additional subscales can be added for different contexts, an 
underpinning definition of IL that would be broad enough to encompass 
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any context was needed. The Chartered Institute of Library and Information 
Professionals (CILIP) definition is specifically conceived to span across con-
texts, not only HE, and to include a wider base of IL concerns and practi-
tioners. Furthermore, it fits closely with the way IL is described by other 
bodies (ACRL, 2016; ALA, 2000; IFLA, 2012; SCONUL, 2015; UNESCO, 2003). 
Therefore this definition was adopted for the development of the OTIL and 
the HE add-on.

In order to create a set of questions that would cover the full range of what 
is meant by IL, categories for IL questions were first created. To do so, the 
comprehensive CILIP definition of IL (CILIP, 2018) was first analysed and 
the language used was broken down, in order to identify themes, and used 
to create category headings. Table 1 demonstrates this process. First, the 
document was read closely and key language that specifically described 
what IL overall is was highlighted, and these highlights became extracts 
from the document that could be used for category creation. These extracts 
are in the first column of the table. The language extracted from the docu-
ment was then re-grouped by topic, to put together the extracts that talk 
about the same type of IL activity or skill, with repetition deleted, so that the 
main themes can be seen in column two. Finally these themes were turned 
into categories for the creation of questions. The titles for the categories are 
in the third column of the table. The final theme of “Print; digital content; 
media; multiple sources” was not used as a category of questions, but rather 
as a criterion for question creation across the other categories (i.e. questions 
should ask about both physical and digital formats and different media 
types throughout the test).

Through this process of extraction, analysis, and categorisation, six distinct 
categories were identified, as outlined in Table 1. These categories have been 
used to create both the general OTIL and the HE add-on. To produce a bal-
anced test that covers all facets of IL equally, an equal number of questions 
were developed for each category. It is not the aim of the test to comprehen-
sively cover all aspects of each category (e.g. to fully measure how a partici-
pant uses and creates information in all possible ways), but rather to generate a 
score that is indicative of participants’ IL overall as comprised of all categories. 
Therefore maintaining an equal number of questions per category provides 
a well-rounded overall score. As the aim for the test is to make it as widely 
useful as possible, the test was kept relatively short, making it less taxing on 
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Table 1: The creation of question categories from the CILIP definition of information literacy 
2018 document.

Original language 

“how to discover, access, interpret, analyse, manage, create, communicate, store and share 
information.” (p. 3)
“make the best use of information and to interpret it judiciously” (p. 3)
“critical thinking and awareness, and an understanding of both the ethical and political issues” 
(p. 3)
“print, but also digital content, data, images and the spoken word” (p. 3)
“Understand the ethical and legal issues associated with the use of information, including 
privacy, data protection, freedom of information, open access/open data and intellectual 
property” (p. 3)
“understanding the limitation of these online resources, how they may be subject to 
manipulation and the need to be discerning about their value” (p. 4)
“a need for awareness of internet security measures” (p. 4)
“Information Literacy helps individuals to behave ethically in their online activities” (p. 4)
“mindful of the information they use and share about themselves and  
others” (p. 4)
“to reach informed views; where appropriate, to challenge, credibly and in an informed way 
assumptions or orthodoxies (including one’s own), and even authority; to recognise bias and 
misinformation” (p. 4)
“an ability to display critical judgement about multiple information sources” (p. 4)
“information literacy helps to reach views about the reliability and authority of information 
sources” (p. 4)
“In Higher Education, information literacy contributes to academic competencies, research 
methodologies and an understanding of plagiarism” (p. 5)
“information literacy can be seen as the critical capacity to read between the lines” (p. 5)
“perceiving relationships between important ideas, asking novel questions, and pursuing 
innovative lines of thought” (p. 5)
“adopting a questioning approach, not only to solve problems, but also to frame problems and 
situations in new and ground-breaking ways” (p. 5)
“interpret work-related information, share it (within organisations and with external 
stakeholders, such as clients or customers) and transform it into knowledge” (p. 5)
“Information Literacy means working ethically, understanding the implications of data 
protection, intellectual property rights, such as copyright” (p. 5)

Key themes Categories for questions

Discover; access; research Ability to discover and access information
Interpret; analyse; critical thinking and 
awareness; understand limitations; be 
discerning; recognise bias; questioning 
approach

Critical thinking ability

Manage; store; security Ability to manage and store information effectively
Create; make the best use of; novel; 
innovative

Ability to use and create information
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Table 1: (continued) 

Key themes Categories for questions 

Share; communicate 

Understanding ethical and political 

issues; privacy; data protection; 

intellectual property; plagiarism 

Print; digital content; media; 

multiple sources 

Ability to share and communicate 

information 

Understanding of ethical issues surrounding 

information 

participants. Furthermore, we foresee the test being used in studies that make 

comparisons between IL and other factors (e.g. does IL correlate with job 

satisfaction?). Participants in such studies will be asked to complete not only the 

OTIL but also other sets of questions for the other factors being tested. Such 

studies, with various questionnaires, can become very lengthy, and short 

measures are thus desirable for this type of comparative research. With two 

questions per category, the general subscale has 12 questions in total. However, 

as there is no clear way in which ‘the ability to manage and store information 

effectively’ differs in HE compared to everyday life, this category was omitted in 

the HE add-on subscale, which therefore has 10 questions in total. In order to 

facilitate longitudinal testing, without asking participants identical questions at 

different times, three different versions of each subscale have been created. In 

total, there are therefore 36 general, and 30 HE questions.  

Though many questions were written anew, some questions from existing IL 

tests have been adapted and incorporated (Beile O’Neil, 2005; Boh Podgornik et 

al., 2016; Brown & Brown, 2018; Catalano, 2015; Ferguson, Neely, & Sullivan, 

2006; Geary, 2018; Mery, Newby, & Peng, 2011).  

New questions were written, and existing questions edited, to be in line with best 

practice guidelines for multiple choice design in educational testing (Haladyna, 

Downing, & Rodriguez, 2002). Specifically, it was ensured that the question 

stems have been written to give precise instructions for participants; where a 

negative construction is used, the word NOT appears in upper case for clarity; 

there are no ‘trick’ questions included; all incorrect answers are plausible; all 

answer choices are similar in length and structure. Three answer choices to each 

question are given (Rodriguez, 2005), and the option of “I do not know” has been 

included as an additional answer choice in each question in order to reduce 

guessing (Zhang, 2013).  

Raf
Getypte tekst
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Across the 36 general questions and the 30 HE questions, difficulty varies. 
The questions have been divided into the three complete test versions bal-
ancing difficulty levels and ensuring each version is equally challenging. 
Questions deemed to be more challenging have been included in both sub-
scales and in all three versions to avoid a ceiling effect.

General questions were designed with the aim of being comprehensible and 
reasonably answerable by any participant from most backgrounds or sectors 
of society. This is not to say that the test is appropriate for any possible partici-
pant; a good level of English language capability, reading ability, and broader 
verbal reasoning and cognitive capacity would be needed to meaningfully take 
the test. As a general guide, it is intended that most patrons of a public library 
would be able to complete it. Example scenarios were chosen to be such that 
even if a participant has no direct experience of the scenario, they ought to be 
able to imagine it. For example, question GU1 uses gardening as the theme 
for answers, but no actual knowledge of gardening is required, it is merely an 
illustrative topic. Topics were varied, so that no area of interest is privileged in 
the test.

HE IL questions were designed to be answerable by any student from 
 foundation/access degree through to postgraduate level, in any discipline 
area. An average postgraduate should find the questions easier, and sub-
sequently score higher, than an average undergraduate, but the test can be 
applied across levels. Questions may use examples from a certain subject 
area, but these are merely for illustrative purposes and no subject-specific 
knowledge is required to answer them. Similarly, some questions may use 
examples from specific systems that are not used across all programmes and 
institutions, such as HD1 which includes an example of Harvard style ref-
erencing, but the question can be answered without any knowledge of this 
specific system as the participant merely needs to read the example reference 
and find the key information within it.

HE questions were also reviewed against the Association of College and 
Research Libraries (ACRL) framework (ACRL, 2016). The frames were used 
as a checklist, and each HE question was marked off against these, ensuring 
that each frame is represented in each test version. Not every frame is equally 
represented in the test, nor has every one of the knowledge practices and 
dispositions been captured. However, overall the frames are covered by the 
questions and therefore the test is in line with the essence of the framework. 
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The ACRL framework was used as a checklist for the HE component of the 
test only. Due to the framework’s academic context specificity, it was not suit-
able for checking questions in the general OTIL or as the fundamental under-
pinning basis for overall test design.

Full details of the 3 tests have been deposited in LIBER Quarterly’s  
Dataset at Harvard Dataverse, where they can freely be consulted at 
https://doi.org/10.7910/DVN/ZWOGMR.

3. Face and Content Validity Testing

The full sets of general and HE questions were sent to library and informa-
tion professionals for face and content validity assessment (i.e. the extent to 
which the scale appears to measure what it is designed to measure and the 
extent to which the scale appears to represent the whole construct, respec-
tively; Coolican, 2014). As a key aim of the new test is wide applicability, 
respondents from a wide range of sectors were approached to be part of the 
expert panel. Their feedback was used to amend, exclude and replace items. 
Wider issues were raised by the panel which are also discussed.

3.1. Participants

Library and information professionals were recruited to form the expert panel 
for face validity testing. The individuals were selected based on their exper-
tise in working with or providing training in IL or as Library and Information 
Science (LIS) researchers. In total, nine respondents provided feedback on the 
test questions. Their current sectors of work were HE (n=4), school libraries 
(n=1), public libraries (n=3), and consultancy (n=1). They had previous experi-
ence of work in HE (n=2), school libraries (n=2), public libraries (n=3), Further 
Education (FE) (n=2), career resource centres (n=1), special libraries (n=1) and 
product libraries (n=1). From the nine participants, five were also engaged in 
LIS research. Respondents were located in the UK, USA, and Singapore.

In addition to the nine respondents, the CILIP Information Literacy Group 
(ILG) were contacted, and the full set of questions was sent out to all 

https://doi.org/10.7910/DVN/ZWOGMR
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members of the group. Members of the ILG responded anonymously via a 
spokesperson for the group. They provided overall general feedback about 
the test.

3.2. Materials and Procedures

The complete set of general and HE questions were emailed to respondents. 
A brief description of the test and the rationale for its creation was included. 
Two sets of questions were given to respondents, firstly asking about their 
current and previous experience of library and information sectors, and sec-
ondly asking about the test. To assess the face validity of the new test both 
the overall representation of IL, and the relevance of individual questions, 
were addressed (Hardesty & Bearden, 2004). Questions asked whether the 
categories used are appropriate, and whether any questions were irrelevant 
or not part of IL. Respondents were asked about how well the construct of 
IL was represented, i.e. whether the questions adequately and fully cover 
what is meant by IL. Furthermore, respondents were asked to critique the 
test items by identifying any questions that were unclear or of an inappropri-
ate level. Respondents were asked for their opinion on the inclusion of an “I 
do not know” answer option. Finally, respondents were asked if they would 
like to see any questions added, or if they had any further comments. The 
qualitative responses were received in writing and analysed using content 
analysis.

3.3. Results and Actions Taken

3.3.1. Face Validity and Construct Representation

No respondents felt that any aspect of IL was missing from the questions, 
and all were satisfied that the full concept was covered by the questions. One 
respondent suggested that “use and create” and “share and communicate” 
are too similar and should be combined into one category. However, as all 
other respondents felt the categories were clear and useful, it was decided to 
keep these distinct. The possible merging of these categories may be revisited 
in the future after factor analysis is conducted on the test.
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One respondent felt that the equal number of questions for each category was 
inappropriate, as not all facets of information literacy are equally important 
within it as a concept. Specifically, the respondent felt critical thinking should 
be given a greater weighting:

“…some sections could contain fewer questions, whereas the critical 
thinking section could be expanded”

This view prompted a review of the rationale for keeping the categories of 
questions equally weighted, as the balance of these factors is not necessar-
ily equally balanced within the construct of IL. Critical thinking does indeed 
feature most heavily in the definition used to develop our categories (CILIP, 
2018). However, critical thinking is necessary to answer most questions in the 
test, as logical reasoning must be deployed to work out the correct answer. 
It was therefore decided that additional questions focused solely on critical 
thinking were not needed as it should be well captured by the questions as 
a whole, and therefore its predominance within the concept of IL is reflected 
in the test. Beyond critical thinking, some categories could have been given 
different weightings. However, which categories are more or less important 
within the construct of IL is a subject of much debate within the field, and dif-
ferent researchers will subscribe to different views on which aspects should 
be foregrounded (Owusu-Ansah, 2005). To make the test equally useful to all 
IL researchers, we therefore decided to preserve the even number of ques-
tions per category.

3.3.2. Specific Question Critique

In evaluating individual items, both criticism and praise of each item was 
tracked. Where an item was questioned, and the decision was made to 
remove the item, we replaced the removed item with an adapted version of a 
different, preferred item from the same category.

Initially, the OTIL included questions on Intellectual Property (IP). Following 
feedback from several respondents that the IP questions were unclear, and 
potentially not applicable across different countries where IP laws and prac-
tices may differ, these were removed. They were instead replaced with ques-
tions about the ownership of information more broadly.
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In the wider feedback received from the ILG, one reviewer felt that questions 
on specific search strategies (using Boolean operators) are not part of IL. This 
could be seen as a very narrow technical type of knowledge that is not part 
of, or only peripherally part of, the concept of IL. However, we also received 
feedback from another respondent who felt the test ought to include more 
Boolean search questions. Ultimately, we concluded that, even if a participant 
does not know the operators, they should be able to deduce the right answer. 
This would then demonstrate critical thinking. Answering questions on search 
operators also demonstrates an understanding of the underlying mechanisms 
of search engines, which we consider a highly important part of modern-day 
IL. We decided that questions on search operators do tap into facets of IL and, 
therefore, have kept them in the test. However, these have been kept to a min-
imum so as not to dominate the ‘discover and access’ category.

3.3.3. Additional Questions

Two respondents commented that additional questions should be included 
about social media, especially in the general subscale. This was taken into 
consideration, and various question options to cover social media were 
explored. However, questions about a specific social media platform would 
exclude participants who do not use that particular platform, and these 
questions could also quickly become dated (e.g. a question on Myspace 
would once have seemed pertinent, but would now render the test out-
moded). Creating social media questions that are not specific to any given 
platform led to overly vague and unclear items, as the rules and privacy 
options of various platforms differ greatly. Ultimately, it was decided that 
existing questions on the creation, sharing and ethics of information suffi-
ciently cover the issues that apply in social media use, even though they do 
not use the overt vocabulary of social media. In this way, the test covers the 
skills and knowledge needed in navigating social media, without making 
direct reference to it.

Additionally, these two respondents suggested that questions on “fake news” 
be included, due to its importance and timeliness. As with social media, it 
was decided not to explicitly include this terminology as it may lose its popu-
larity and become an outdated phrase. However, the assessment of sources, 
and discernment between fact and opinion are included in the test, and these 
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are the core skills needed to identify “fake news”. Therefore, the test does 
address the necessary IL abilities pertaining to news evaluation.

3.3.4. Including an “I do not know” Answer Option

Out of nine respondents, five were in favour of the inclusion of “I do not 
know” as an answer option; two respondents expressed no preference; and 
two respondents were against the inclusion of an “I do not know” answer. 
One respondent who was against it stated:

“I suppose when one search[es] for info or perform[s] a task, they would 
ultimately have to make a choice, no matter how unsure one is.”

This is an interesting point, as participants guessing answers could result in 
inaccurate scores through chance, while having participants select “I do not 
know” could result in scores that are less true to life, as in a real information 
activity the participants would most likely have taken a guess. Removing 
the “I do not know” option may make the test closer to real-life informa-
tion activities, but in fact this test is not measuring behaviour, it is measur-
ing knowledge and understanding of IL. As such, although participants may 
make guesses in their information behaviour in real life, we aimed to mini-
mise guessing in the measurement of their knowledge and understanding. 
Ultimately it was decided to retain the “I do not know” option in the test, as 
it provides participants with the option to honestly report their uncertainty. It 
is therefore an interesting potential data point in its own right; The levels of 
“I do not know” answers could be analysed, and trends in gaps in knowledge 
could be identified.

3.4. Broader Issues Raised

3.4.1. Single Correct Answers

One respondent from the ILG questioned the prescriptive nature of the test, 
as there is always one correct answer, which they felt was not appropriate in 
IL testing:
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“It isn’t about ‘right answers’ and ‘right ways’ of doing things (…) but 
negotiated practices that are fluid, very open-ended, and take place in 
a socially constructed environment where absolutes and universals are 
very questionable (…) the ‘single right answer’ approach taken here 
is deeply at odds with a critical and situated view of IL. It seems to be 
based on a highly normative approach that does imply a universal ‘right 
answer’ or ‘right behaviour’ that is in the gift of librarians.”

As the purpose of this test is to generate an IL score that can be analysed 
(e.g. to compare groups), the questions necessarily need to have a correct 
answer. However, we acknowledge that IL does take place in a variety of 
environments and different practices will be more or less effective dependent 
upon the context and aims of the individual. Therefore, questions have been 
devised to give an indication of the context the participant should imagine, 
so that they can select an answer that is appropriate for that context, rather 
than one universal answer. Further, following this feedback, questions were 
carefully reviewed to remove highly prescriptive or absolute language, and 
rephrase it with language that is more contextualised (e.g. GM4 asks which 
method would make it easier to find the information later, not which method 
is best). Though this is ultimately a quantitative test that does score answers 
as right or wrong, it aims to give sufficient information in the question stems 
to enable participants to select the most appropriate answer for the described 
need.

3.4.2. Use of Multiple-Choice Question Format

Further feedback from an ILG member questioned the use of a multiple-
choice question (MCQ) format for assessing IL:

“…the MCQ format is highly problematic in any learning or assessment 
context. It notoriously does not test a thoughtful critical response, actual 
behaviours, or the potential to apply newly-learned practices in other 
situations (…) what is [sic] actually tests is simple memorisation of what 
the teacher has said…”

It is true that the MCQ format is not a measure of actual behaviour and there 
are many more applied methods of testing IL. However, the purpose of this IL 
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test is not to measure IL behaviour, but rather IL knowledge and understanding. 
To assess this, the MCQ format was considered the most suitable as it allows 
for quick, easy and impartial assessment resulting in a clear score. Easy dis-
tribution, scoring and analysis makes the test useful to a broader range of 
researchers who may not have the time or resources for more complex meth-
ods. Part of the future research could separately investigate whether partici-
pants with high IL scores do, in fact, behave in an information-literate way.

Furthermore, educational testing literature suggests MCQ testing is effective 
over time (Madaus & O’Dwyer, 1999), and scores on MCQs correlate strongly 
with descriptive tests (Brown, 2001). Many of the disadvantages attributed to 
MCQ tests (e.g. the claim it only tests memory, not analytical thinking) have 
been strongly disputed (e.g. Roberts, 2006; Woodford & Bancroft, 2004).

4. Discussion

Although numerous IL measures are available, they tend to be narrow and 
specific to the area for which they were developed. We aimed to develop a 
more broad and general IL measure which could be combined with context-
specific add-ons, such as HE-specific IL. To accomplish this, we developed a 
scale in line with the CILIP definition of IL. Two sets of questions were devel-
oped. The general scale included questions that are more general in nature 
and reflects IL knowledge of an average adult. The HE subscale included 
questions that are specific to HE and evaluate IL knowledge that is com-
monly learned through HE. The face validity of the scales was evaluated by 
nine experts in the area of IL and CLIP ILG members.

Based on the feedback of our expert panel, we are satisfied that the categories 
used to underpin the OTIL are valid in their face value representation of IL, 
and that the content matches IL as a construct. These categories can be used 
in the creation of any additional subscales for other contexts. Furthermore, 
having replaced and refined individual items following the panel’s feedback, 
the questions designed for each category for both the general and the HE 
subscale also satisfy the face validity of IL. These questions will now need to 
be tested and assessed for statistical reliability and validity; this will be the 
next stage of the development of the OTIL and our statistical findings will 
also be disseminated.
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Some comments raised an interesting ontological and epistemological debate. 
Having single correct answers, and using the multiple-choice format, can be 
seen to fit best with a positivist, instruction-focused approach to IL. Cope 
(2018) and Lloyd (2011) posit that IL is entirely contextual and socially con-
structed. This view may reject the notion of IL as a coherent, singular con-
struct. In designing this test, we envisage it as a research tool enriching the 
scope of IL investigation, not as a standardised examination. We recognise 
the way IL is constructed in different situations, but also assume there is an 
underlying construct of IL that is manifested across contexts. For example, 
if someone is very good at discerning authors’ opinions in the news, or at 
summarising information concisely for their job, or utilising multiple sources 
to find a good deal, the person is, in fact, displaying their underlying IL in 
each of these highly-contextualised activities. Furthermore, we would expect 
IL to manifest itself across different contexts, including while answering the 
questions of the OTIL, and thus a singular and coherent construct of IL is 
measurable.

However, this may not be the case. It may be that each information context 
demands a separate set of knowledge and abilities, which do not translate 
over into other settings. If so, we would find a low correlation between scores 
on the general and HE subscale, and we would expect the OTIL to show low 
internal validity. This is not our current prediction, but it would certainly 
be an interesting finding, and the creation of context-specific add-ons to the 
OTIL will allow for further research into this question. Because all existing 
validated IL tests are context specific (Hollis, 2018), it has not been possible to 
gather this kind of quantitative evidence and test this hypothesis previously. 
The opportunity to create more add-ons also acknowledges that the test can 
be as fluid as IL itself.

4.1. Limitations and Future Directions

In testing the face validity of the OTIL, we recruited information profes-
sionals from a range of fields. Our panel had a rich breadth of experience 
in information work and research, and responded that our question cat-
egories and questions were valid and representative of IL. However, only 
limited conclusions on the validity of the test can be drawn from their 
assessment, as not all library and information contexts were represented 
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within our expert panel. We hope future evaluation of the OTIL and the HE 
add-on will provide more support for the tests’ validity from information 
professionals in other fields and contexts (e.g. health, prison or law librar-
ians) and invite experts to feedback to us on the face validity of OTIL and 
the HE add-on.

Further validity testing (i.e. discriminant, convergent and predictive validity) 
must also be conducted for the OTIL to be considered a validated instrument 
that adequately tests the construct of IL (Coolican, 2014; Hardesty & Bearden, 
2004; Messick, 1979). This will be the next phase in our project, and we aim to 
collect and analyse data from varied participants, the results of which we will 
disseminate in future publication. We would encourage other researchers to 
independently validate our test.

The aim of the OTIL development was to create a flexible IL scale where more 
specific subscales could be added to make it more specialised to a particu-
lar context. According to the CILIP extensive definition, IL is observed across 
a variety of contexts: Everyday life; Citizenship; Education; Workplace; and 
Health (CILIP, 2018). The proposed OTIL targets ‘everyday life’, and the HE 
add-on partially targets the ‘education’ context. Further subscales could be 
developed for the other contexts, to be used alongside the general scale. We 
hope to inspire library and information professionals working in these vari-
ous sectors to follow our process and develop subscales for their specialised 
contexts.

In addition, we hope to inspire the development of further add-ons in order 
to adjust the difficulty level of OTIL. Currently, the OTIL may be very chal-
lenging, or easy, for some participant groups. This can facilitate testing for 
comparisons between groups. However, further add-ons could be combined 
with the general scale to make it more challenging, or simpler, for particular 
populations.

Finally, though the general and HE add-on aim to be as widely applica-
ble as possible, there are limitations. This is an English language test, and 
though non-native speakers with a good level of English should be able 
to complete it, it does exclude non-English speakers. The test uses British 
English, which may be off-putting to those accustomed to different spelling 
styles, though it should not prevent comprehension. The OTIL is designed 
for use with adults. It might be suitable for young adults, perhaps with a 
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secondary school add-on, but it would not be suitable for testing children. 
Though the level of OTIL is pitched at a general public library audience, 
this does potentially make it inappropriate for some settings (e.g. for par-
ticipants with a lower reading age, or participants who do not use digital 
media).

5. Conclusion

The OTIL is a new IL test that can be used outside of educational contexts, 
enriching the scope of future IL research. It has been tested for face validity, 
and further validity testing will be undertaken. The OTIL offers a simple set 
of categories that form a flexible template for future add-ons to be created, 
adapting it for any library and information context. We encourage anyone 
researching IL to use the OTIL and create add-ons to suit their needs.  The 
test can be consulted at LIBER Quarterly’s Dataset https://doi.org/10.7910/
DVN/ZWOGMR.
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