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Abstract—In this letter, we investigate the optimization of
uplink (UL) channel state information (CSI) training in the
full-duplex (FD) based multiuser (MU) multiple-input multiple-
output (MIMO) systems. Here, an FD-assisted BS performs
simultaneous UL CSI training and downlink data transmission
that produces self interference (SI). Following the UL training
stage, the BS uses the conventional half-duplex (HD) MU MIMO
transmission with zero-forcing precoding. To find an optimal UL
CSI training length that achieves a balance between the training
overhead and CSI quality, we formulate an optimization problem
that maximizes the sum spectral efficiency of the network. To ease
the analysis, we derive a lower bound on the user rate in the
FD phase, which is then used together with the HD user rate to
obtain the sub-optimal solution. We also provide a closed-form
expression to approximate the UL training length. Numerical
results show that the performance of the proposed UL training
outperforms the fixed length training and it closely matches the
performance with an exhaustive search.

Index Terms—MIMO communication, precoding

I. INTRODUCTION

RECENTLY, full duplex (FD) capabilities are explored to
acquire channel state information (CSI) from users at a

base station (BS) in a spectrally efficient manner [1]. Such
systems [1], [2] have shown to provide a significant spectral
efficiency gain in multiuser (MU) multiple-input multiple-
output (MIMO) systems. Two main factors limiting the per-
formance of these integrated systems are self interference (SI)
and CSI training overhead. Nevertheless, by employing SI
cancellation techniques, the residual SI can be brought down
to a noise level. SI cancellation techniques in MIMO systems
are based on analog [3], digital [4] or combination of the
both cancellation schemes [5]. More insightful discussion on
SI cancellation is provided in [6].

Uplink (UL) CSI training in time division duplex (TDD)
based MU MIMO systems is crucial for implementing MU
precoding, but it consumes significant amount of channel uses
within the coherence interval. Moreover, UL CSI training plays
an important role in determining the spectral efficiency of
the MU MIMO system. This factor determines two important
performance aspects: i) the quality of CSI at the BS and ii) the
amount of time slots for the actual data transmission. Hence, it
is important to judiciously design the UL CSI training length
such that a balance is achieved between the training overhead
and the CSI quality.

Previous studies have investigated CSI training optimiza-
tion for TDD based MIMO systems, assuming block fading
channels, for both single user (SU) [7], [8] and MU [9],
[10] MIMO systems. The UL training for SU MIMO was
first investigated in [7], where the lower bounded capacity of
the system was maximized to obtain an optimal UL training

duration. According to [7], the optimum number of required
training symbols becomes equal to the number of transmit
antennas at the BS. For MU MIMO broadcast systems, the
optimal UL CSI training with zero-forcing (ZF) precoding is
thoroughly investigated in [9]. Here, the optimal UL CSI train-
ing is achieved by maximizing the lower bounded achievable
rate of a user. It has been reported in [9] that the optimal
training depends on the total number of transmit antennas and
coherence interval.

The aforementioned seminal studies are based on conven-
tional half duplex (HD) MIMO systems. In this work, we
determine the optimum fraction of the transmission interval
that should be allocated to the UL CSI training in the case of
an FD assisted BS and in the presence of residual SI, which has
not been studied before in the literature. In [1], authors inves-
tigate optimal training for FD MU MIMO systems assuming
perfect CSI at users and no residual SI at the BS. Whereas,
in this study, we rely on statistical knowledge of the effective
channel for the coherent detection at the user. Moreover, we
consider that residual SI is also present in the system. Here,
similar to [2], simultaneous downlink (DL) data transmission
and UL CSI reception at the BS is achieved in the same
time-frequency resource block. We use the lower bounded
achievable rates derived for the ZF precoding scheme in [2]
for both FD and HD phases to obtain the CSI training length.
This work is an extension of [2], where the optimization of
UL CSI training was not investigated and only fixed length
training was assumed.

In this paper, we provide the analysis for optimizing the UL
CSI training such that the sum rate (in FD and HD phases)
of the system is maximized. To simplify the derivation of the
UL training length, we use the lower bounded FD rate and
use it together with the HD rate as an objective function to
obtain the sub-optimal solution for the UL CSI training length.
Due to the concavity of the objective function, we rely on
the (root finding) Brent’s method to find the sub-optimal CSI
training length from the complicated function obtained after
taking the derivative of the objective function. Furthermore,
we also provide a closed form expression to approximate the
UL training length.

II. SYSTEM MODEL

We consider an FD-assisted BS equipped with two sets of
antennas, i.e., Mt transmitting antennas and Mr receiving an-
tennas. The BS serves K single-antenna users simultaneously
using ZF precoding. Similar to [2], [9], it is assumed that
the UL training consumes downlink (DL) channel uses. We
consider a block Rayleigh fading channel model, where the
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Fig. 1: An illustration of a coherence block of T = Tt + Td
channel uses with FD and HD phases.

channel value remains constant over the coherence block of T
channel uses. Here, without loss of generality, we assume that
Mt = Mr = M . There are two main transmission phases:
i) FD phase and ii) HD phase. The FD phase consists of
simultaneous UL pilot reception and DL data transmission
to the specific subset of scheduled users, whereas, the HD
phase includes the DL data transmission to all the K users.
The UL CSI training and DL data transmission within a block
length T is shown in Fig. 1, where T is equal to the sum of
channel uses for UL training, Tt, and DL data transmission,
Td. The length of the UL pilot sequence is denoted by βul,
whereas, the length of the dedicated training sequence (for
the purpose of coherent detection) at the BS is represented
by βdt. We assume that the SI is mitigated using a suitable
SI cancellation technique, however, there is only a residual SI
present in the system. Due to the space limitation, we refer
the reader to [2] for a detailed and comprehensive description
of the system model. Here, we briefly discuss the details of
FD and HD phases.

FD phase: Each user transmits βul number of UL pilot
symbols to the BS. There are total K cycles and each
cycle consumes βul channel uses. The received signal at the
BS from the kth user during the UL training is given by1

Yk =
√
βulpkhks

T +Ψ+Zk, where pk is the transmit power
of the kth user, s denotes the UL pilot sequence, such that
s ∈ Cβul×1. The Rayleigh fading channel between the kth user
and the BS is given by hk, where hk ∈ CN (0, I) and Zk is the
noise matrix of size M ×βul whose entries follow CN (0, N0)
distribution. The residual SI matrix at the BS during UL
training is given by Ψ = [ψ1, · · · ,ψβul ] with ψn = HSIVcun,
where the residual SI channel of size M × M is denoted
by HSI whose entries follow the CN (0, ν2) distribution. The
variance of the residual SI channel is given by σ2

SI = ν2. The
precoding matrix in the cth cycle is given by Vc ∈ CM×j ,
where j denotes the number of users being served by the BS
in the cth cycle, such that j = c − 1. The vector un ∈ Cj
comprises of the independent data symbols and it follows the
CN (0, P I) distribution. After de-spreading Yk at the BS, we
get rk = Yks

∗, which can be expressed as

rk =
√
βulpkhk + ψ̃ + z̃k, (1)

where z̃k = Zks
∗ ∈ CN (0, N0I) and ψ̃ = Ψs∗. For the

first scheduled user, we have ψ̃ = 0, i.e., no residual SI. The

1We use (·)H , (·)∗, (·)T , (·)−1 and (·)⊥ to denote the conjugate transpose,
the conjugate, the transpose, the inverse and the pseudoinverse operations,
respectively. E[·] denotes expectation. The complex normal distribution with
mean µ and variance σ2 is denoted by CN (µ, σ2).

BS estimates hk by applying the minimum mean square error
(MMSE) criterion to the observation rk, resulting in [2]

ĥk = E
[
hkr

H
k

]
E
[
rkr

H
k

]−1
rk (2)

=

√
βulpk

βulpk +N0 + Pν2
rk. (3)

The channel estimation error vector, ek = hk − ĥk has a
covariance of E

[
eke

H
k

]
= σ2

ek
I, where

σ2
ek

= 1− βulpk
(βulpk +N0 + Pν2)

. (4)

The variance of the estimated channel for the kth user denoted
by σ2

ĥk
is σ2

ĥk
= 1 − σ2

ek
. For c > 1, the BS in each cycle

serves c− 1 users in the DL using the ZF precoding scheme,
such that the received signal at the kth user can be written as

yFD
k = hHk xc + hul

q,ksq + nk, (5)

where nk ∼ CN (0, N0) denotes the noise at the kth user. The
transmitted signal from the BS is given by xc = Vcuc, which
is subject to the average power constraint of E[|xc|2] ≤ P .
A user q (i.e., the next scheduled user) transmits its UL pilot
symbols to the BS, thus, creating inter-node interference at
the kth user. The interfering channel between the qth user and
the kth user is denoted by hul

q,k, where hul
q,k ∼ CN (0, 1) and

sq is a pilot symbol of the qth user, where |sq|2 = 1/βul.
The transmitted power of the qth user is denoted by pq .
The imperfect CSI at the BS in the cycle c is given by
Ĥc = [ĥ1, . . . , ĥj ]

T . The ZF precoding vector of the kth user
is denoted by vk, which is the kth normalized column of the
matrix Vc, where Vc = ĤH

c (ĤcĤ
H
c )−1.

HD phase: To equip the users with effective channel gain
for coherent detection [11], dedicated training is performed,
where the BS transmits βdt pilots using the ZF precoding
scheme. The kth user applies an orthogonal complement of
the pilot matrix to the received pilot matrix to obtain the
received pilot vector, given by ȳk =

√
βdtPak + zk, where

ak = [ak,1 ak,2 · · · ak,K ] with ak,i = hHk vi, i = 1, · · · ,K
and zk has independent entries with the CN (0, N0) distri-
bution. The user k estimates its useful channel coefficient
using the MMSE estimate on the kth entry of ȳk, yielding
âk,k =

√
βdtP (βdtP + N0)−1ȳk,k [11]. The variance of the

error between the actual ak,k and estimated âk,k is given
by σ2

λk
= N0/(N0 + βdtP ) and the variance of âk,k is

1 − σ2
λk

. After dedicated training, the BS transmits the data
symbols u = [u1, . . . , uK ] to all the K users using the ZF
precoding scheme till the end of the frame duration, T . The
received signal at this stage is similar to (5) without inter-node
interference with x = Vu and V ∈ CM×K .

Achievable rate: The achievable rate of the user in the
network is the sum of the rates in FD and HD phases. From
[1], [2], the rate of the kth user can be written as

R =
βul

KT

K∑
c=2

c−1∑
k=1

RFD
k,c︸ ︷︷ ︸

RFD

+

(
1− Tt

T

)
RHD
k︸ ︷︷ ︸

RHD

, (6)

where RFD
k,c is the FD rate of the kth user in the cth cycle and
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RHD
k is the rate of the kth user in the HD phase. Using the

results derived in [2], we can write the lower bounded rates
RFD and RHD as a function of βul, denoted by R̃FD and R̃HD,
respectively, given by2

R̃FD (βul)
∆
=

βul

KT

K∑
c=2

(c− 1) (7)

×log2

1+

P
N0
σ2
ĥk

(M − c+ 2)

(c− 1)
(

1 + P
N0
σ2
ek

+
pq

βulN0

)
+ P
N0

(
σ2
ĥk
4 − σ2

ek

)
 .

and

R̃HD (βul)
∆
=

(
1− (Kβul + βdt)

T

)
(8)

× log2

1 +

P
KN0

βdtP (βdtP (M−K+1)+N0)

(N0+βdtP )2

1 + P
KN0

σ2
λk

+ P
KN0

(K − 1)σ2
ek

 .

It is important to choose the UL pilot sequence length
optimally to achieve a balance between the CSI quality and
training overhead. This balance is vital to achieve higher sum
rates in the network. For instance, when βul is large, the FD
rate increases, whereas, the HD rate decreases, however, the
quality of CSI at the BS improves, and vice versa.

III. UL CSI TRAINING OPTIMIZATION

The sophisticated relationship between the UL CSI training
length and achievable rate motivates us to investigate the
optimal UL CSI training length that maximizes the sum rate of
the system. Similar to [9], we do not consider the optimization
of the DL training (dedicated training). The dedicated training
is a one-off training which unlike UL CSI training does not
scale with the number of users in the network, hence, not
significantly effecting the performance of the system. As K−1
users are served in the FD phase and all the K users are served
in the HD phase, we can formulate the optimization problem
to maximize the DL sum rate as

max
βul

(K − 1) R̃FD (βul) +KR̃HD (βul) (9)

s.t. 0 ≤ βul ≤ T.

To ease the analysis, we derive the lower bound for the FD
sum rate, R̃FD, that is independent of the cycle number, c. It is
evident from (7) that R̃FD (βul) is a monotonically increasing
non-negative function of c. Therefore, we can lower bound
the FD rate (7) by the rate in the first downlink cycle, which
corresponds to the cycle number 2, i.e., c = 2, with a single
user whose CSI at the BS is assumed to be affected by the
residual SI. The lower bounded FD sum rate is given by

(K − 1) R̃FD (βul) ≥ R̂FD (βul)

= aβul log

(
1 +

βulpk∆

βulη + δ + ε
βul

)
, (10)

2The lower bounded FD rate, R̃FD in (7) assumes that the channel estimate
of the user 1 is also affected by the residual SI.

where, a = (K − 1)/(KT log(2)), ∆ = PM/N0, η = pk +
Ppk/(4N0), γ = N0 + Pν2, ε = γpq/N0 and δ = γ +
(pqpk)/N0. The FD rate in (7) approaches the lower bounded
rate (10) as K → 1. For clarity, we can write the HD sum
rate in (9) as

R̂HD (βul)
∆
=

Λ−Kβul

T log(2)
K log

(
1 +

Γ

λ− γ(2−K)
βulpk+γ

)
, (11)

where Λ = T − βdt, λ = σ2
λk

+ (KN0)/P and Γ =
βdtP (βdtP (M −K + 1) +N0)(βdtP +N0)−2. Following the
lower bounded rate (10), we can rewrite the modified optimiza-
tion problem, with x denoting the sub-optimal UL training, as

max
x

R̂FD (x) + R̂HD (x) (12)

s.t. 0 ≤ x ≤ T.

Denoting the objective function in (12) by R̂(x), we note that
the first derivative of R̂(x), given by R̂

′
(x), is a monotonically

decreasing function with respect to x, where x ∈ [0, xf ] and
xf is a real non-negative integer. This means that the objective
function, R̂(x), is concave in x, and therefore, the UL pilot
sequence length x? can be obtained by solving

R̂′ (x) =
∂

∂x

[
R̂FD (x) + R̂HD (x)

]
= 0. (13)

We begin by taking the derivative of the FD rate (10), yielding

∂R̂FD (x)

∂x
= a log

(
1 +

pk∆x2

g (x)

)
− aηx2 − aε

g (x)
+ a, (14)

where g(x) = ηx2 + δx+ ε. Similarly, we take the derivative
of the HD rate (11) with respect to x, giving

∂R̂HD (x)

∂x
=−b log

(
1 +

Γv (x)

h (x)

)
+

(
Ω − Kx

T

)
pkNKh (x)−1

v (x) log(2)
,

(15)
where b = K2/(T log(2)), N = γ (K − 1), v (x) =
(xpk + γ), Ω = 1 − (βdt/T ) and h (x) = λ (xpk + γ) + N .
Now substituting (14) and (15) in (13), we get

a log

(
1 +

pk∆x2

g (x)

)
− aηx2 − aε

g (x)
+ a− b log

(
1 +

Γv (x)

h (x)

)
+

(
Ω− Kx

T

)
pkNKh (x)

−1

v (x) log(2)
= 0. (16)

Solving (16) for x yields the sub-optimal solution for the CSI
training length β?ul in (9). Note that x provides the sub-optimal
solution of the original problem (9) as we have used the lower
bounded FD rate (10) in our analysis. It is cumbersome to
explicitly express x in (16) due to the complexity of the
function. Therefore, in order to obtain β?ul, we rely on a
root finding algorithm known as Brent’s method. The Brent’s
method seeks a zero of a function within a given interval
using the combination of three methods: the bisection method,
the secant method and the inverse quadratic interpolation. It
is reliable and fast converging algorithm. In this work, the
solution of (16) lies in an interval (xi, xf ), where both points
are real non-negative integers. We can also approximate (16)
to obtain the closed-form solution for the CSI training length,
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as
β̃ul

∆
=

1

2λp2
k

[
−τ +

√
τ2 − 4λp2

kϕ

]
, (17)

where
τ = 2λγpk +Npk (18)

and

ϕ = Nγ + γ2λ− pkΩNT

K log
(

1 + Γ
λ+N(10P+γ)−1

) . (19)

Note that equation (17) is obtained by solving (16) for x.
For this approximation, we ignore the first and second terms
in (16) as third and fourth terms are more dominant. The
third logarithmic terms is approximated by ϕ. This results in
an expression that is of the quadratic form in x, which can
be solved to obtain (17). Next, we provide the sum spectral
efficiency performance of the FD-based MU MIMO system
with the proposed training.

IV. NUMERICAL RESULTS

We numerically evaluate the sum spectral efficiency (sum
rate) of the FD-based MU MIMO system discussed in Section
II. We compare the performance of the proposed sub-optimal
CSI training length (16) with exhaustive search in (9) and fixed
length CSI training. We set the value of N0 = 1 and βdt =
4. The value of residual SI is set to σ2

SI = -10 dB, unless
specified otherwise. We use the function fzero provided by
Matlab to solve (16) using the Brent’s algorithm with xi =
0 and xf = 50. The sum spectral efficiency results in this
section are produced by using equation (46) of [2].

In Fig. 2, we plot the sum spectral efficiency of the network
with CSI training lengths based on the exhaustive search and
proposed sub-optimal solution (16). The SNR is given by
P/N0. Here, we plot three cases: M = 16, 32 and 64 antennas
against different values of SNR, with K = 8 and P = pk = 0
dB. The performance of the sub-optimal solution (16) matches
closely with the exhaustive search method. However, it is seen
that the performance of the sub-optimal scheme (16) is slightly
lower than the exhaustive search scheme at low SNR, as the
sub-optimal scheme allocates smaller training length, which
in turn effects the CSI quality. From the results not presented
here, we note that the requirement of CSI training gradually
decreases with the increase in the number of antennas.

The sum spectral efficiency performance against various K
values is plotted in Fig. 3 with T = 600 and M = 144. We
plot four different cases with P = pk = 0 dB, 5 dB, 10 dB
and 15 dB. The spectral efficiency with the sub-optimal CSI
training (16) is compared with the fixed length CSI training
with βul = 12. We note that as K increases, the proposed sub-
optimal scheme outperforms the fixed length CSI training and
the performance gap becomes more dominant at high P values.
Moreover, it can be seen that when P = 0 dB, the performance
of the fixed training dominates. We also observed that at higher
K values, the CSI training length requirement decreases. This
trend is due to the fact that the HD transmission interval, Td,
decreases as K increases, therefore to compensate for large K
values, the proposed scheme reduces the CSI training length.
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This is not possible with the fixed CSI training length scheme
(16).

In Table I, we compute the normalized mean squared
error (MSE) of the estimated channel and the associated sum
spectral efficiency using the proposed sub-optimal scheme,
open loop training scheme by Du et al. [1] and fixed length
training [2]. The open loop UL training length [1] is given by

βo
ul =

√
2 (M − 1)T

(∆RINI +RZF)M2
, (20)

where RZF = E
[
log2(1 + P/M |hHk vk|2)

]
. For large T , the

value of ∆RINI becomes equal to log((1+P )/(1+P̄ )), where
P̄ = P/(1+P/M) [1]. The normalized MSE of the estimated
channel is given by

MSE
(
Ĥ
)

=
‖H− Ĥ‖2F
‖H‖2F

, (21)

where H = [h1, . . . ,hK ]
T . As the open-loop training scheme

by Du et al. [1] is only applicable for M = K configurations,
therefore, for a fair comparison, we set M = K = 16 and
T = 1200. It is seen that as the SNR increases, the MSE
and sum spectral efficiency performance of the proposed sub-



DRAFT 5

TABLE I: MSE of the estimated channel vs. SNR.

SNR (dB)

0 5 10 15 20 25
MSE R MSE R MSE R MSE R MSE R MSE R

Schemes (dB) (bps/Hz) (dB) (bps/Hz) (dB) (bps/Hz) (dB) (bps/Hz) (dB) (bps/Hz) (dB) (bps/Hz)

Du et al. [1] -35.8 3.2 -39.6 5.2 -42.3 9.5 -42.9 17 -42.4 26.5 -39.7 33.8

Sub-optimal (16) -34.5 3 -39.6 5.2 -44.3 10.2 -47.3 18.5 -50.5 30.1 -52.4 40.5

Fixed length -24.8 1.6 -34.1 4.3 -41.4 9.6 -45.8 18.2 -47.7 28.5 -48 39.4
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Fig. 4: Sum spectral efficiency vs. residual SI σ2
SI.

optimal scheme becomes superior than the training scheme in
Du et al. [1]. At low SNR values, the sum spectral efficiency
performance with the fixed length training having βul = 12 is
lower than the sub-optimal (16), as a large amount of training
is required at low SNRs. However, we observe that as the SNR
increases, the sum spectral efficiency performance of the fixed
length training scheme improves and it outperforms Du et al.
[1], as the latter fails to scale up the training requirement at
high SNRs. We observe that the MSE performance increases
with the increase in SNR values because this improves the
channel estimation (3) at the BS as we have set pk = P .
However, for the scheme in Du et al. [1], the MSE perfor-
mance improves till the SNR = 15 dB, then it gradually starts
to decrease. Once again, the main reason for this trend is due
to the fact that the optimal training duration in [1] decreases
as the SNR increases. This decrease of βo

ul is also evident
from (20), where, when P → ∞, the terms ∆RINI → ∞
and RZF → ∞, hence resulting in βo

ul → 0. The main reason
that the proposed sub-optimal scheme outperforms the other
two schemes is due to its capability of scaling up the training
requirement at both low and high SNR regimes. For example,
the UL CSI training length with the proposed sub-optimal
scheme are 33, 21, 16, 14, 16 and 18, for the SNR values
of 0 dB, 5 dB, 10 dB, 15 dB, 20 dB and 25 respectively.

In Fig. 4, we plot sum spectral efficiency results for various
residual SI power values, with P = 5 dB, T = 500 and
K = 8. Here, we compare the performance of the sub-
optimal scheme (16) and its approximate version (17). For

all the antenna configurations, we observe a gradual decrease
in the performance as the residual SI power increases. We also
observe that the CSI training length requirement increases at
higher σ2

SI values.

V. CONCLUSION

In this study, we have proposed sub-optimal solutions for
the UL CSI training length that maximizes the spectral effi-
ciency of MU MIMO systems with the FD-enabled BS. The
sum spectral efficiency results obtained numerically show the
effectiveness of the proposed UL training length compared to
the fixed length CSI training. Contrary to the optimal training
in HD systems [7], it is observed that the combined FD-HD
transmission model studied in this paper is favourable for large
antenna array configurations as it reduces the training overhead
and increases the sum spectral efficiency of the system. For the
future work, it will be useful to jointly optimize UL training
and transmission power along with UL beamforming when
users are equipped with multiple antennas.
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