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Abstract

The boundary element method (BEM) is a numerical method for the solution of partial
differential equations through the discretisation of associated boundary integral equations.
BEM formulations are commonly derived from properties of the Calderón projector, a
blocked operator containing four commonly used boundary integral operators. In this
thesis, we look in detail at the Calderón projector, derive and analyse a novel use of it to
impose a range of boundary conditions, and look at how it can be efficiently computed.
Throughout, we present computations made using the open-source software library Bempp,
many features of which have been developed as part of this PhD.

We derive a method for weakly imposing boundary conditions on BEM, inspired by
Nitsche’s method for finite element methods. Formulations for Laplace problems with
Dirichlet, Neumann, Robin, and mixed boudary conditions are derived and analysed.
For Robin and mixed boundary conditions, the resulting formulations are simpler than
standard BEM formulations, and convergence at a similar rate to standard methods is
observed.

As a more advanced application of this method, we derive a BEM formulation for
Laplace’s equation with Signorini contact conditions. Using the weak imposition frame-
work allows us to naturally impose this more complex boundary condition; the ability
to do this is a significant advantage of this work. These formulations are derived and
analysed, and numerical results are presented.

Using properties of the Calderón projector, methods of operator preconditioning for
BEM can be derived. These formulations involve the product of boundary operators. We
present the details of a discrete operator algebra that allows the easy calculation of these
products on the discrete level. This operator algebra allows for the easy implementation of
various formulations of Helmholtz and Maxwell problems, including regularised combined
field formulations that are immune to ill-conditioning near eigenvalues that are an issue
for other formulations.

We conclude this thesis by looking at weakly imposing Dirichlet and mixed Dirichlet–
Neumann boundary condition on the Helmholtz equation. The theory for Laplace prob-
lems is extended to apply to Helmholtz problems, and an application to wave scattering
from multiple scatterers is presented.
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Impact statement

The work completed for this PhD has included development of the open-source Python
boundary element method (BEM) library Bempp. Some components of this PhD—such
at the implementation of an operator algebra, or the numerical investigation of precondi-
tioning strategies—has been directly software related; other components have been more
theoretical, but have been accompanied by numerical results computed using this library.
As this library is open-source, it allows the research presented here to have a wide impact
in both academia and industry.

The main Bempp paper [70] has received 139 citations [38] since its publication in
2015, suggesting a large userbase of the software within the academic community. All the
developments presented in this thesis are accompanied by developments to the library,
and example scripts on bempp.com. Through these, other researchers working on BEM
have easy access to the results of the research presented here, allowing this work to have
a quick and far-reaching impact.

Alongside the impact within academia, the inclusion of the results of this research in
Bempp also has an impact outside academia. In the past few years, there have been a
number of commercial collaborations involving Bempp, with companies interested in using
the software for specific problems that they are interested in solving.
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Introduction

For many problems arising from scientific and industrial applications, there is no known
method for finding the analytic solution. In such situations, fast numerical methods
capable of finding a solution to an acceptable level of accuracy are very important. The
finite element method (FEM) and boundary element method (BEM) are two numerical
methods that are widely used to solve PDE problems. We focus on their use for 3D
problems.

Both FEM and BEM work by discretising the problem and solving a finite dimensional
problem that is an approximation of the continuous problem. For FEM, the entire domain
on which the PDE is posed is discretised, most commonly by splitting the domain into
tetrahedra and solving an associated variational problem.

For BEM, only the boundary of the domain is discretised, most commonly by approxi-
mating the surface with flat triangles. The PDE is then written as a variational boundary
integral equation, and an approximate solution is sought in the space spanned by basis
functions defined on the triangles.

In order to form the boundary integral equation that is used in BEM, some knowledge
of the Green’s function of the underlying problem is required. This limits the variety of
problems that BEM is capable of solving. FEM does not have this problem, and is capable
of solving a wider variety of PDE problems.

As BEM only requires the discretisation of the boundary, it is capable of solving prob-
lems on unbounded exterior domains. This is a major advantage of BEM over FEM: such
problems can be approached using FEM—for example by imposing an artificial boundary
far from the object with suitable boundary conditions—but FEM is not well suited to such
problems.

Additionally, generating a triangulation of a surface is in general easier than generating
a tetrahedration of a domain, especially for more complicated domains. On top of this, a
triangulation of the boundary of a domain will contain fewer elements, leading to smaller
discrete systems that must be solved when using BEM.

When using FEM, the matrices arising from the discrete system are sparse. BEM,
however, leads to dense matrices, which are more expensive to store and compute with.
It is essential therefore that matrix compression techniques such as hierarchical matrices
[40, 12] or fast multiple methods [36] to overcome this disadvantage of BEM.

When solving a problem, there are a number of different BEM formulations that could
be used. The Calderón projector is a blocked operator that, when applied to a solution
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of the problem, returns the same solution. It is common to derive the different BEM
formulations from this property, and formulations often arise from taking one row of the
Calderón projector. In this thesis, we instead look at applications of the full Calderón
projector.

We will focus on solving the following three PDEs.

Laplace’s equation −∆u = 0,

The Helmholtz equation −∆u− k2u = 0,

Maxwell’s equations curl curl e = k2e.

Laplace’s equation is the steady-state heat equation: if the distribution of heat in a
region is not changing over time, and the region contains no heat sources, then it must be
a solution of Laplace’s equation.

Laplace’s equation is used in electrostatics to find an electric field in a source-free
region [35]. As an electric field e is curl-free, it can be represented as the gradient of a
potential function u,

e = ∇u.

Using Gauss’s law for electric fields,

∇ · e = − ρ
ϵ0
,

and that fact that ρ = 0 in a source-free region, we conclude that u must be a solution of
Laplace’s equation.

The Helmholtz equation is a time-harmonic version of the wave equation, and can be
derived from the wave equation be assuming that the solution is separable. The Helmholtz
equation models acoustic waves travelling through a medium. The unknown u represents
the amplitude of the wave. The equation features the wavenumber k; for homogeneous
media, k is constant and BEM can effectively solve the problem.

BEM is commonly used to solve Helmholtz scattering problems, as these involve an
incident wave scattering off a small object contained in a large, or infinite, medium. For
such problems, BEM’s ability to repose a problem in an infinite domain as a problem on
the boundary of the scatterer is a great advantage.

Maxwell’s equations describe the behaviour of electromagnetic waves for more general
problems than those for which they can be modelled by Laplace’s equation. Again the
wavenumber k appears in the equation: for Maxwell problems, the wavenumber is defined
to be k := ω

√
ϵ0µ0, where ω is frequency, ϵ0 is the electric permeability, and µ0 is the

magnetic permittivity.
BEM is commonly used to solve electromagnetic scattering problems, as the method

has the same advantages as in the Helmholtz case. For Maxwell problems, however, there
are additional significant theoretical and computational challenges. One of the greatest
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challenges is the ill-conditioning of linear systems arising from the formulations, making
effective preconditioning essential.

Alongside the theoretical developments presented here, work has been carried out
developing Bempp, an open-source BEM Python library [70, 68]. The aim of this library
is to allow the user to implement BEM for a wide range of problems by writing code that
closely resembles the mathematical formulation without having to see all the technical
details of the implementation. Throughout this thesis, we present the results of numerical
simulations carried out using this library, and in chapter 2 we discuss the development of
a discrete operator algrebra within the library and its implementational advantages.

Before we look at BEM in detail, we begin by presenting some preliminary material in
chapter 1. In section 1.1, we define the function spaces which will be used throughout. In
section 1.2 we discuss Laplace’s equation, the Helmholtz equation, and Maxwell’s equation
in more detail and look at the function spaces in which their solutions live. The boundary
integral equations that we will discretise will be written using boundary integral operators;
these operators will be defined and some of their properties will be given in section 1.3. In
section 1.4, we look in more detail at the Calderón projector and many of its important
properties.

The formulations derived in chapters 3 to 5 involve combinations of the Calderón and
multitrace operators, and other blocked operators. In chapter 2, we discuss the imple-
mentation of a discrete operator algebra within Bempp, that allows the easy computation
of such operator combinations. This chapter first focusses on Laplace’s equation and the
Helmholtz equation (section 2.3), then looks at this operator algebra for Maxwell’s equa-
tions (section 2.4). For each PDE, it is important that the discrete spaces involved in the
operator products form stable dual pairings. For Laplace’s equation and the Helmholtz
equation, we use the dual spaces defined in section 2.3.1 for this. For Maxwell’s equa-
tions, we define the finite dimensional spaces that we will use in section 2.4.4, including
Buffa–Christiansen dual basis functions that are an integral part of the implementation
of Calderón preconditioning, a form of operator preconditioning for Maxwell’s equations.

Nitsche’s method [60] is a popular method for weakly imposing boundary condition
when using FEM. In chapter 3, we look at a method for weakly imposing boundary condi-
tions on BEM inspired by Nitsche’s method. This method involves writing the boundary
conditions as a penalty function, then adding a suitably weighted form of this penalty to
the Calderón projector. In section 3.1, we derive formulations for Laplace problems with
weakly imposed Dirichlet, Neumann, mixed Dirichlet–Neumann, and Robin conditions.
In section 3.2, we present analysis of this method and prove a priori error bounds. In
section 3.3, we present some numerical results for this method.

As this method of weak imposition uses the full Calderón projector, as opposed to
using one row of it as in a standard method, it leads to discrete systems that are approxi-
mately twice as large as those arising from standard methods. For simpler problems—such
pure Dirichlet or pure Neumann problems—this means that the method will be more com-
putationally expensive and not competitive. For more complex problems, however, this
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method has advantages over standard methods—such as the increased simplicity of the
formulations—while presenting a computational cost comparable to standard methods.

In chapter 4, we look at how this method of weak imposition can be used to impose
Signorini contact conditions. In section 4.1, we derive a formulation for Laplace’s equation
with Signorini conditions. We analyse this formulation in section 4.2 and present some
numerical results in section 4.3.

In chapter 5, we look at the weak imposition of boundary conditions for Helmholtz
problems. In section 5.1, we derive formulations for Dirichlet and mixed Dirichlet–
Neumann problems. In section 5.2, we analyse these formulations and in section 5.3
we present some numerical results, including in section 5.3.2 an application to problems
involving multiple scatterers.

We finish with some concluding remarks, including a discussion of areas of possible
future work.
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Chapter 1

Preliminaries

In this chapter, we look at the function spaces in which the problems are well-defined
(section 1.1), and define the integral operators that will appear in our BEM formulations
(section 1.3). Throughout this thesis, we use the following notation for the domains of our
problems. This notation is summarised in figure 1.1.

ν

Γ Ω–

Ω+

Figure 1.1: Ω–, Ω+, Γ and ν.

Let Ω– ⊂ R3 be a bounded Lebesgue-measurable
domain with boundary Γ. We assume that Γ consists
of a finite number of smooth faces that meet at non-
degenerate edges and corners: more precisely, we assume
that there is a polyhedron Γ̃ and a bijective function

σ : Γ̃→ Γ, (1.1)

such that σ and σ−1 are Lipschitz continuous [39]. This
is a reasonable assumption from the point of view of BEM, as we will consider discrete
problems on meshed surfaces. Let Ω+ := R3 \ Ω–. Let ν be the normal to the surface Γ

pointing outwards from Ω–. When ambiguous, we will use νx to signify the normal to the
surface at the point x ∈ Γ.

— 1.1 —

Function spaces
We begin by defining the function spaces in which the problems are well-posed. For
Laplace and Helmholtz problems, we will use spaces of scalar functions f : R3 → C. These
are defined in section 1.1.1 For Maxwell problems, we will use spaces of vector functions
f : R3 → C3. These are defined in section 1.1.2

It is important that we correctly describe the traces spaces on Γ for the solutions of
the PDEs we are looking to solve. The description of these spaces is particularly difficult
for Maxwell’s equations [78, 18, 17, 19, 15]. In this section, we summarise without proof
some of the results of these papers, as they form the foundations of much that is presented
later.

Throughout, we adopt the convention of using bold lowercase symbols for vector func-
tions (f , ϕ, etc) and bold uppercase symbols for spaces of vector functions (H, L, etc);
and non-bold lowercase symbols for scalar functions (f , ϕ, etc) and non-bold uppercase
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symbols for spaces of scalar functions (H, L, etc).

— 1.1.1 —

Scalar function spaces
We now proceed to define the scalar function spaces that will be used for Laplace and
Helmholtz problems. The main references for this section are [55, chapter 3], [73, chapter
2] and [33].

We define the space of square integrable functions on the interior domain Ω– by

L2(Ω–) :=

{
f : Ω– → C

∣∣∣∣ f is Lebesgue measurable and
∫
Ω–
|f |2 <∞

}
. (1.2)

This is a Hilbert space with inner product

⟨f, g⟩Ω– :=

∫
Ω–
fg. (1.3)

Let u ∈ L1
loc(Ω

–) :=
{
f : Ω– → C

∣∣ f is Lebesgue measurable and
∫
K |f | <∞ for all compact K ⊂ Ω–}.

If there exists v ∈ L1
loc(Ω

–) such that∫
Ω–
v(x)ϕ(x) dx = −

∫
Ω–
u(x)

∂ϕ

∂xi
(x) dx, (1.4)

for all ϕ ∈ C∞
0 (Ω–), then v is the weak derivative of u with respect to xi. For s ∈ N, we

define the Sobolev space Hs(Ω–) to be the space of functions whose weak derivatives of
order up to s exist and are square integrable, ie

Hs(Ω–) :=
{
f ∈ L2(Ω–)

∣∣ ∀α s.t. |α| ⩽ s, Dαf ∈ L2(Ω–)
}
, (1.5)

where α = (α1, α2, α3) is a multi-index, ie

|α| := α1 + α2 + α3, Dα :=
∂|α|

∂xα1∂yα2∂zα3
, (1.6)

where ∂
∂x , ∂

∂y , and ∂
∂z denote weak derivatives. Taking s = 0, we see thatH0(Ω–) = L2(Ω–).

For any differential operator, op, we define the space

Hs(op,Ω–) :=
{
f ∈ Hs(Ω–)

∣∣ op f ∈ L2(Ω–)
}
, (1.7)

where opu is understood weakly. In particular, we will use the space H1(∆,Ω–).
In the unbounded exterior domain Ω+, we define the space of locally square integrable

functions by

L2
loc(Ω

+) :=

{
f : Ω+ → C

∣∣∣∣ ∫
K
|f |2 <∞ for all compact K ⊂ Ω+

}
, (1.8)
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and note that for the bounded domain Ω–, L2(Ω–) = L2
loc(Ω

–). We then define the spaces
Hs

loc(Ω
+) and Hs

loc(op,Ω
+), for s ∈ N, as above with L2

loc(Ω
+) in the place of L2(Ω–).

The boundary integral formulations of our PDEs will use the Dirichlet (D) and Neu-
mann (N) traces of functions on the boundary. For sufficiently smooth functions p and q,
we define these by

γ±Dp(x) := lim
Ω±∋x′→x∈Γ

p(x′), γ±Nq(x) := lim
Ω±∋x′→x∈Γ

∇q(x′) · νx, (1.9)

where the superscripts – and + denote the interior and exterior traces, respectively, and
Γ is the set of all points on Γ that are interior to a face of Γ. These definitions can be
extended to all functions p ∈ H1

loc(Ω
±) and q ∈ H1

loc(∆,Ω
±) to give continuous traces, as

given in the following lemma.

Lemma 1.1. The traces

γ±D : H1
loc(Ω

±)→ H1/2(Γ) (1.10)

are continuous and surjective. The traces

γ±N : H1
loc(∆,Ω

±)→ H−1/2(Γ) (1.11)

are continuous.

Proof. [73, thorems 2.21 and 2.22], [31], [55, chapter 3].

In what follows, we need the average {·}Γ, and jump, J·KΓ of these traces, defined as

{γ∗}Γ f := 1
2(γ

+
∗ f + γ–

∗f), Jγ∗KΓ f := γ+
∗ f − γ–

∗f. (1.12)

We define L2(Γ) to be the space of square integrable functions on the boundary, ie

L2(Γ) :=

{
f : Γ→ C

∣∣∣∣ ∫
Γ
|f |2 <∞

}
, (1.13)

with the inner product defined, for v, w ∈ L2(Γ), by

⟨v, w⟩Γ :=

∫
Γ
vw. (1.14)

We define the Sobolev space H1/2(Γ) by

H1/2(Γ) := γ–
D
(
H1(Ω–)

)
= {γ–

Dp : p ∈ H1(Ω–)}, (1.15)
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with associated norm

∥v∥H1/2(Γ) :=

(
∥v∥2L2(Γ) +

∫
Γ

∫
Γ

|v(x)− v(y)|2

|x− y|3
dx dy

) 1
2

. (1.16)

We define the space H−1/2(Γ) to be the dual space of H1/2(Γ).

— 1.1.2 —

Vector function spaces

We now proceed to define the vector spaces that we will use when solving Maxwell’s
equations. The main references for this section are [20] and [56].

Similar to the scalar case, we define

L2(Ω–) :=

{
f : Ω– → C3

∣∣∣∣ ∫
Ω–
|f |2 <∞

}
, (1.17)

Hs(Ω–) :=
{
f ∈ L2(Ω–)

∣∣∀α s.t. |α| ⩽ s, Dαf ∈ L2(Ω–)
}
, for s ∈ N. (1.18)

The space L2(Ω–) is a Hilbert space with inner product

⟨f , g⟩L2(Ω–) :=

∫
Ω–
f · g. (1.19)

Let op be a vector differential operator and op be a scalar differential operator. We
define

H(op,Ω–) := {u ∈ L2(Ω–) : opu ∈ L2(Ω–)}, (1.20)

H(op,Ω–) := {u ∈ L2(Ω–) : opu ∈ L2(Ω–)}, (1.21)

noting here that when s = 0 it is conventional to write H instead of H0. In particular,
we will later use the spaces H(curl,Ω–), H(curl2,Ω–), and H(div,Ω–).

As in the scalar case, on the unbounded domain Ω+, we define the space of locally
square integrable functions by

L2
loc(Ω

+) :=

{
f : Ω+ → C3

∣∣∣∣ ∫
K
|f |2 <∞ for all compact K ⊂ Ω+

}
, (1.22)

and note that for the bounded domain Ω–, L2
loc(Ω

–) = L2(Ω–). We then define the
corresponding spaces Hs

loc(Ω
+), Hloc(op,Ω+), and Hloc(op,Ω+) as above with L2(Ω–)

replaced by L2
loc(Ω

+).

To define the necessary function spaces on the surface Γ, we first define the tangential
(t), Neumann (N), and normal (ν) traces on Γ. These are defined, for p ∈Hloc(curl,Ω±),
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q ∈Hloc(curl2,Ω±), and r ∈Hloc(div,Ω±), by

γ±
t p(x) := lim

Ω±∋x′→x∈Γ
p(x′)× νx, (1.23)

γ±
N,kq(x) :=

1

ik
γ±

t curl q(x), (1.24)

γ±
ν r(x) := lim

Ω±∋x′→x∈Γ
r(x′) · νx, (1.25)

where the superscripts – and + denote the interior and exterior traces, respectively. Note
that in our definition γ±

N,k contains an additional factor of i, which does not appear in
[20]. The interpretation is that if we normalise the magnetic permittivity and electric
permeability to 1, this definition of γ±

N,k is the tangential trace of the magnetic field data.

In what follows we need the average {·}Γ, and jump, J·KΓ of these traces, defined as

{γ∗}Γ f := 1
2

(
γ+
∗ f + γ–

∗f
)
, Jγ∗KΓ f := γ+

∗ f − γ–
∗f . (1.26)

We define L2
t (Γ) to be the space of square integrable tangential vector functions on

the boundary, ie
L2

t (Γ) := {u ∈ L2(Γ) : u · ν = 0}. (1.27)

We define the tangential trace space, H1/2
× (Γ), as in [20, definition 1] by

H
1/2
× (Γ) := γ–

t (H
1(Ω–)) =

{
γ–

tu : u ∈H1(Ω–)
}
. (1.28)

The dual of this space with respect to the antisymmetric product,

⟨a, b⟩τ :=

∫
Γ
a · (ν × b), for a, b ∈ L2

t (Γ). (1.29)

is denoted by H−1/2
× (Γ).

If Γ is smooth, we define the scalar surface divergence, divΓ, of u ∈ γ–
t (H(curl,Ω–))

to be the 2D divergence of u at each point on Γ. For u ∈Hloc(curl,Ω±), we may deduce
from the definitions of divΓ, curl, γν and γt that

divΓ(γ
±
t u) = γ

±
ν (curlu). (1.30)

Due to the assumption that Γ consists of a finite number of smooth faces, we may let
Γ =

⋃θ
j=1 Γ

j , where Γ1, ..., Γθ are smooth. For a function u ∈ γ–
t (C

∞(Ω–)), the scalar
surface divergence of u is defined by

divΓu :=

divjuj on Γj

(uj · νij + ui · νji)δij on Γj ∩ Γi
, (1.31)
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Γj Γi

νji

Γi ∩ Γj

Figure 1.2: Defining the surface divergence.

where uj is the restriction of u to the face Γj , νij

is the outward pointing tangential normal to Γi

restricted to the edge Γi ∩ Γj , divj is the two di-
mensional divergence computed on the face Γi, and
δij is the Dirac delta distribution with support on
the edge Γi ∩ Γj . By density, this definition can
be extended to u ∈ H−1/2

× (Γ). We now define the
space of surface-div-conforming functions by

H
−1/2
× (divΓ,Γ) := {µ ∈H−1/2

× (Γ) : divΓµ ∈ H−1/2(Γ)}. (1.32)

The scalar surface curl may be defined [19], for u ∈H−1/2
× (Γ), by

curlΓ(u) := divΓ(u× ν), (1.33)

and the space of surface-curl-conforming functions by

H
−1/2
× (curlΓ,Γ) := {ν × µ : µ ∈H−1/2

× (divΓ,Γ)}. (1.34)

The following lemma gives important properties of the trace operators.

Lemma 1.2. The traces

γ±
t :Hloc(curl,Ω±)→H

−1/2
× (divΓ,Γ) (1.35)

and γ±
N,k :Hloc(curl2,Ω±)→H

−1/2
× (divΓ,Γ) (1.36)

are continuous and surjective.

Proof. See [19, theorem 4.1] and [20, Lemma 3].

The antisymmetric dual form ⟨·, ·⟩τ defined in (1.29) is intimately connected with the
space H−1/2

× (divΓ,Γ). In [19, Lemma 5.6] it is shown that the space H−1/2
× (divΓ,Γ) is

self-dual with respect to ⟨·, ·⟩τ . Another interpretation of ⟨·, ·⟩τ is as the standard L2 dual
between the spaces H−1/2

× (divΓ,Γ) and H−1/2
× (curlΓ,Γ) since ψ ∈H−1/2

× (curlΓ,Γ) if and
only if ψ = ν × ξ for some ξ ∈H−1/2

× (divΓ,Γ).

— 1.2 —

Partial differential equations
We will consider three PDEs: Laplace’s equation, the Helmholtz equation and Maxwell’s
equations. In this section, we look at each of these equations and the spaces in which we
will look for their solutions.
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—
Laplace’s equation

To solve Laplace’s equation, we look for u ∈ H1
loc(∆,Ω

±) such that

−∆u = 0 in Ω±. (1.37a)

For exterior problems, we require an additional condition at infinity to ensure that the
problem has a unique solution,

u(x)→ 0 as |x| → ∞. (1.37b)

Both the interior and exterior Laplace problems will be provided with boundary conditions
of the following form.

u = gD on ΓD, (1.37c)
∂u

∂ν
= gN on ΓN, (1.37d)

∂u

∂ν
=

1

ε
(gD − u) + gN on ΓR, (1.37e)

u ⩽ gC and ∂u

∂ν
⩽ ψC on ΓC, (1.37f)(

∂u

∂ν
− ψC

)(
u− gC

)
= 0 on ΓC, (1.37g)

for some gN ∈ H−1/2(ΓN ∪ ΓR), gD ∈ H1/2(ΓD ∪ ΓR), gC ∈ H1/2(ΓC), ψC ∈ H−1/2(ΓC),
and ε > 0. Here, Γ has been split into four parts: the Dirichlet part ΓD, the Neumann
part ΓN, the Robin part ΓR, and the Signorini part ΓC. We call problems where the entire
boundary is equal to one of these parts Dirichlet, Neumann, Robin and Signorini problems
respectively.

—
The Helmholtz equation

To solve the Helmholtz equation, we look for u ∈ H1
loc(∆,Ω

±) satisfying

−∆u− k2u = 0 in Ω±, (1.38a)

where k ∈ R is the wavenumber of the problem.

For exterior problems, we again require a condition at infinity to ensure that the
problem has a unique solution. We write the total exterior wave as the sum of the incident
and scattered wave, utot = uscat + uinc. The Sommerfeld radiation condition at infinity is
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then imposed on the scattered wave to ensure a unique solution,

∂uscat

∂ |x|
− ikuscat = o(|x|−1) as |x| → ∞. (1.38b)

Both the interior and exterior problems will be provided with boundary conditions of the
same form as Laplace problems.

—
Maxwell’s equations

To solve Maxwell’s equations, we look for e ∈H1
loc(curl,Ω±) such that

curl curl e = k2e in Ω±, (1.39a)

where k = ω
√
ϵ0µ0 denotes the wavenumber of the problem, with ω denoting the frequency

and ϵ0 and µ0 the electric permeability and magnetic permittivity.
As in the Helmholtz case, for exterior problems we split the total field into the incident

and scattered fields, etot = escat +einc. We impose the Silver–Müller conditions at infinity
on the scattered field,

|x|
(

curl escat × x

|x|
− ikescat

)
→ 0 as |x| → ∞. (1.39b)

Both the interior and exterior Maxwell problems will be provided with boundary con-
ditions of the following form.

e× ν = gD on ΓD, (1.39c)

(curl e)× ν = gN on ΓN, (1.39d)

for some gN, gD ∈ H−1/2
× (divΓ,Γ). Here, Γ has been split into two parts: the Dirichlet

part ΓD and the Neumann part ΓN. Problems where the entire boundary is equal to one
of these parts are called Dirichlet and Neumann respectively.

— 1.3 —

Boundary integral operators
The boundary element method (BEM) has two key ingredients: a representation formula
and a boundary integral equation. The representation formula describes how to recon-
struct the function u in Ω± \ Γ using an unknown function on the boundary Γ. The
boundary integral equation can be used to find this unknown function. BEM involves
discretising the boundary integral equations in order to find an approximation of the
unknown boundary function.
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In this section, we define the potential operators that we will use to write represen-
tation formulae, and the boundary operators that we will use to write boundary integral
equations. We also summarise some important properties of these operators.

— 1.3.1 —

Laplace’s equation and the Helmholtz Equation

We begin by considering Laplace and Helmholtz problems, where the unknown is a scalar
function.

We define the Green’s function of a PDE to be the solution of the PDE with the Dirac
delta function on the right hand side. The Green’s function for the Laplace operator in
R3 is

G(x,y) =
1

4π|x− y|
, (1.40)

as
∆xG(x,y) = δ(x− y). (1.41)

The Green’s function for the Helmholtz operator in R3 is given by

G(x,y) =
eik|x−y|

4π|x− y|
. (1.42)

In this thesis, we focus on problems in R3. Similar methods can be used for problems
in R2, in which case the Green’s functions in R2 should be used. The Green’s function for
the Laplace operator in R2 is defined by

G(x,y) = − log |x− y|/2π, (1.43)

and the Green’s function for the Helmholtz operator in R2 is defined by

G(x,y) =
i

4
H

(1)
0 (k|x− y|), (1.44)

where H(1)
0 is a Hankel function of the first kind.

—
Potential operators

In the standard fashion (see eg [73, chapter 6]), we define the single layer potential operator,
V : H−1/2(Γ) → H1

loc(Ω
±), and the double layer potential operator, K : H1/2(Γ) →
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H1
loc(Ω

±), for v ∈ H1/2(Γ), µ ∈ H−1/2(Γ), and x ∈ Ω± \ Γ by

(Vµ)(x) :=
∫
Γ
G(x,y)µ(y) dy, (1.45)

(Kv)(x) :=
∫
Γ

∂G(x,y)

∂νy
v(y) dy, (1.46)

if µ and v are regular enough, then we extend these definition to the whole of H1/2(Γ)

and H−1/2(Γ) by completion.

We recall that if the Dirichlet and Neumann traces of a function u ∈ H1
loc(∆,Ω

±) that
is a solution to either Laplace’s equation (1.37a) or the Helmholtz equation (1.38a) are
known, then the potentials (1.45) and (1.46) may be used to reconstruct the function in
Ω± using the following relation.

u = K(JγDuKΓ)− V(JγNuKΓ). (1.47)

By taking this relation first with ũ(x) =

u(x) x ∈ Ω–

0 x ∈ Ω+
for a given Laplace or Helmholtz

solution in Ω–, u(x) ∈ H1(Ω–) we arrive at the following representation formula for interior
problems,

u = −K(γ–
Du) + V(γ–

Nu). (1.48)

Similarly, taking ũ(x) =

u(x) x ∈ Ω+

0 x ∈ Ω–
for a given Laplace or Helmholtz solution in

Ω+, u(x) ∈ H1(Ω+) gives the following representation formula for exterior problems,

u = K(γ+
Du)− V(γ

+
Nu). (1.49)

—
Boundary operators

Next, we define the single layer, double layer, adjoint double layer, and hypersingular
boundary integral operators, V : H−1/2(Γ) → H1/2(Γ), K : H1/2(Γ) → H1/2(Γ), K′ :

H−1/2(Γ) → H−1/2(Γ), and W : H1/2(Γ) → H−1/2(Γ), for x ∈ Γ, v ∈ H1/2(Γ) and
µ ∈ H−1/2(Γ) and by

(Kv)(x) := {γDKv}Γ (x), (Vµ)(x) := {γDVµ}Γ (x), (1.50a)

(Wv)(x) := −{γNKv}Γ (x), (K′µ)(x) := {γNVµ}Γ (x), (1.50b)

as given in [73, chapter 6]. Additionally, we define the identity operator, Id, that maps
every function to itself.
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The following jump conditions can be derived [73, sections 6.2 to 6.4].

JγDKΓ V = JγNKΓK = 0, JγNKΓ V = − JγDKΓK = −Id. (1.51)

Combining (1.50) and (1.51) gives

γ+
DV = V, γ+

NV = −1
2 Id+ K′, (1.52)

γ+
DK = 1

2 Id+ K, γ+
NK = −W, (1.53)

for the exterior traces and

γ–
DV = V, γ–

NV = 1
2 Id+ K′, (1.54)

γ–
DK = −1

2 Id+ K, γ–
NK = −W, (1.55)

for the interior traces.
These results are only true almost everywhere. Results that are true everywhere can

be given in terms of as factor σ, as defined in [73, (6.11)], that is equal to 1
2 almost

everywhere. In what follows, we present results that hold almost everywhere. As we will
be integrating these identities over the boundary, this will not cause any issues.

Taking both traces of (1.48), we see that if u ∈ H1(Ω–) is a solution of Laplace or
Helmholtz in Ω–, then it satisfies

γ–
Du = (12 Id− K)γ–

Du+ Vγ–
Nu, (1.56)

γ–
Nu = (12 Id+ K′)γ–

Nu+Wγ–
Du. (1.57)

To simplify the notation, we write u in the place of γ–
Du and define λ := γ–

Nu. This
leads to the following equations for the interior problem.

u = (12 Id− K)u+ Vλ, (1.58)

λ = (12 Id+ K′)λ+Wu. (1.59)

Doing the same for (1.49), with a function u ∈ H1
loc(Ω

+) that is a solution of Laplace
or Helmholtz in Ω+ and writing u in the place of γ+

Du and defining λ := γ+
Nu, leads to the

following equations for the exterior problem.

u = (12 Id+ K)u− Vλ, (1.60)

λ = (12 Id− K′)λ−Wu. (1.61)

We define the interior Calderón projector by

C– :=

[
1
2 Id− K V

W 1
2 Id+ K′

]
, (1.62)
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and the exterior Calderón projector by

C+ :=

[
1
2 Id+ K −V
−W 1

2 Id− K′

]
, (1.63)

We may then rewrite (1.58) to (1.61) as

C–

[
u

λ

]
=

[
u

λ

]
and C+

[
u

λ

]
=

[
u

λ

]
. (1.64)

Additionally, we define the multitrace operator by

A :=

[
−K V

W K′

]
, (1.65)

and we may write C– = 1
2 Id+ A and C+ = 1

2 Id− A.

— 1.3.2 —

Laplace’s equation
For Laplace problems, the following coercivity results are known for the single layer and
hypersingular operators in R3 when Γ is the boundary of a Lipschitz domain, as defined
in [73, definition 2.1].

Lemma 1.3 (Coercivity of V). There exists αV > 0 such that

αV ∥µ∥2H−1/2(Γ) ⩽ ⟨Vµ, µ⟩Γ , ∀µ ∈ H−1/2(Γ). (1.66)

Proof. [73, theorem 6.22].

Lemma 1.4 (Coercivity of W). There exists αW > 0 such that

αW ∥v∥2H1/2(Γ) ⩽ ⟨Wv, v⟩Γ , ∀v ∈ H1/2
∗ (Γ), (1.67)

where H1/2
∗ (Γ) denotes the set of functions v ∈ H1/2(Γ) such that v = 0, where v :=

⟨v, 1⟩Γ
⟨1, 1⟩Γ

is the average value of v. From this it follows that

αW |v|2H1/2
∗ (Γ)

⩽ ⟨Wv, v⟩Γ , ∀v ∈ H1/2(Γ), (1.68)

where |·|
H

1/2
∗ (Γ)

is defined, for v ∈ H1/2(Γ), by |v|
H

1/2
∗ (Γ)

:= ∥v − v∥H1/2(Γ).

Proof. [73, theorem 6.24].

The following boundedness results are also known.
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Lemma 1.5 (Boundedness). There exist CV, CK, C
′
K, CW > 0 such that

i) ∥Vµ∥H1/2(Γ) ⩽ CV ∥µ∥H−1/2(Γ) ∀µ ∈ H−1/2(Γ), (1.69)

ii) ∥Kv∥H1/2(Γ) ⩽ CK ∥v∥H1/2(Γ) ∀v ∈ H1/2(Γ), (1.70)

iii)
∥∥K′µ

∥∥
H−1/2(Γ)

⩽ C ′
K ∥µ∥H−1/2(Γ) ∀µ ∈ H−1/2(Γ), (1.71)

iv) ∥Wv∥H−1/2(Γ) ⩽ CW ∥v∥H1/2(Γ) ∀v ∈ H1/2(Γ). (1.72)

Proof. [73, sections 6.2–6.5].

It is also known [73, lemma 6.6] that for all µ ∈ H−1/2(Γ), the function

uVµ := Vµ (1.73)

satisfies −∆uVµ = 0 in Ω– ∪ Ω+ and

∥∥uVµ∥∥H1(Ω–)
⩽ c ∥µ∥H−1/2(Γ) . (1.74)

Similarly, for the double layer potential there holds [73, lemma 6.10] that for all v ∈
H1/2(Γ), the function

uKv := Kv (1.75)

satisfies −∆uKv = 0 in Ω– ∪ Ω+ and

∥∥uKv ∥∥H1(Ω–)
⩽ c ∥v∥H1/2(Γ) . (1.76)

— 1.3.3 —

The Helmholtz equation
For Helmholtz problems, the following results involving Gårding’s inequalities are known
for the single layer and hypersingular operators in R3.

Lemma 1.6 (Gårding’s inequality for V). There exists a compact operator C : H−1/2(Γ)→
H1/2(Γ) and αV > 0 such that

αV ∥µ∥2H−1/2(Γ) ⩽ ⟨Vµ, µ⟩Γ + ⟨Cµ, µ⟩Γ , ∀µ ∈ H−1/2(Γ). (1.77)

Proof. [73, theorem 6.40].

Lemma 1.7 (Gårding’s inequality for W). There exists a compact operator C : H1/2(Γ)→
H−1/2(Γ) and αW > 0 such that

αW ∥v∥2H1/2(Γ) ⩽ ⟨Wv, v⟩Γ + ⟨Cv, v⟩Γ , , ∀v ∈ H1/2
∗ (Γ), (1.78)

where H1/2
∗ (Γ) is defined as in lemma 1.4.
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Proof. This follows by applying the proof of [73, theorem 6.40] to the hypersingular oper-
ator.

The following boundedness results are also known.

Lemma 1.8 (Boundedness). There exist CV, CK, C
′
K, CW > 0 such that

i) ∥Vµ∥H1/2(Γ) ⩽ CV ∥µ∥H−1/2(Γ) ∀µ ∈ H−1/2(Γ), (1.79)

ii) ∥Kv∥H1/2(Γ) ⩽ CK ∥v∥H1/2(Γ) ∀v ∈ H1/2(Γ), (1.80)

iii)
∥∥K′µ

∥∥
H−1/2(Γ)

⩽ C ′
K ∥µ∥H−1/2(Γ) ∀µ ∈ H−1/2(Γ), (1.81)

iv) ∥Wv∥H−1/2(Γ) ⩽ CW ∥v∥H1/2(Γ) ∀v ∈ H1/2(Γ). (1.82)

Proof. [73, sections 6.2–6.5 and 6.9].

Following the proof of [73, lemmas 6.6 and 6.10], it can be shown that for all v ∈
H1/2(Γ) and µ ∈ H−1/2(Γ), the functions

uVµ := Vµ (1.83)

uKv := Kv (1.84)

satisfy −∆uVµ − k2uVµ = 0 and −∆uKv − k2uKv = 0 in Ω– ∪ Ω+.

— 1.3.4 —

Maxwell’s equations
For Maxwell problems, we use the Green’s function for the Helmholtz operator. In R3,
this is defined, as above, by

G(x,y) =
eik|x−y|

4π|x− y|
. (1.85)

—
Potential operators

We define the electric and magnetic potential operators (see [20]), E ,H :H
−1/2
× (divΓ,Γ)→

Hloc(curl2,Ω+ ∪ Ω–), by

E(p)(x) := ik

∫
Γ
p(y)G(x,y) dy − 1

ik
∇x

∫
Γ

divΓp(y)G(x,y) dy, (1.86)

H(p)(x) := curlx
∫
Γ
p(y)G(x,y) dy. (1.87)

The definition of the electric potential operator, E , used here differs from that used in
[20] by a factor of i, corresponding to the modified definition of γ±

N,k.
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With the electric and magnetic field operators we obtain the following representation
formula [20, section 4]: If e ∈ Hloc(curl2,Ω+ ∪ Ω–) is a solution of Maxwell’s equations,
then

e(x) = −H(JγtKΓ e)(x)− E(JγN,kKΓ e)(x). (1.88)

Once the jumps of the traces of the solution are known or estimated on Γ, the represen-
tation formula (1.88) can be used to find the solution at points in Ω±. As in the scalar

case, we can take e(x) =

e(x) x ∈ Ω–

0 x ∈ Ω+
, and e(x) =

e(x) x ∈ Ω+

0 x ∈ Ω–
, to derive the

following representation formula for interior problems,

e(x) = H(γ–
t e)(x) + E(γ–

N,ke)(x). (1.89)

and the following representation formula for exterior problems,

e(x) = −H(γ+
t e)(x)− E(γ

+
N,ke)(x). (1.90)

It is also known [20, equation (29)] that for all f ∈H−1/2
× (divΓ,Γ), the functions

eEf := Ef (1.91)

eHf := Hf (1.92)

satisfy curl curl eEf − k2eEf = 0 and curl curl eHf − k2eHf = 0.

—
Boundary operators

Taking traces of the electric and magnetic field potential operators we arrive at the electric
boundary operator, E : H

−1/2
× (divΓ,Γ) → H

−1/2
× (divΓ,Γ), and the magnetic boundary

operator, H :H
−1/2
× (divΓ,Γ)→H

−1/2
× (divΓ,Γ). These are defined by

E := {γt}Γ E , H := {γt}ΓH. (1.93)

Additionally, we define the identity operator, Id, that maps every function to itself. Be-
cause of the symmetry between electric and magnetic fields, the average Neumann traces
can be written in terms of E and H as follows:

{γN,k}Γ E = H, {γN,k}ΓH = −E. (1.94)

The following jump conditions can be derived [20, theorem 7].

JγtKΓ E = JγN,kKΓH = 0, JγN,kKΓ E = JγtKΓH = −Id. (1.95)
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Combining (1.93) to (1.95) gives

γ+
t E = E, γ+

N,kE = −1
2 Id+ H, (1.96)

γ+
t H = −1

2 Id+ H, γ+
N,kH = −E, (1.97)

for the exterior traces and

γ–
t E = E, γ–

N,kE = 1
2 Id+ H, (1.98)

γ–
tH = 1

2 Id+ H, γ–
N,kH = −E, (1.99)

for the interior traces.

To simplify the notation, we write e in the place of γ±
t e and define h := γ±

N,ke. By
taking both traces of (1.89), we arrive at the following equations for the interior problem.

e = (12 Id+ H)e+ Eh, (1.100)

h = (12 Id+ H)h− Ee. (1.101)

Doing the same for the (1.90) leads to the following equations for the exterior problem.

e = (12 Id− H)e− Eh, (1.102)

h = (12 Id− H)h+ Ee. (1.103)

We define the exterior and interior Calderón projectors, C+ and C–, as follows.

C+ :=

[
1
2 Id− H −E

E 1
2 Id− H

]
, (1.104)

C– :=

[
1
2 Id+ H E

−E 1
2 Id+ H

]
. (1.105)

We may then rewrite (1.100) to (1.103) as

C–

[
e

h

]
=

[
e

h

]
and C+

[
e

h

]
=

[
e

h

]
. (1.106)

We define the multitrace operator A by

A :=

[
H E

−E H

]
, (1.107)

and we may write C– = 1
2 Id+ A and C+ = 1

2 Id− A.

For Maxwell problems, the following boundedness results are known.
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Lemma 1.9 (Boundedness). There exist CE, CH > 0 such that

i) ∥Ef∥
H

−1/2
× (divΓ,Γ)

⩽ CE ∥f∥H−1/2
× (divΓ,Γ)

∀f ∈H−1/2
× (divΓ,Γ), (1.108)

ii) ∥Hf∥
H

−1/2
× (divΓ,Γ)

⩽ CH ∥f∥H−1/2
× (divΓ,Γ)

∀f ∈H−1/2
× (divΓ,Γ). (1.109)

Proof. [20, corollary 2].

— 1.4 —

Properties of the Calderón projector
In this section, we present a number of important properties of the Calderón projector as
introduced in the previous section. The results presented in this section are valid for the
Calderón projector in both the vector and scalar cases. We define the product space

V =

H
1/2(Γ)×H−1/2(Γ) for Laplace and Helmholtz problems,[
H

−1/2
× (divΓ,Γ)

]2
for Maxwell problems,

(1.110)

and note that in each case C± : V→ V.
We saw in the previous section that if (a, b) ∈ V is the trace data of an interior solution,

then

C–

[
a

b

]
=

[
a

b

]
; (1.111)

and if (a, b) ∈ V is the trace data of an exterior solution, then

C+

[
a

b

]
=

[
a

b

]
. (1.112)

Using the definitions of the Calderón projectors, we see that Id−C– = C+ and Id−C+ = C–.
Using this, we see that if (a, b) ∈ V is the trace data of an interior solution, then

C+

[
a

b

]
= 0; (1.113)

and if (a, b) ∈ V is the trace data of an exterior solution, then

C–

[
a

b

]
= 0. (1.114)

If a and b are the traces of a solution of the problem, we call (a, b) a pair of Cauchy
data. The following lemma shows that applying the Calderón projector to any pair of
functions leads to a pair of Cauchy data.
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Lemma 1.10. Given any arbitrary (a, b) ∈ V, the product

C±

[
a

b

]
(1.115)

defines a compatible pair of Cauchy data for the interior or exterior problem.

Proof. By (1.73), (1.75) and (1.83) for Laplace, (1.83) for Helmholtz, and (1.91) and (1.92)
for Maxwell, we see that applying one of the representation formulae (1.48), (1.49), (1.89)
and (1.90) to the functions (a, b) leads to a solution of the problem.

By the definition of the Calderón projector for each problem, C±

[
a

b

]
is the traces of

this solution, and is therefore a pair of Cauchy data.

Combining (1.111) and (1.112) and lemma 1.10, we conclude that

(C–)2 = C– and
(
C+)2 = C+. (1.116)

Using the second identity and the representation C+ = 1
2 Id− A we obtain

A2 = 1
4 Id. (1.117)

This relationship is crucial for preconditioning numerical methods based on the Calderón
projector, as we will see in chapter 2, and any discretisation scheme should preserve this
property.

— — —

Now that you’ve finished reading chapter 1, why not take a break and fill figure 1.3
with hot liquid before reading on.
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Figure 1.3: The results wh (left) and ηh (right) of applying the interior Calderón projector for Laplace to
the functions vh(x) = (1 + z2)−1 + sin(y) and µh(x) = cos(3πz) on a mug. By lemma 1.10, these are a
pair of compatible Cauchy data.
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Chapter 2

A discrete algebra for
Calderón operators and its

implementation

The methods that we will present in chapters 3 to 5 are all based on properties of the
Calderón projector and multitrace operator, as defined in (1.62), (1.63), (1.65), (1.104),
(1.105) and (1.107). It is therefore important that the properties of these operators that
we presented in chapter 1 are preserved—or approximately preserved—following discreti-
sation. In this chapter, we look at how a discrete operator algebra can be designed that
allows for easy computation with discrete operators, for example forming the product
of operators, without the user having to directly interact with the technicalities of the
implementation.

Suppose we want to compute
K2v, (2.1)

where K : H1/2(Γ)→ H1/2(Γ) is the double layer boundary operator, as defined in (1.50),
and v ∈ H1/2(Γ). Defining

w := Kv, (2.2)

we can rewrite (2.1) as
Kw. (2.3)

Multiplying (2.2) by a test function µ ∈ H−1/2(Γ), integrating over Γ, then discretising
leads to

⟨Kvh, µh⟩Γ = ⟨wh, µh⟩Γ . (2.4)

Defining vh to be the vector of coefficients of the discrete approximation vh of v, ie

vh =


c1

c2
...
cn

 , and v ≈ vh =

n∑
i=1

ciϕi, (2.5)

where {ϕ1, ϕ2, ..., ϕn} is the basis of discrete space containing vh; and defining wh and µh
to be the vectors of coefficients of the discrete approximations of w and µ, we may write
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(2.4) as
K1vh =Mwh, (2.6)

where K1 is a discretisation of the operator K, and M is the mass matrix defined by

[M ]i,j = ⟨ϕj , ψi⟩Γ , (2.7)

where {ϕ1, ϕ2, ..., ϕn} is the basis of the space containing wh, ie the range space of K; and
{ψ1, ψ2, ..., ψn} is the basis of the space containing the test function µh.

Discretising (2.3) and using (2.6), leads to

K2M
−1K1vh, (2.8)

where K2 is a discretisation of the operator K (which may or may not be equal to K1,
depending on the discrete spaces used).

Suppose now that we want to compute

A2

[
v

µ

]
, (2.9)

where A is the multitrace operator mapping from the product Hilbert space V into itself,
and (v, µ) ∈ V. Proceeding as above, we arrive at the discretisation

A2M
−1A1

[
vh

µh

]
, (2.10)

where A1 and A2 are discretisations of the multitrace operator A (which may or may
not be equal depending on the discretisation spaces used); vh and µh are the vectors of
coefficients, as above; and M is the blocked diagonal mass matrix[

M1 0

0 M2

]
, (2.11)

where M1 and M2 are mass matrices between the appropriate discrete spaces.
In order to compute (2.8) or (2.10), we have to assemble the three matrices, compute

the coefficients (vh,µh), then evaluate K2M
−1K1 or A2M

−1A1 applied to these coeffi-
cients. Ideally we would not have to deal with these implementational details, and could
just write the following code.

op1 = operator(...)
op2 = operator(...)
v = function(...)
mu = function(...)
result = op2 * op1 * [v,mu]

Here, the * operator has been overloaded to detect that two discrete operators are being
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multiplied, and so the inverse mass matrix in (2.8) or (2.10) is applied automatically.
In order for this code snippet to work and the mass matrix M to be assembled au-

tomatically, either the implementation of the operator product needs to be aware of the
test space of op1 and domain space of op2, or the software definition of these operators
need to contain information about their range spaces. In this chapter, we will follow the
latter approach by defining the notion of the strong form of a Galerkin discretisation and
demonstrate its benefits.

Operator preconditioning [44, 75] involves applying an operator to the equation on
the continuous level, then discretising the result. Our efficient implementation of this
relies heavily on the discrete operator algebra, and the discretisation of these products
of operators is the main justification of the developments in this chapter. Calderón pre-
conditioning [27, 2] is a type of operator preconditioning whose efficacy is derived from
properties of the Calderón projector, and is commonly used to precondition Maxwell’s
equations. In addition to these operator preconditioning methods, we look in this chapter
at mass matrix preconditioning, where an inverse mass matrix is applied to both sides
after discretisation.

A theoretical framework for operator preconditioning was proposed in [44], where it
was shown that in order to obtain well conditioned discrete problems, the discrete spaces
used must form inf-sup stable dual pairings. In this chapter, we define the basis functions
that define standard polynomial spaces, plus div- and curl-conforming Raviart–Thomas
[65], Nédélec [57], and Rao–Wilton–Glisson [64] spaces. These standard spaces, however,
do not provide inf-sup stable dual pairings, and so we additionally define dual spaces on
the barycentric dual grid. In [16], it was shown that these barycentric spaces form inf-sup
stable dual pairings with the standard spaces, allowing us to stable discretise the operator
products we desire.

An implementation of a product algebra based on this idea is contained in Bempp.
Initial steps towards a Bempp operator algebra were briefly described in [70] as part of
a general library overview. The formalism introduced here is based on Riesz mappings
between dual spaces. A nice introduction in the context of Galerkin discretisations is given
in [48].

This chapter is based on the material in [68, 10].

— 2.1 —

Abstract formulation
In this section, we present an abstract framework for the representation of operator prod-
ucts and their discretisation, and look at the properties of the discrete spaces that this
approach requires.

Let A : Hdom
A → Hran

A and B : Hdom
B → Hran

B be operators mapping between Hilbert
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spaces. We assume that Hran
A ⊂ Hdom

B , so that the product

g = BAf (2.12)

is well defined in Hran
B . Defining the function q = Af , the operator product (2.12) can

equivalently be written as

q = Af (2.13a)

g = Bq. (2.13b)

We begin by looking at (2.13a). In order to write this as a variational equation, we must
define a space Hdual

A that is dual to Hran
A and a dual pairing ⟨·, ·⟩A : Hran

A ×Hdual
A → C. We

may then write (2.13a) in variational form as

⟨Af, µ⟩A = ⟨q, µ⟩A ∀µ ∈ Hdual
A . (2.14a)

Similarly, we may write (2.13b) in variational form as

⟨Bq, η⟩B = ⟨g, η⟩B ∀η ∈ Hdual
B . (2.14b)

We now introduce the finite dimensional subspaces

Hdom
h,A := span{ϕdom

i,A } ⊂ Hdom
A , Hdom

h,B := span{ϕdom
i,B } ⊂ Hdom

B ,

Hran
h,A := span{ϕran

i,A } ⊂ Hran
A , Hran

h,B := span{ϕran
i,B } ⊂ Hran

B ,

Hdual
h,A := span{ϕdual

i,A } ⊂ Hdual
A , Hdual

h,B := span{ϕdual
i,B } ⊂ Hdual

B ,

and discretise (2.14) to obtain

Afh =MAqh, (2.15a)

Bqh =MBgh, (2.15b)

where

[A]i,j =
〈
Aϕdom

j,A , ϕdual
i,A

〉
A
, (2.16a)

[MA]i,j =
〈
ϕran
j,A , ϕ

dual
i,A

〉
A
, (2.16b)

[B]i,j =
〈
Bϕdom

j,B , ϕdual
i,B

〉
B
, (2.16c)

[MB]i,j =
〈
ϕran
j,B , ϕ

dual
i,B

〉
B
, (2.16d)

and the vectors fh, qh and gh are vectors of coefficients of approximation of the functions



Chapter 2. A discrete algebra for Calderón operators 41

f , q and q in the discrete spaces. Combining both equations we obtain

gh =M−1
B BM−1

A Afh. (2.17)

Motivated by this, we define the discrete weak and strong forms of an operator as follows.

Definition 2.1. We define the discrete weak form of an operator A to be A, as defined
in (2.16a).

Definition 2.2. We define the discrete strong form of an operator A to be

AS :=M−1
A A, (2.18)

where A is the discrete weak form of MA is defined in (2.16b).

The matrix M−1
A represents a map from the discrete dual space Hdual

h,A into the space
Hran
h,A, and so the strong form AS represents a discretisation of A whose discrete domain

and range are the subspaces of the domain and range of the operator A. We now define
the product of two discrete operators as follows.

Definition 2.3. Given two operators A and B and their discrete weak forms A and B,
we define their product by

B ⊙A := BAS. (2.19)

The product B⊙A represents the discrete weak form of the product BA; the discrete
strong form of BA is given by BS ⊙A.

We note that the direct discretisation
〈
BAϕdom

j,A , ϕdual
i,B

〉
B

is usually not identical to the
product B ⊙ A as the latter is computed as the solution of the operator system (2.14)
whose discretisation error also depends on the space Hran

h,A and the corresponding discrete
dual. However, the discretisation of the operator product BA can rarely be computed
directly and solving (2.14) is usually the only possibility to evaluate this product.

In order to compute the discrete weak form, the implementation of an operator must
be aware of the discrete domain and dual spaces; to compute the discrete strong from, the
implementation operator must additionally be aware of the discrete range space. Providing
these three spaces will allow our implementation to compute the product of two operators
using the strong form as in definition 2.3.

The evaluation of the discrete strong form of an operator A requires computing the
inverse of the mass matrix MA, and so in order to form a stable discretisation of operator
products, we need the condition number of MA to remain bounded as the mesh parameter
h is reduced.

Let ∥·∥Hran
A

be a norm defined on the space Hran
A , and define the norm ∥·∥Hdual

A
, for

ϕdual
h ∈ Hdual

A , by ∥∥∥ϕdual
h

∥∥∥
Hdual

A

= sup
ϕran
h ∈Hran

A

〈
ϕran
h , ϕdual

h

〉
A∥∥ϕran

h

∥∥
Hran

A

. (2.20)
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In order to show that the condition number of the mass matrix remains bounded as h is
reduced, we make the following assumptions.

Assumption 2.1 (inf-sup condition). There exists an h-independent constant cA > 0 such
that

sup
ϕdual
h ∈Hdual

h,A

〈
ϕran
h , ϕdual

h

〉
A∥∥ϕdual

h

∥∥
Hdual

A

⩾ cA ∥ϕran
h ∥Hran

A
, ∀ϕran

h ∈ Hran
h,A.

Assumption 2.2. Let

ϕran
h =

∑
i

pran
i ϕran

i ∈ Hran
h,A, ϕdual

h =
∑
i

pdual
i ϕdual

i ∈ Hdual
h,A ,

ph,ran =


pran
1
...

pran
n

 ∈ Rn, ph,dual =


pdual
1
...

pdual
n

 ∈ Rn.

There exist h-independent constants a ∈ R, and cran, Cran, cdual, Cdual > 0 such that

cranh
a ∥ϕran

h ∥Hran
A

⩽ ∥ph,ran∥2 ⩽ Cranh
a ∥ϕran

h ∥Hran
A
,

cdualh
−a
∥∥∥ϕdual

h

∥∥∥
Hdual

A

⩽ ∥ph,dual∥2 ⩽ Cdualh
−a
∥∥∥ϕdual

h

∥∥∥
Hdual

A

,

where ∥·∥2 is the 2-norm of a vector.

Assumption 2.2 will hold for the Sobolev norms that we will use as long as the dis-
cretisations are quasi-uniform (see eg [34, lemma 9.7]).

Using these assumptions, we now prove, following [44], that the condition number of
the matrix MA is bounded by a constant.

Lemma 2.1. If assumptions 2.1 and 2.2 hold, then the spectral condition number of the
matrix MA defined in (2.16b) satisfies

κ(MA) ⩽ c′A,

from some h-independent constant c′A.

Proof. Let ϕran
h ∈ Hran

h,A. By assumption 2.1, we see that

sup
ϕdual
h ∈Hdual

h,A

〈
ϕran
h , ϕdual

h

〉
A∥∥ϕdual

h

∥∥
Hdual

A

∥∥ϕran
h

∥∥
Hran

A

⩾ cA. (2.21)

Define ph,ran and ph,dual as in assumption 2.2. By the definition ofMA and assumption 2.2,
we see that

cA ⩽ 1

CdualCran
sup

ph,dual∈Rn

pTh,dualMAph,ran

∥ph,dual∥2 ∥ph,ran∥2
. (2.22)
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Let σn be the smallest eigenvalue of MA, and let ph,ran = vn be the corresponding eigen-
vector. Applying this gives

cA ⩽ σn
CdualCran

sup
ph,dual∈Rn

pTh,dualvn

∥ph,dual∥2 ∥vn∥2
=

σn
CdualCran

. (2.23)

Taking σ1 the be the largest eigenvalue of MA, and v1 to be the corresponding eigen-
vector, we see that

σ1 = σ1 sup
ph,dual∈Rn

pTh,dualv1

∥ph,dual∥2 ∥v1∥2

= sup
ph,dual∈Rn

pTh,dualMAv1

∥ph,dual∥2 ∥v1∥2

⩽ sup
ph,ran∈Rn

sup
ph,dual∈Rn

pTh,dualMAph,ran

∥ph,dual∥2 ∥ph,ran∥2

⩽ 1

cdualcran
sup

ϕran
h ∈Hran

h,A

sup
ϕdual
h ∈Hdual

h,A

〈
ϕran
h , ϕdual

h

〉
A∥∥ϕdual

h

∥∥
Hdual

A

∥∥ϕran
h

∥∥
Hran

A

=
1

cdualcran
sup

ϕdual
h ∈Hdual

h,A

1∥∥ϕdual
h

∥∥
Hdual

A

sup
ϕran
h ∈Hran

h,A

〈
ϕran
h , ϕdual

h

〉
A∥∥ϕran

h

∥∥
Hran

A

=
1

cdualcran
. (2.24)

Combining (2.23) and (2.24), we obtain

κ(MA) =
σ1
σn

(2.25)

⩽ 1

cACdualCrancdualcran
(2.26)

=: c′A. (2.27)

— 2.2 —

Software implementation of an operator
algebra

Based on the definition of a discrete product algebra for Galerkin discretisations, we can
now discuss the software implementation. Two concepts are crucial: namely that of a
grid function, which represents functions defined on a grid; and that of an operator, which
maps grid functions from a discrete domain space into a discrete range space.
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— 2.2.1 —

Grid functions

We start with the description of a grid function. Let ϕh ∈ Hh, and let ph be the vector of
coefficents of ϕh, as defined in assumption 2.2. A basic grid function object is defined by
the discrete function space, Hh, and a vector of coefficients on the space, ph. In Bempp,
this can be done as follows.

fun = bempp.api.GridFunction(space, coefficients=...)

However, for practical purposes this is not always sufficient. Consider the following
situation. Let E be the electric field integral operator (1.93), let f ∈H−1/2

× (divΓ,Γ), and
suppose we want the function g := Ef . On the discrete level, the vector of coefficients gh
is given by gh = ESfh = M−1

E Efh, where fh is the vector of coefficients of f , ES and
E are the discrete strong and weak forms of E, and ME is the mass matrix between the
range and dual of E.

If the spaces used the discretise E are not inf-sup stable, then by lemma 2.1 the mass
matrix ME may have be strongly ill-conditioned. In this case, we also allow the definition
of a grid function purely through the vector of coefficients on the dual space. This can be
done as follows.

fun = bempp.api.GridFunction(space, dual_space=..., projections=...)

Associated with these two constructors are two methods that extract the vectors of
coefficients or projections.

coeffs = fun.coefficients()
proj = fun.projections(dual_space)

If the grid function is initialised with a coefficient vector, then the first operation just
returns this vector, and the second operation sets up the corresponding mass matrix M
and returns the vector M * coeffs.

If the grid function is initialised with a vector of projections and a corresponding dual
space, then the first operation returns the solution of a linear system if the space and dual
space have the same number of degrees of freedom. Otherwise, an exception is thrown. If
the projections method is called and the given dual space is identical to the original dual
space on initialisation, the vector projections is returned. Otherwise, first a conversion
to coefficient form via a call to coefficients is attempted.

This dual representation of a grid function via either a vector of coefficients or a vector
of projections makes it possible to represent functions in many standard situations, where
a conversion between coefficients and projections is mathematically not possible and not
necessary for the formulation of a problem.
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— 2.2.2 —

Operators
In finite element discretisation libraries, the definition of an operator typically requires an
underlying weak form, a domain space and a test space. However, to support the operator
algebra introduced in section 2.1, the range space is also required. Hence, we represent a
constructor for a boundary operator in the following form.

op = operator(domain, range_, dual_to_range , ...)

Here, the objects domain, range_ and dual_to_range describe the finite dimensional
domain, range and dual spaces. The space range_ has the trailing underscore to avoid
conflict with Python’s internal range function. Each operator provides the following two
methods.

discrete_weak_form = op.weak_form()
discrete_strong_form = op.strong_form()

The first one returns the standard discrete weak form (definition 2.1) while the sec-
ond one returns the discrete strong form (definition 2.2). The discrete_weak_form and
discrete_strong_form are objects that provide at least a matrix-vector routine to multi-
ply a vector with the corresponding discrete operator. The multiplication with the inverse
of the mass matrix in the strong form is implemented via the computation of an LU
decomposition and solving the associated linear system.

As discretising an operator is expensive, the weak form is computed when the method
weak_form() is first called and then cached. Similarly, the LU decomposition necessary
for the strong form is computed only once and then cached.

— 2.2.3 —

Operations on operators and grid functions
With this framework the multiplication op * fun of a boundary operator op with a grid
function fun can be elegantly described in the following way:

result_fun = bempp.api.GridFunction(
space=op.range_,
dual_space=op.dual_to_range ,
projections=op.weak_form() * fun.coefficients)

Alternatively, we could have more simply presented the result as

result_fun = bempp.api.GridFunction(
space=op.range_,
coefficients=op.strong_form() * fun.coefficients)

However, the latter is only valid when there is a stable mass matrix transformation avail-
able that could map from the discrete dual space to the discrete range space.
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The internal implementation of the product of two operators is equally simple in this
framework. Given two operators op1 and op2, the weak_form() method of the product
op1⊙ op2, which can be obtained in python by writing op1 * op2, is defined as follows.

def weak_form():
return op1.weak_form() * op2.strong_form()

Correspondingly, the strong form of the product is implemented as:

def strong_form():
return op1.strong_form() * op2.strong_form()

Internally, the product of two discrete operators provides a matrix-vector routine that
successively applies the two operators to a given vector. If op1 and op2 implement caching
then an actual discretisation of a weak form is only performed once, and the product of
the two operators is performed with almost no overhead.

It is easy to wrap standard iterative solvers (such as those in SciPy [46]) to support
this operator algebra. For example, the definition of such a GMRES routine is as follows.

def gmres(A, b, ...):
from scipy.sparse import linalg
x, info = linalg.gmres(A.weak_form(), b.projections(A.dual_to_range), ...)
return GridFunction(A.domain, coefficients=x), info

The weak form of the operator A and the projection of the function b onto its dual space
are computed, then these are handed over to SciPy. The solution is then returned as a
GridFunction.

The full Bempp GMRES implementation provides, among other options, a keyword
attribute use_strong_form. If this is set to True, then inside the GMRES routine the
solution is computed as

x, info = linalg.gmres(A.strong_form(), b.coefficients)

This corresponds to mass matrix preconditioning and comes naturally as part of this
algebra.

— 2.2.4 —

Preconditioning
The implementation of this operator algebra allows for the easy implementation of operator
preconditioning methods, and mass matrix preconditioning.

Suppose we want to solve Au = f , where A is an operator, f is a known function, and
u is unknown. The discrete weak form of this equation is

Auh =MAfh. (2.28)

The mass matrix preconditioned form of this equation corresponds to taking its discrete
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strong form,

M−1
A Auh = fh, (2.29)

or ASuh = fh. (2.30)

Operator preconditioning arises from applying an operator on the continuous level,
then discretising. For example, the operator B can be applied to give the equation BAu =

Bf . The weak form of this equation is

BM−1
A Auh =MBfh, (2.31)

or B ⊙Auh =MBfh. (2.32)

This is the operator preconditioned formulation. Typically, an operator A is preconditioned
with an operator of the opposite order [75], for example the hypersingular operator W may
be used to precondition the single-layer operator V, as in (2.47).

Calderón preconditioning, a form of operator preconditioning derived from proper-
ties of the Calderón projector and commonly used for Maxwell problems is discussed in
section 2.4.

— 2.2.5 —

Blocked operators
The operator algebra defined in Bempp can also be used for blocked systems of opera-
tors. Suppose we want to solve a Laplace Dirichlet problem using the weak imposition
formulation (3.14) that we will derive in chapter 3. In strong form, this formulation can
be written as (

A+

[
1
2 Id 0

βDId −1
2 Id

])[
u

λ

]
=

[
gD

βDgD

]
. (2.33)

The code to solve this system takes the following form.
beta = ...
A = bempp.api.operators.boundary.laplace.multitrace_operator(...)
D = bempp.api.BlockedOperator(2,2)
D[0,0] = 0.5 * bempp.api.operators.boundary.sparse.identity(...)
D[1,0] = beta * bempp.api.operators.boundary.sparse.identity(...)
D[1,1] = -0.5 * bempp.api.operators.boundary.sparse.identity(...)
g = bempp.api.GridFunction(...)
solution, info = bempp.api.gmres(A+D, [g, beta * g], use_strong_form=True)

The implementation of GMRES in this case will compute the strong form of each block
of the blocked operator, and pass the results and the coefficients of each GridFunction to
SciPy. The solution will then be split, and a list of GridFunction objects will be returned.

The keyword argument use_strong_form has been used to apply mass matrix precon-
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ditioning. In this case, the mass matrix preconditioner is a blocked diagonal matrix, and
so the preconditioned discrete system is[

M−1
K 0

0 M−1
K′

](
A+

[
1
2M11 0

βDM21 −1
2M22

])[
uh

λh

]
=

[
M−1

K 0

0 M−1
K′

][
gh

βDgh

]
, (2.34)

where MK and MK′ are the mass matrices between the range and dual spaces of the top
left and bottom right blocks of A respectively, and all the other terms are discretisations
of the terms in (2.33).

— 2.3 —

Laplace’s equation and the Helmholtz equation
In this section, we look at specific implementation details and applications of the discrete
operator algebra for Laplace’s equation and the Helmholtz equation. First, we must define
the finite dimensional spaces of piecewise polynomials that we will use to discretise the
formulations we present.

— 2.3.1 —

Discrete spaces

We introduce a family of conforming, shape regular triangulations of Γ, {Th}h>0, indexed
by the largest element diameter of the mesh, h. We let T1, ..., To be the triangles in the
triangulation Th. We assume that the triangulations are fitted to the different boundary
sets ΓD, ΓR and ΓN.

—
Piecewise polynomial spaces

We define the space of continuous polynomial functions by

Pkh := {vh ∈ C0(Γ) : vh|Ti ∈ Pk(Ti), for every Ti ∈ Th},

where Pk(Ti) denotes the space of polynomials of order less than or equal to k on Ti.

Typically, we will take k = 1 and use the space of continuous piecewise linear functions.
We can write P1

h = span{ϕ1, ..., ϕn}, where for i = 1, ..., n, ϕi is the function that is linear
within each triangle and

ϕi(vj) =

1 i = j

0 i ̸= j
for j = 1, ..., n, (2.35)
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Figure 2.1: An example basis function ϕi ∈
P1

h(Γ). Figure 2.2: An example basis function ψi ∈
DP0

h(Γ).

where v1, ...,vn are the vertices in the triangulation Th. An example basis function is
shown in figure 2.1.

We define the space of discontinuous polynomial functions by

DPlh := {vh ∈ L2(Γ) : vh|T ∈ Pl(T ), for every T ∈ Th}.

Typically, we will take l = 0 and use the space of piecewise constant functions. We
can write DP0

h = span{ψ1, ..., ψo}, where

ψi(x) =

1 x ∈ Ti
0 otherwise

for j = 1, ..., o. (2.36)

where T1, ..., To are the triangles in the triangulation Th. An example basis function is
shown in figure 2.2.

We observe that Pkh ⊂ H1/2(Γ) and DPlh ⊂ L2(Γ). The following approximation
properties of these finite dimensional spaces are known.

Lemma 2.2. ∀µ ∈ Hs(Γ),

inf
ηh∈DP0

h(Γ)
∥µ− ηh∥H−1/2(Γ) ≲ hξ+1/2 ∥µ∥Hξ(Γ) (2.37)

inf
ηh∈DP0

h(Γ)
∥µ− ηh∥L2(Γ) ≲ hξ ∥µ∥Hξ(Γ) , (2.38)

where ξ = min(1, s).

Proof. [73, theorem 10.4].

Lemma 2.3. ∀v ∈ Hs(Γ),

inf
wh∈P1

h(Γ)
∥v − wh∥H1/2(Γ) ≲ hζ−1/2 ∥v∥Hζ(Γ) (2.39)

inf
wh∈P1

h(Γ)
∥v − wh∥L2(Γ) ≲ hζ ∥v∥Hζ(Γ) , (2.40)

where ζ = min(2, s).



50 Matthew W. Scroggs

Proof. [73, theorem 10.9].

—
Dual polynomial spaces

In addition to the polynomial spaces described above, we will also use polynomial spaces
defined on the dual grid. As shown in figure 2.3, the dual grid is defined by barycentrically
refining each triangle in the grid: a straight line is drawn from each vertex to the midpoint
of the opposite side, splitting each triangle into six smaller triangles. The elements of the
dual grid are then made up of all the triangles in the refined grid that are attached to a
given vertex in the original grid.

Figure 2.3: A grid (left), the barycentric refinement of the grid (centre), and the dual grid (right).

We define DUAL0
h(Γ) to be the space of piecewise constant functions on the dual grid.

We observe that DUAL0
h(Γ) ⊂ L2(Γ).

Figure 2.4: An example basis function
χi ∈ DUAL0

h(Γ).

We can write DUAL0
h(Γ) = span{χ1, ..., χn},

where χi is defined to be equal to 1 on one polygon
in the dual grid and 0 otherwise. An example basis
function is shown in figure 2.4.

We note that in the majority of cases—for exam-
ple if the surface is curved, or has edges between flat
faces—then the triangles that make up the dual grid
polygons will not form a flat surface. In this case the
elements of the dual grid are defined to be the union
of these triangles and so will not be flat.

This space forms a inf-sup stable dual pairing with
the space of continuous linear functions P1

h(Γ), as given in the following result. The space
pairing P1

h(Γ)×DUAL0
h(Γ) therefore satisfies assumption 2.1.

Proposition 2.1. There exists C > 0 such that

inf
vh∈P1

h(Γ)
sup

µh∈DUAL0
h(Γ)

∫
Γ vhµh

∥vh∥L2(Γ) ∥µh∥L2(Γ)

⩾ 1

C
. (2.41)

Proof. [72, lemma 3.1].
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Figure 2.6: The coefficients used to define a function ξi ∈ DUAL1
h(Γ) in terms of functions in P1

h(Γ) on
the barycentrically refined grid. The support of ξi is shaded in orange.

Let Ti be a triangle in the non-refined coarse grid. Let ξi be a piecewise linear function
on the barycentrically refined grid such that, for each vertex ṽj in the barycentrically
refined grid,

ξi(ṽj) =



1 ṽj is the barycentre of Ti,
1
2 ṽj is the midpoint of an edge of Ti,
1
oj

ṽj is one of the vertices of Ti,

0 otherwise,

(2.42)

where oj is the number of triangles in the non-refined coarse grid that have a vertex at the
point ṽj . An example such function is shown in figure 2.5, and some example coefficients
are shown in figure 2.6.

Figure 2.5: An example basis function ξi ∈ DUAL1
h(Γ).

We define DUAL1
h(Γ) to be the space

of piecewise linear functions spanned by
the basis functions ξ1, ..., ξo. We observe
that DUAL1

h(Γ) ⊂ H1/2(Γ).
The space was defined in [16], as a

space that forms a inf-sup stable dual
pairing with the space of piecewise con-
stant functions DP0

h(Γ), as given in the
following result. The space pairing
DUAL1

h(Γ) × DP0
h(Γ) therefore satisfies

assumption 2.1.

Proposition 2.2. There exists C > 0 such that

inf
µh∈DP0

h

sup
vh∈DUAL1

h

∫
Γ µhvh

∥µh∥L2(Γ) ∥vh∥L2(Γ)

⩾ 1

C
. (2.43)
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Proof. [16, proposition 3.9].

The following approximation properties of the spaces DUAL0
h(Γ) and DUAL1

h(Γ) can
be proven.

Lemma 2.4. For all v, µ ∈ Hs(Γ),

inf
ηh∈DUAL0

h(Γ)
∥µ− ηh∥H−1/2(Γ) ≲ hξ+1/2 ∥µ∥Hξ(Γ)

inf
wh∈DUAL1

h(Γ)
∥v − wh∥H1/2(Γ) ≲ hζ−1/2 ∥v∥Hζ(Γ)

where ξ = min(12 , s) and ζ = min(32 , s).

Proof. Proof of these results can be found in appendix B.

Typically, we will use the space DUAL0
h(Γ) to approximate the normal derivative

λ = γNu of the solution u. When Γ is smooth, the normal ν will be continuous across
edges, and we will expect order 1 convergence due to corollary B.1.

In [16], a space of divergence-conforming vector functions on the dual grid was also
defined. We will examine this space in more detail in section 2.4.4.

— 2.3.2 —

Stable discretisation of the multitrace operator
In section 1.4, we derived some important properties of the Calderón projectors and mul-
titrace operator, including A2 = 1

4 Id, [C±]2 = C±. In order to preserve these properties on
the discrete level, we look to discretise these operators in a stable way, so that the mass
matrices involved in squaring these operators satisfy assumption 2.1.

As well as the application to the formulations that we examine in chapters 3 to 5, it is
common to derive methods of operator preconditioning [75, 44] from these identities. The
stable discretisation of the Calderón operators provides an easy implementation of such
preconditioning methods.

Denote by

A :=

[
−K V

W K ′

]
, (2.44)

the discretisation of the operator A, as defined in (1.65). Here, K, V , W , and K ′ are
discretisations of the double layer, single layer, hypersingular, and adjoint double layer
boundary operators (respectively).

In order for this discretisation to be able to be multiplied by itself, we must choose
the discrete spaces so that the mass matrix mappings formed in the product are stable,
satisfying assumption 2.1. A choice of spaces for the operators that achieves this goal is
shown in the table below.
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Matrix Operator Domain Range Dual to Range

K Double layer P1
h(Γ) P1

h(Γ) DUAL0
h(Γ)

V Single layer DUAL0
h(Γ) P1

h(Γ) DUAL0
h(Γ)

W Hypersingular P1
h(Γ) DUAL0

h(Γ) P1
h(Γ)

K ′ Adjoint double layer DUAL0
h(Γ) DUAL0

h(Γ) P1
h(Γ)

These choices of spaces lead to all mass matrices in the discretisation of A2 being the
P1
h(Γ)–DUAL0

h(Γ) pairing, that were shown in proposition 2.1 to satisfy assumption 2.1.
In some cases, for example when weakly imposing boundary conditions on the cube as

in chapter 3, it is undesirable to use the space DUAL0
h(Γ) as the domain of the single layer

operator due to this space’s lower order convergence properties (lemma 2.4). In cases such
as this, it may be more desirable to the following discretisation spaces.

Matrix Operator Domain Range Dual to Range

K Double layer P1
h(Γ) P1

h(Γ) DUAL0
h(Γ)

V Single layer DP0
h(Γ) P1

h(Γ) DUAL0
h(Γ)

W Hypersingular P1
h(Γ) DP0

h(Γ) DUAL1
h(Γ)

K ′ Adjoint double layer DP0
h(Γ) DP0

h(Γ) DUAL1
h(Γ)

Later, in chapter 3 and appendix C, we will look at using this second discretisation of A,
as the domains of all the operators involved have good convergence orders (lemmas 2.2
and 2.3), while mass matrix preconditioning can be effectively applied as all the dual
products are stable (propositions 2.1 and 2.2).

Using the Bempp library, the stable Laplace multitrace operator defined in the first
table may be created using the following lines of Python.
from bempp.api.operators.boundary import laplace
multitrace = laplace.multitrace_operator(grid, spaces="dual")

The stable multitrace operator for Helmholtz may be created using the following lines.
from bempp.api.operators.boundary import helmholtz
multitrace = helmholtz.multitrace_operator(grid, k, spaces="dual")

We may then create the interior Calderón projector with the following lines.
from bempp.api.operators.boundary import sparse
identity = sparse.multitrace_identity(grid, spaces="dual")
calderon = 0.5 * identity + multitrace

Now that we have a stable discretisation of the Calderón projector, we can look at how
its properties on the continuous level carry across to the discrete level.

The result of applying the Calderón projector to any two functions is a pair of com-
patible Cauchy data, as shown in lemma 1.10. Figure 2.7b shows the result of applying
the Calderón projector to the functions f(x) = xy2z3 and g(x) = sin(4πx).
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(a) Approximations of f(x) = xy2z3 in P1
h(Γ) (left) and g(x) = sin(4πx) in DUAL0

h(Γ) (right) on a
discretised cube with 1468 faces.

(b) The result of applying the Calderón projector to the functions in figure 2.7a. These functions are (up
to discretisation error) valid interior Laplace Cauchy data.

Figure 2.7: Visualisation of the Calderón projector applied to non-compatible Cauchy data.
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import bempp.api
from bempp.api.operators.boundary import laplace
from bempp.api.operators.boundary import sparse
import numpy as np

grid = bempp.api.shapes.cube(h=0.1)
multitrace = laplace.multitrace_operator(grid, spaces='dual')
identity = sparse.multitrace_identity(grid, spaces='dual')

calderon = 0.5 * identity + multitrace

def f(x, n, domain_index , result):
result[0] = x[0] * x[1]**2 * x[2]**3

def g(x, n, domain_index , result):
result[0] = np.sin(np.pi*4*x[0])

v = bempp.api.GridFunction(
space=calderon.domain_spaces[0],
fun=f,
dual_space=calderon.dual_to_range_spaces[0])

mu = bempp.api.GridFunction(
space=calderon.domain_spaces[1],
fun=g,
dual_space=calderon.dual_to_range_spaces[1])

traces_1 = calderon * [v, mu]
traces_2 = calderon * traces_1

v_error = (traces_2[0] - traces_1[0]).l2_norm() / traces_1[0].l2_norm()
mu_error = (traces_2[1] - traces_1[1]).l2_norm() / traces_1[1].l2_norm()

Figure 2.8: Applying the Calderón projector to the functions f(x) = xy2z3 and g(x) = sin(4πx), and
computing the error between the application of [C–]2 and C– to this data. The error v_error is 1.03×10−3

and the error mu_error is 1.17× 10−2.
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As we saw in section 1.4, we know that [C–]2 = C–, and so applying the Calderón
projector a second time to the result should leave the result unchanged. The full Python
example code for this calculation is given in figure 2.20. traces_1 and traces_2 should
agree up to discretisation error, and indeed, the error v_error in the Dirichlet component
is 1.03× 10−3 and the error mu_error in the Neumann component is 1.17× 10−2.

— 2.3.3 —

Numerical results for Laplace’s equation
In this section, we look at how the implementation of the discrete operator algebra can
be used to precondition Laplace’s equation. As a model problem, we take gD(x) := ex+

√
y

and Ω– = {x ∈ R : |x| < 1} and consider the single layer formulation of an interior Laplace
problem: Find λ ∈ H−1/2(Γ) such that

⟨Vλ, µ⟩Γ =
〈
(12 Id+ K)gD, µ

〉
Γ

∀µ ∈ H−1/2(Γ). (3.59)

It is a common preconditioning strategy [75] to precondition this equation with an
operator of the opposite order. In this case, (3.59) can be preconditioned with the operator
W to give the problem: Find λ ∈ H−1/2(Γ) such that

⟨WVλ, v⟩Γ =
〈
W(12 Id+ K)gD, v

〉
Γ

∀v ∈ H1/2(Γ). (2.45)

We discretise (2.45) and (3.59) using P1
h(Γ) ⊂ H1/2(Γ) and DUAL0

h(Γ) ⊂ H−1/2(Γ),
leading to the following discrete problems.

V λh = (12MK +K)gh (2.46)

WM−1
K V λh =WM−1

K (12MK +K)gh. (2.47)

Alternatively, we could take the discrete strong form of each equation, leading to the
following mass matrix preconditioned discrete problems.

M−1
K V λh =M−1

K (12MK +K)gh (2.48)

M−1
W WM−1

K V λh =M−1
W WM−1

K (12MK +K)gh. (2.49)

The number of GMRES iterations required to solve (2.46) to (2.49) to a tolerance of
1 × 10−5 (the default tolerance used in SciPy [46]) in the vector 2-norm as h is reduced
are shown in figure 2.9. Here, it can be seen that the number of iterations taken to
solve the operator preconditioned systems (2.47) and (2.49) (red circles) remain low as
h decreases while the number of iterations taken to solve the unpreconditioned systems
(2.46) and (2.48) (orange triangles) gradually increase.

For both the unpreconditioned and the operator preconditioned systems (dashed lines),
applying mass matrix preconditioning reduces the number of GMRES iterations.
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Figure 2.9: The number of GMRES iterations taken to solve the Laplace problems (2.46) (dashed orange
triangles), (2.47) (dashed red circles), (2.48) (orange triangles), and (2.49) (red circles), to a tolerance of
1× 10−5 for the problem on the interior of a unit sphere.

— 2.3.4 —

Numerical results for the Helmholtz equation

Next, we look at solving Helmholtz wave scattering problems. We let Ω– = {x ∈ R3 :

|x| < 1} be the unit sphere and Ω+ = R \ Ω–, and let uinc(x) = eikx·d be an incident
wave, where d = ( 1√

3
, 1√

3
, 1√

3
) is the direction of wave propagation. This wave satisfies

−∆uinc − k2uinc = 0.

In this section we consider the sound-soft scattering problem,

−∆uscat − k2uscat = 0 in Ω+, (1.38a)

utot = 0 on Γ (2.50)
∂uscat

∂ |x|
− ikuscat = o(|x|−1) as |x| → ∞, (1.38b)

The solution utot of (1.38a) can be represented by the following representation formula
[28].

utot − uinc = Ku− Vλ, (2.51)

where u = γ+
Du

tot and λ = γ+
Nu

tot.

Taking the Dirichlet trace of (2.51) gives

(12 Id− K)u+ Vλ = γ+
Du

inc, (2.52)
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and taking the Neumann trace gives

Wu+ (12 Id+ K′)λ = γ+
Nu

inc. (2.53)

For sound-soft scattering, (2.52) leads to the formulation: Find λ ∈ H−1/2(Γ) such
that

⟨Vλ, µ⟩Γ =
〈
γ+

Du
inc, µ

〉
Γ

∀µ ∈ H−1/2(Γ); (2.54)

and (2.53) leads to the formulation: Find λ ∈ H−1/2(Γ) such that

〈
(12 Id+ K′)λ, v

〉
Γ
=
〈
γ+

Nu
inc, v

〉
Γ

∀v ∈ H1/2(Γ). (2.55)

As in the previous section, we can apply operator preconditioning to (2.54) to obtain the
formulation: Find λ ∈ H−1/2(Γ) such that

⟨WVλ, v⟩Γ =
〈
Wγ+

Du
inc, v

〉
Γ

∀v ∈ H1/2(Γ). (2.56)

We can combine (2.54) and (2.55) to obtain a combined formulation: Find λ ∈
H−1/2(Γ) such that

〈
(RV + η(12 Id+ K′))λ, v

〉
Γ
=
〈
Rγ+

Du
inc + ηγ+

Nu
inc, v

〉
Γ

∀v ∈ H1/2(Γ), (2.57)

where R : H1/2(Γ) → H−1/2(Γ) is an operator. Following [14], we take R = Wk/2 (the
hypersingular operator with wavenumber k

2 ) and η = i. This choice is made so that the
resulting operator on the left-hand side of (2.57) is a compact perturbation of the identity
[14, theorem 2.1].

Figure 2.10 shows the number of GMRES iterations taken to solve the sound-soft
Helmholtz model problem to a tolerance of 1 × 10−5 using the formulation (2.54) with
(orange triangles) and without (dashed orange triangles) mass matrix preconditioning, and
the operator preconditioned formulation (2.56) with (red circles) and without (dashed red
circles) mass matrix preconditioning. As for the Laplace problem, we see that the number
of iterations taken to solve the unpreconditioned formulation (2.54) gradually rises as
h decreases, while the number of iterations taken to solve the operator preconditioned
system (2.55) remains low. For this formulation, mass matrix preconditioning appears to
be almost as effective as operator preconditioning.

In figure 2.11, we compare the number of iterations taken to solve the operator precon-
ditioned formulation (2.56) (red circles) with the number taken to solve the formulation
(2.55) (blue squares) and the combined formulation (2.57) as h is reduced. For each
formulation, the number of iterations remains low as the grid is refined.

When k2 coincides with an eigenvalue of the exterior Laplace problem, then the
Helmholtz problem (1.38a) does not have a unique solution. Near these eigenvalues, the
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Figure 2.10: The number of GMRES iterations taken to solve the sound-soft Helmholtz problem using the
unpreconditioned formulation (2.54) with (orange triangles) and without (dashed orange triangles) mass
matrix preconditioning, and the operator preconditioned formulation Helmholtz problem (2.56) with (red
circles) and without (dashed red circles) mass matrix preconditioning to a tolerance of 1 × 10−5 for the
problem on the exterior of a unit sphere. The differences between value of the solutions obtained are small
and decrease as the grid is refined.
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Figure 2.11: The number of GMRES iterations taken to solve the sound-soft Helmholtz problem with
k = 2 using the formulations (2.56) (red circles), (2.55) (blue squares), and (2.57) (black diamonds) to a
tolerance of 1× 10−5 for the problem on the interior of a unit sphere. Again, the differences between value
of the solutions obtained are small and decrease as the grid is refined.
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Figure 2.12: The number of GMRES iterations taken to solve the sound-soft Helmholtz problem as k is
increased using the formulations (2.56) (red circles), (2.55) (blue squares), and (2.57) (black diamonds) to
a tolerance of 1× 10−5 for the problem on the interior of a unit sphere with h = 0.1 (3206 edges).

formulations (2.55) and (2.56) become ill-conditioned. Figure 2.12 shows the number of
GMRES iterations requires for these formulations as k is varied. Near k = 17, there is an
eigenvalue of the Laplace problem, and so the number of iterations sharply increases.

The combined formulation (2.57), however, is immune to these eigenvalues. As fig-
ure 2.12 shows, the number of iterations required by this formulation remains bounded as
k is increased.

— 2.4 —

Maxwell’s equations
Before looking at uses of the discrete operator algebra for Maxwell’s equation, we must
first look at the use of BEM for Maxwell’s equations in more detail. In particular, we focus
on the simulation of wave scattering phenomena by solving an exterior Maxwell problem
(1.39) with zero Dirichlet boundary conditions (1.39c):

curl curl etot = k2etot in Ω+, (1.39a)

etot × ν = 0 on Γ, (1.39c)

|x|
(

curl escat × x

|x|
− ikescat

)
→ 0 as |x| → ∞, (1.39b)

where einc is the incident field, escat is the scattered field, and etot = escat + einc is the
total field. The incident field einc satisfies curl curl einc = k2einc, and is commonly taken
to be a plane wave given by einc = peikx·d, where p is a non-zero vector representing the
polarisation of the wave and d is a unit vector perpendicular to p that gives the direction
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of the plane wave.

There are three widely used boundary integral formulations of this problem: the electric
field (EFIE), magnetic field (MFIE) and combined field (CFIE) integral equations. Each
of these integral equations comes in two forms: direct and indirect. The direct forms are
derived by taking trace of representation formula (1.88); the indirect forms are derived
by representing the solution in terms of a non-physical unknown, as in (1.91) and (1.92),
then taking the traces of this representation.

In this section, we present the integral equations in the form

Bρ = Cγ+
t e

inc, (2.58)

where ρ is unknown, and B and C are boundary operators. We call this the strong form of
the equation. In order discretise and solve the equations, we will write them in the form:
Find ρ ∈H−1/2

× (divΓ,Γ) such that

⟨Bρ,µ⟩τ =
〈
Cγ+

t e
inc,µ

〉
τ

∀µ ∈H−1/2
× (divΓ,Γ). (2.59)

This form is called the weak or variational form of the equation.

— 2.4.1 —

The electric field integral equation (EFIE)

The EFIE is widely used in applications for low-frequency scattering from closed and open
surfaces. To derive the direct EFIE, we begin with the representation formula (1.88), and

take e(x) =

escat(x) if x ∈ Ω+

0 if x ∈ Ω–
. Using the boundary condition (1.39c), this leads to

the following representation formula in Ω+.

escat = −Hγ+
t e

scat − Eγ+
N,ke

scat

= Hγ+
t e

inc − Eπ, (2.60)

where π := γ+
N,ke

scat. Taking the tangential trace of this representation formula leads to
the strong form direct EFIE,

Eπ = (12 Id+ H)γ+
t e

inc. (2.61)

To derive the indirect EFIE, we represent the scattered field in terms of a non-physical
unknown λ ∈H−1/2

× (divΓ,Γ), as in (1.91),

escat = −Eλ. (2.62)
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Taking the tangential trace of this representation leads to the indirect EFIE,

Eλ = γ+
t e

inc. (2.63)

—
Calderón preconditioning

By itself the EFIE is ill-conditioned, making either direct solvers or efficient precondition-
ing necessary. The identity (1.117) provides an efficient preconditioning strategy: from
the top-left block of A2 = 1

4 Id, it follows that E2 = −1
4 Id+ H2.

The eigenvalues of E accumulate at 0 and ∞ making discretisations of this operator
highly ill-conditioned. However, the operator H is compact on smooth surfaces [58, Section
5.5], and so the eigenvalues of E2 accumulate at −1

4 . This means that we can expect
discretisations of E2 to be well-conditioned. By applying the operator E to (2.61), we
obtain the Calderón preconditioned direct EFIE,

E2π = E(12 Id+ H)γ+
t e

inc. (2.64)

By doing the same to (2.63), we obtain the Calderón preconditioned indirect EFIE,

E2λ = Eγ+
t e

inc. (2.65)

— 2.4.2 —

The magnetic field integral equation (MFIE)

The MFIE is a valid formulation on closed domains. Its advantage compared to the
EFIE is that on smooth domains, it is a compact perturbation of the identity operator
and therefore well suited to iterative solvers. However, the robust implementation of the
MFIE on non-smooth domains requires the use of the stable pairing of discrete spaces
[30] satisfying assumption 2.1. These discrete spaces will be discussed in more detail in
section 2.4.4.

The direct MFIE is derived from (2.60) by taking the Neumann trace. This leads to
the strong form of the direct MFIE,

(
H+ 1

2 Id
)
π = −Eγ+

t e
inc. (2.66)

To derive the indirect MFIE, we represent the scattered field in terms of a non-physical
unknown ξ ∈H−1/2

× (divΓ,Γ), as in (1.92),

escat = −Hξ. (2.67)
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Taking the tangential trace of this representation leads to the indirect MFIE,

(
H− 1

2 Id
)
λ = γ+

t e
inc. (2.68)

— 2.4.3 —

The combined field integral equation (CFIE)
While the EFIE and MFIE are efficient for low-frequency Maxwell problems, they lead to
break-down close to interior resonances. The CFIE is immune to breakdown at resonances
and is therefore particularly suitable for high-frequency scattering problems.

Here, we focus on the direct CFIE and the stable version of it derived in [29]. This is
derived from the representation formula (2.60): this representation formula leads to both
the direct EFIE (2.61) and the direct MFIE (2.66). Applying a regularising operator R to
the EFIE then adding the MFIE [29] leads to the strong from of the direct CFIE,

(
−RE+ 1

2 Id+ H
)
π = −R(12 Id+ H)γ+

t e
inc − Eγ+

t e
inc. (2.69)

Frequently, the EFIE component is multiplied with a complex scalar. This is not necessary
here, as in our implementation the electric field operator itself is already scaled with i.
A common choice for the regularisation operator is R = Eik, the electric field integral
operator with wavenumber ik.

Another construction of the CFIE based on the use of the BC spaces that we will
look at in section 2.4.4 was presented in [5]. In particular, the treatment of the MFIE
component in that paper differs from the proposed formulation in this section.

— 2.4.4 —

Discrete spaces
In the previous section, we derived boundary integral equations for Maxwell problems.
In order to approximately solve these equations, we first write them in weak form and
discretise them.

In general, the integral equations in the previous section can be written in weak form
as: Find ρ ∈H−1/2

× (divΓ,Γ) such that

⟨Bρ,µ⟩τ =
〈
Dγ+

t e
inc,µ

〉
τ

∀µ ∈H−1/2
× (divΓ,Γ). (2.70)

This can be written using the L2 inner product ⟨·, ·⟩Γ as: Find ρ ∈ H−1/2
× (divΓ,Γ) such

that

⟨Bρ,η⟩Γ =
〈
Dγ+

t e
inc,η

〉
Γ

∀η ∈H−1/2
× (curlΓ,Γ). (2.71)

To discretise this, we take Vh ⊂H
−1/2
× (divΓ,Γ) and Ṽh ⊂H

−1/2
× (curlΓ,Γ), and solve the
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p+i

p−i

li

T+
i

T−
i

r
−
p
+i

RTi(r)

NCi(r)

Figure 2.13: Two adjacent triangles on which Raviart–Thomas (RT) and Nédélec (NC) basis functions are
defined.

finite dimensional problem: Find ρh ∈ Vh such that

⟨Bρh,ηh⟩Γ =
〈
Dγ+

t e
inc,ηh

〉
Γ

∀ηh ∈ Ṽh. (2.72)

In this section, we look at the basis functions we will use to define the finite dimensional
subspaces of H−1/2

× (divΓ,Γ) and H−1/2
× (curlΓ,Γ).

Let Th be a triangulation of Γ into o piecewise flat triangular elements of diameter
⩽ h. Let Tj (for j = 1, ..., o) by the triangular elements and let pi (for i = 1, ..., n) be
the vertices of the triangulation. Typically, we will define the basis functions of our finite
dimensional subspaces to have support on a small group of triangles.

An overview of other bases that can be used to discretiseH−1/2
× (divΓ,Γ) andH−1/2

× (curlΓ,Γ),
as well as other spaces, can be found in [49].

—
Raviart–Thomas and Nédélec basis functions

The most commonly used discretisations of the spacesH−1/2
× (divΓ,Γ) andH−1/2

× (curlΓ,Γ)
are Raviart-Thomas (RT) div-conforming [65] and Nédélec (NC) curl-conforming [57] basis
functions.

For the ith edge in a mesh, between two triangles T+
i and T –

i , the order 0 RT basis
function is defined by

ϕi(r) :=


1

2A+
i

(r − p+
i ) if r ∈ T+

i

− 1
2A–

i
(r − p–

i ) if r ∈ T –
i

0 otherwise

, (2.73)
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Figure 2.14: Div-conforming Raviart–Thomas (left) and curl-conforming Nédélec (right) order 0 basis
functions.

where A+
i and A–

i are the areas of T+
i and T –

i , and p–
i and p+

i are the corners of T+
i and

T –
i not on the shared edge, as shown in figure 2.13. For the same edge, the order 0 NC

basis function may be defined by

ψi(r) := ν × ϕi(r). (2.74)

Example RT and NC order 0 basis functions are shown in figure 2.14.
We let RT0

h(Γ) = span{ϕ1, ...,ϕm} and NC0
h(Γ) = span{ψ1, ...,ψm} be the function

spaces spanned by these basis functions.
The RT basis functions are closely related to the Rao–Wilton–Glisson (RWG) basis

functions presented in [64]. These are defined by

ζi(r) := liϕi(r) =


li

2A+
i

(r − p+
i ) if r ∈ T+

i

− li
2A–

i
(r − p–

i ) if r ∈ T –
i

0 otherwise

, (2.75)

where li is the length of the shared edge, and all other terms are as above. We define the
scaled curl-conforming dual basis functions of the RWG functions as

ςi(r) := liψi(r) = ν × ζi(r). (2.76)

We let RWG0
h(Γ) = span{ζ1, ..., ζm} and SNC0

h(Γ) = span{ς1, ..., ςm} be the function
spaces spanned by these basis functions.

In Bempp, the spaces RT0
h(Γ), NC0

h(Γ), RWG0
h(Γ) and SNC0

h(Γ) may be created
with the following lines of Python.

rt_space = bempp.api.function_space(grid, "RT", 0)
nc_space = bempp.api.function_space(grid, "NC", 0)
rwg_space = bempp.api.function_space(grid, "RWG", 0)
snc_space = bempp.api.function_space(grid, "SNC", 0)
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—
Buffa–Christiansen spaces

The space of div-conforming RT functions has a subspace that is quasi-orthogonal to the
space of curl-conforming Nédélec functions [27, section 3.1]. Due to this, the antisymmetric
bilinear form, as defined in (1.29), on the discrete RT space is not inf-sup stable. The
motivation for Buffa–Christiansen (BC) basis functions is to find a space of functions that
are div-conforming but behave like curl-conforming functions, as this will recover inf-sup
stability.

Following [16], we define this space by first taking the barycentric refinement of the grid.
We pick an edge ei in the unrefined coarse mesh, and we let vj and vk be the two vertices
(in the coarse grid) that it joins. Let ẽj1 , ẽj2 , ..., ẽj2m1

be the edges in the barycentrically
refined grid that meet the vertex vj , with ẽj1 equal to half of the edge ei, and the rest
of the edges ordered in an anticlockwise direction. Similarly, let ẽk1 , ẽk2 , ..., ẽk2m2

be the
edges in the barycentrically refined grid that meet the vertex vk, with ẽk1 equal to half of
the edge ei, and the rest of the edges ordered in an anticlockwise direction. Finally, we let
ẽi1 and ẽi2 be the two edges in the barycentrically refined grid that meet the midpoint of
the edge ei but are not part of the edge ei. An example of this labelling of edges in this
way is shown in figure 2.15.

We now define a basis function, ξi, by

ξi =

2m2∑
l=2

m2 + 1− l
2m2

ζ̃kl −
2m1∑
l=2

m1 + 1− l
2m1

ζ̃jl +
1
2 ζ̃i1 +

1
2 ζ̃i2 , (2.77)

where ζ̃l are the RWG basis functions on the barycentrically refined grid, assumed to
be directed in an anticlockwise direction around the two vertices, and pointing from vj

towards vk on the edges ẽi1 and ẽi2 . Example coefficients used to define a basis function
ξi are shown in figure 2.16.

For a BC basis function, ξi, we may also define the rotated Buffa–Christiansen (RBC)
basis function, in an analogous way to (2.74), by

χi(r) := ν × ξi(r). (2.78)

Example BC and RBC basis functions are shown in figure 2.17.
We let BC0

h(Γ) = span{ξ1, ..., ξm} and RBC0
h(Γ) = span{χ1, ...,χm} be the function

spaces spanned by these basis functions.
The following inf-sup stability result, expressed here using the antisymmetric product

⟨·, ·⟩τ , is shown in [16].

Proposition 2.3. There exists C > 0 such that

inf
µ∈RWG0

h(Γ))
sup

η∈BC0
h(Γ)

⟨µ,η⟩τ
∥µ∥

H
−1/2
× (div,Γ) ∥η∥H−1/2

× (div,Γ)
⩾ 1

C
. (2.79)
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ẽk3
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ẽk8
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ẽj10

Figure 2.15: An example labelling of the edged used in the definition of the BC basis functions.
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Figure 2.16: The coefficients used to define a BC basis function in terms of RWG basis functions on the
barycentrically refined grid. The support of the BC function is shaded in orange.

Figure 2.17: A div-conforming and quasicurl-conforming Buffa–Christansen basis function (left), and a
curl-conforming and quasidiv-conforming rotated Buffa–Christansen basis function (right).
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import numpy as np
import bempp.api
from bempp.api.operators.boundary.sparse import identity

grid = bempp.api.shapes.regular_sphere(3)
rwg_space = bempp.api.function_space(grid, "B-RWG", 0)
rbc_space = bempp.api.function_space(grid, "RBC", 0)
snc_space = bempp.api.function_space(grid, "B-SNC", 0)
id1 = identity(rwg_space , rwg_space , snc_space).weak_form()
id2 = identity(rwg_space , rwg_space , rbc_space).weak_form()

print(np.linalg.cond(bempp.api.as_matrix(id1).todense()))
print(np.linalg.cond(bempp.api.as_matrix(id2).todense()))

Figure 2.18: Computing the condition number of the RWG0
h(Γ)–SNC0

h(Γ) and the RWG0
h(Γ)–RBC0

h(Γ)
mass matrices in Bempp. The values computed are 7.7× 1017 and 3.60.

Proof. [16, proposition 3.14].

Using the L2 inner product, this result can be written as follows.

Proposition 2.4. There exists C > 0 such that

inf
µ∈RWG0

h(Γ))
sup

η∈RBC0
h(Γ)

⟨µ,η⟩Γ
∥µ∥

H
−1/2
× (div,Γ) ∥η∥H−1/2

× (curl,Γ)
⩾ 1

C
(2.80)

inf
µ∈SNC0

h(Γ))
sup

η∈BC0
h(Γ)

⟨µ,η⟩Γ
∥µ∥

H
−1/2
× (curl,Γ) ∥η∥H−1/2

× (div,Γ)
⩾ 1

C
. (2.81)

In Bempp, the spaces BC0
h(Γ) and RBC0

h(Γ) spaces may be created with the following
lines of Python.

bc_space = bempp.api.function_space(grid, "BC", 0)
rbc_space = bempp.api.function_space(grid, "RBC", 0)

We can use Bempp to compare the stability of dual pairings of the space RWG0
h(Γ)

with the spaces SNC0
h(Γ) and RBC0

h(Γ). The code in figure 2.18 computes the condition
number of mass matrices on a regular sphere grid generated from the RWG0

h(Γ)–SNC0
h(Γ)

pairing (id1) and the RWG0
h(Γ)–RBC0

h(Γ) pairing (id2).
For the condition number of id1 the code computes a value of 7.7 × 1017 and for the

condition number of id2 it computes a value of 3.60. We note that in the definitions of the
spaces in figure 2.18 we have used the identifiers B-RWG and B-SNC instead of RWG and SNC.
The reason is that the RBC spaces are defined over barycentric refinements of the grid.
So we need to tell also the other space definitions to internally use barycentric refinements
of the grid (even though the actual spaces are defined on the coarse grid), which is done
by prepending B- in the definitions.
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— 2.4.5 —

Stable discretisation of the multitrace operator
As we did in section 2.3, we now look to discretise the multitrace operator A, so that the
product A2 can be stably computed on the discrete level. Denote by

A :=

[
H1 E1

−E2 H2

]
, (2.82)

the discretisation of the operator A. Here, E1 and E2 are discretisations of electric field
operators and H1 and H2 are discretisations of magnetic field operators. A choice of
spaces for the operators is shown in the table below.

Matrix Operator Domain Range Dual to Range

H1 Magnetic RWG0
h(Γ) RWG0

h(Γ) RBC0
h(Γ)

E1 Electric BC0
h(Γ) RWG0

h(Γ) RBC0
h(Γ)

E2 Electric RWG0
h(Γ) BC0

h(Γ) SNC0
h(Γ)

H2 Magnetic BC0
h(Γ) BC0

h(Γ) SNC0
h(Γ)

These choices of spaces lead to all mass matrices in the discretisation of A2 being the
invertible RWG0

h(Γ)–RBC0
h(Γ) or BC0

h(Γ)–SNC0
h(Γ) pairings. This choice of spaces is

based on representing the tangential trace with an RWG space and the Neumann trace
with a BC space. Alternatively, one could use a BC space for the electric component and
an RWG space for the magnetic component. This would lead to a discretisation in which
E1 and E2 are swapped and H1 and H2 are swapped.

Using the Bempp library, the stable multitrace operator may be created using the
following lines of Python.

from bempp.api.operators.boundary import maxwell
multitrace = maxwell.multitrace_operator(grid, k)

We may then create the exterior Calderón projector with the following lines.

from bempp.api.operators.boundary import sparse
identity = sparse.multitrace_identity(grid, spaces="maxwell")
calderon = 0.5 * identity - multitrace

Now that we have a stable discretisation of the Calderón projector, we can look at how
its properties on the continuous level carry across to the discrete level.

The result of applying the Calderón projector to any two tangential functions is a
pair of compatible Cauchy data, as shown in lemma 1.10. Figure 2.19 shows the result of
applying the Calderón projector to the tangential traces of the constant vector (1, 0, 0).

As we saw in section 1.4, we know that [C+]2 = C+, and so applying the Calderón
projector a second time to the result should leave the result unchanged. The full Python
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(a) Approximations of the tangential trace of (1, 0, 0) in RWG (left) and BC (right) spaces on a discretised
cube with 2202 edges.

(b) The result of applying the Calderón projector to the functions in figure 2.19a. These functions are (up
to discretisation error) valid exterior Maxwell Cauchy data.

Figure 2.19: Visualisation of the Calderón projector applied to the function (1, 0, 0). The Python code
used to do this is given in figure 2.20, where it is confirmed by applying the Calderón projector a second
time that the functions in figure 2.19b are indeed Maxwell Cauchy data.
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import bempp.api
from bempp.api.operators.boundary import maxwell
from bempp.api.operators.boundary import sparse
import numpy as np

k = 2

grid = bempp.api.shapes.cube(h=0.1)
multitrace = maxwell.multitrace_operator(grid, k)
identity = sparse.multitrace_identity(grid, spaces='maxwell')

calderon = 0.5 * identity - multitrace

def tangential_trace(x, n, domain_index , result):
result[:] = np.cross(np.array([1, 0, 0]), n)

electric_trace = bempp.api.GridFunction(
space=calderon.domain_spaces[0],
fun=tangential_trace ,
dual_space=calderon.dual_to_range_spaces[0])

magnetic_trace = bempp.api.GridFunction(
space=calderon.domain_spaces[1],
fun=tangential_trace ,
dual_space=calderon.dual_to_range_spaces[1])

traces_1 = calderon * [electric_trace , magnetic_trace]
traces_2 = calderon * traces_1
electric_error = (traces_2[0] - traces_1[0]).l2_norm() / traces_1[0].l2_norm()
magnetic_error = (traces_2[1] - traces_1[1]).l2_norm() / traces_1[1].l2_norm()

Figure 2.20: Applying the Calderón projector to the tangential trace of the constant vector (1, 0, 0) for
the electric and magnetic trace, and computing the error in the magnetic and electric trace between the
application of

[
C+]2 and C+ to this trace data. The error electric_error in the electric component is

9.8× 10−3 and the error magnetic_error in the magnetic component is 7.4× 10−3.
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example code for this calculation is given in figure 2.20. traces_1 and traces_2 should
agree up to discretisation error, and indeed, the error electric_error in the electric
component is 9.8 × 10−3 and the error magnetic_error in the magnetic component is
7.4× 10−3.

— 2.4.6 —

Implementational Details
The discrete multitrace operator A consists of the two magnetic field operator discretisa-
tionsH1 andH2, and the two electric field operator discretisationsE1 andE2. In practice,
we only create two operators Ẽ, and H̃, using RWG basis functions on the barycentrically
refined grid. Let M̃ be the L2 mass matrix associated with this RWG space, defined by

M̃ij =

∫
Γ
ζi · ζj , (2.83)

where ζi is the ith RWG basis function on the barycentrically refined grid. Let nowMRWG

be the mass matrix obtained from trial functions in the RWG space on the barycentrically
refined grid, and test functions from the original RWG space on the coarse grid. We
correspondingly define the mass matrix MBC with test functions from the BC space on
the original coarse grid. The operators Ei, and Hi, i = 1, 2, are now given as

H1 =MBCM̃
−1H̃M̃−1MT

RWG, E1 =MBCM̃
−1H̃M̃−1MT

BC, (2.84a)

H2 =MRWGM̃
−1H̃M̃−1MT

BC, E2 =MRWGM̃
−1H̃M̃−1MT

RWG. (2.84b)

We note that due to the definitions of the rotated spaces, the mass matrices MSNC and
MRBC are equal to MRWG and MBC, and so the mass matrices on the left can be written
using non-rotated spaces.

In [2], a similar construction of the matrices is suggested. The difference is that their
permutation matrices that represent the basis functions on the coarse mesh in terms of
basis functions on the barycentric refinement are stated explicitly.

The implicit construction here has the advantage that it is independent of the particular
space. All that is needed is the ability to construct mass matrices, which is often already
available. A potential performance pitfall is the application of the mass matrix inverse of
M̃ for each matrix vector product with Ei or Ej . We automatically precompute the LU
decomposition of M̃ . Even for fairly large meshes this is done in a few seconds.

— 2.4.7 —

Numerical results
In this section, we present code snippets showing how to use Bempp to solve the EFIE
(2.63), Calderón preconditioned EFIE (2.65), MFIE (2.68), and CFIE (2.69), and present
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import bempp.api
import numpy as np

from bempp.api.operators.boundary.maxwell import multitrace_operator
from bempp.api.operators.potential.maxwell import electric_field

grid = ...
k = ...

def incident_field(x):
return np.array([np.exp(1j * k * x[2]),

0. * x[2], 0. * x[2]])

def tangential_trace(x, n, domain_index , result):
result[:] = np.cross(incident_field(x), n, axis=0)

multitrace = multitrace_operator(grid, k)
bc_space = multitrace.range_spaces[1]
snc_space = multitrace.dual_to_range_spaces[1]

grid_fun = bempp.api.GridFunction(
bc_space, fun=tangential_trace ,
dual_space=snc_space)

E2 = -multitrace[1, 0]
E1 = multitrace[0, 1]
op = E1 * E2
rhs = E1 * grid_fun

sol, info = bempp.api.linalg.gmres(op, rhs, use_strong_form=True)
eval_points = ...
efie_pot = electric_field(sol.space, eval_points , k)
field = -efie_pot * sol

Figure 2.21: Code snippet to solve the Calderón preconditioned EFIE.

some comparisions between the three equations. The difference in the performance of
the direct and indirect formulations is small; in this section we focus on the indirect
formulations, although similiar results would be found for the direct formulations. In each
of the examples in this section, we set Bempp’s GMRES parameter use_strong_form to
True, enabling mass matrix preconditioning.

To discretise the EFIE, it is typical to use RWG/SNC trial and dual spaces to discretise
the operator E. These match the spaces we used for the discretisation of E2 above, so we
use this discretisation here.

For the Calderón preconditioned EFIE, we multiply the discrete strong form of E2 with
the operator E1. This coincides with the product that is formed in the bottom left block
when the discretisation of A2 is formed using the discretisation of A above. In figure 2.21
we show the Bempp implementation of the Calderón preconditioned indirect EFIE.

To discretise the MFIE, we use RWG spaces for the domain and range space and RBC
spaces for the dual space, as we did above when discretising H1. This space choice is
necessary to ensure a stable discretisation [30]. The MFIE can be implemented as shown
in the code snippet in figure 2.22.



74 Matthew W. Scroggs

from bempp.api.operators.potential.maxwell import magnetic_field

calderon = ...
tangential_trace = ...
rwg_space = calderon.domain_spaces[0]
rbc_space = calderon.dual_to_range_spaces[0]

rhs = bempp.api.GridFunction(
rwg_space , fun=tangential_trace ,
dual_space=rbc_space)

op = -calderon[0, 0]
sol, info = bempp.api.linalg.gmres(op, rhs, use_strong_form=True)

eval_points = ...
mfie_pot = magnetic_field(sol.space, eval_points , k)
field = -mfie_pot * sol

Figure 2.22: Code snippet for the implementation of the MFIE in Bempp.

For the CFIE, we use an RWG space for the unknown Neumann trace π. Hence,
we swap E1 and E2, and H1 and H2 in the discretisation of the Calderón projector as
discussed in section 2.4.5. It follows that we discretise H and E on the left-hand side of
(2.69) with H1 and E2. The operator E2 maps from RWG into BC, while H1 maps from
RWG into RWG. We therefore require a discretisation of R that maps from the BC space
to the RWG space. We could for example choose the operator E1, but this operator is
not injective at interior electric eigenvalues. The solution is to choose E1 based on the
wavenumber ik, instead of k (see [29]). On the right-hand side of the CFIE, we discretise
H with H2 and E with E1 to stay compatible with the corresponding direct EFIE and
direct MFIE formulations. We can easily implement this in the framework of Bempp with
the code snippet in figure 2.23.

In this section, we compare these methods using three test problems: The first test
problem is the problem where Ω– is the unit sphere, einc =

[
eikz, 0, 0

]
is the incident

wave, and k = 2. The second test problem is the problem where Ω– is the NASA almond
benchmarking shape (the almond, as defined in [82], is approximately 0.25 units long, 0.1
units wide, and 0.03 units tall), einc = [0, 0, eikx] is the incident wave, and k = 20π. The
third test problem is the problem where Ω– is a level 1 Menger sponge, einc = peikd·x

with p = [−1, 2, 0] is the incident wave, and k = 5. The solutions of the second and third
problems, computed using the Calderón preconditioned EFIE, are shown in figure 2.24

For the problem on the sphere, we discretise EFIE, Calderón preconditioned EFIE,
MFIE, and CFIE on a series of triangular grids with different levels of refinement. The
number of GMRES iterations required to solve the linear system arising from each equation
are shown in figure 2.25.

Here, it can be seen that Calderón preconditioning is highly effective for the EFIE: the
number of iterations required to solve the EFIE (orange triangles) rises quickly as the grid
is refined, but the number required to solve the preconditioned EFIE (red circles) remains
below 10. Due to the ill-conditioning of the standard EFIE, it is not a feasible to use it



Chapter 2. A discrete algebra for Calderón operators 75

multitrace = ...
multitrace_scaled = ...
identity = ...
tangential_trace = ...

rwg_space = multitrace.domain_spaces[0]
snc_space = multitrace.dual_to_range_spaces[1]
bc_space = multitrace.domain_spaces[1]
rbc_space = multitrace.dual_to_range_spaces[0]

calderon = 0.5 * identity + multitrace
grid_fun = bempp.api.GridFunction(

bc_space, fun=tangential_trace ,
dual_space=snc_space)

R = multitrace_scaled[0, 1]
E1 = multitrace[0, 1]
E2 = -multitrace[1, 0]
mfie1 = calderon[0, 0]
mfie2 = calderon[1, 1]

rhs = -R * mfie2 * grid_fun - E1 * grid_fun
op = -R * E2 + mfie1
sol, info = bempp.api.linalg.gmres(op, rhs, use_strong_form=True)

Figure 2.23: Code snippet for the implementation of the CFIE in Bempp.
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Figure 2.24: Slice at z = 0 of squared electric field density of the wave einc = [0, 0, eikx], with k = 20π,
scattering off the NASA almond, computed using the indirect Calderón preconditioned EFIE discretised
on a grid with 2442 edges (left); and slices at z = 0.5 and y = 0.5 of squared electric field density of the
wave einc = peikd·x, with p = [−1, 2, 0], d = [ 2√

5
, 1√

5
, 0], and k = 5 scattering off a level 1 Menger sponge,

computed using the indirect Calderón preconditioned EFIE discretised on a grid with 4680 edges (right).
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Figure 2.25: The number of GMRES iterations taken to solve the EFIE (orange triangles), Calderón
preconditioned EFIE (red circles), MFIE (blue squares), and CFIE (black diamonds) to a tolerance of
1× 10−5 for scattering from the unit sphere. Each equation has had mass matrix preconditioning applied.

to solve actual problems, and so we exclude it from all further examples. In what follows,
all mentions of the EFIE refer to the Calderón preconditioned EFIE.

In figure 2.25, it can be seen that the MFIE and CFIE are both well-conditioned. The
EFIE has the lowest iteration count, but in many cases the MFIE will be the most efficient
method: this is due to each iteration of the EFIE requiring two applications of a boundary
operator, while the MFIE only requires one per iteration.

The EFIE and MFIE are more efficient than the CFIE for low frequency problems,
but they are both prone to ill-conditioning near interior resonances. This can be seen in
figure 2.26, which shows the GMRES iteration counts for the EFIE (red circles), MFIE
(blue squares), and CFIE (black diamonds) for the problem on the unit sphere as the
wavenumber k is increased. Close to k = 12.5 there is an interior resonance of the sphere.
In the neighbourhood of this, the numbers of iterations taken to solve the EFIE and MFIE
increase rapidly. The number of iterations taken to solve the CFIE, however, remains
bounded, as the CFIE formulation used here is immune to these resonances. For this
reason, the CFIE is more suitable for higher frequency problems.

The convergence of the GMRES resisduals for the problems on the NASA Almond
(discretised using a grid with 2442 edges) and the Menger sponge (discretised using a grid
with 4680 edges) are shown in figure 2.27. As for the problem on the sphere, it can be seen
that the EFIE converges in the lowest number of iterations. Again we note that the MFIE
may still be the most efficient method, as the EFIE and CFIE require multiple boundary
operator applications per iteration.

— — —
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Figure 2.26: The number of GMRES iterations needed to solve the Calderón preconditioned EFIE (red
circles), MFIE (blue squares) and CFIE (black diamonds), for the problem on the unit sphere with 4809
grid edges as the wavenumber increases. Close to k = 12.5 there is an interior resonance, which causes the
number of iterations for the EFIE and MFIE to explode, while the CFIE’s iteration count stays small.
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Figure 2.27: The convergence of the GMRES residual for the problem on a NASA almond (left) and a
level 1 Menger sponge (right) for the Calderón preconditioned EFIE (red circles), MFIE (blue squares),
and CFIE (black diamonds).
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Figure 2.28: Slices of the squared electric field density of the wave einc = [0, 0, eikx], with k = 8, scattering
off a perfectly conducting cake, computed using the Calderón preconditioned EFIE discretised on a grid
with 3225 edges.

Now that you’ve finished reading chapter 2, why not take a break and have a slice of
figure 2.28 before reading on.
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Chapter 3

Weak imposition of boundary
conditions

Weak imposition of boundary conditions has been very successful in the context of finite
element methods. In particular, Nitsche’s method [60] has recently received increased
interest in the scientific computation community. This chapter discusses how the idea
behind this type of method can be applied in the context of boundary element methods
to impose different types of boundary condition in a unified framework.

Weak imposition of boundary conditions here means that neither the Dirichlet trace
nor the Neumann trace is imposed exactly, instead an h-dependent boundary condition
is imposed that is weighted in such a way that optimal error estimates may be derived
and the exact boundary condition is recovered in the asymptotic limit. Methods based
on Nitsche’s method have been succesfully utilised for boundary element method domain
decomposition problems, where they have been used to impose interface conditions at 1D
interfaces between segments of 2D screens embedded in 3D space [37, 24]. Our approach
instead focusses on imposing boundary conditions on the 2D boundary of a single domain
problem through the addition of penalty terms to a general formulation written in terms
of the multitrace operator, in a similar vein to the method discussed in [3] for the finite
element method.

The use of systems of boundary integral equations for problems with mixed boundary
conditions is quite classical [32, 77, 80, 81]. While these papers require the assembly of
boundary operators on subsets of the boundary mesh, the penalty method proposed in
this chapter requires only the addition of sparse mass matrices to the multitrace opera-
tor assembled on the entire mesh. In addition to the greater simplicity of the resulting
formulation, this method has the advantage that the sparse penalty terms only affect the
entries in the matrix for near interactions: this gives the resulting system a structure that
can be utilised when designing effective preconditioners.

This approach may not be competitive in the simple case of pure Dirichlet or Neumann
conditions due to the increase in the number of unknowns. Therefore the main focus of
this work is on more complex situations.

The proposed framework is flexible and allows for the design of a range of different
methods depending on the choice of weights and residuals. We will present a sample of
possible methods with the ambition of showing the versatility of the framework rather
than claiming that for each case the choices are optimal.
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While the present chapter focuses on weak imposition of boundary conditions through
Nitsche type coupling for BEM, ultimately the goal is to develop a framework for complex
BEM/BEM and FEM/BEM multiphysics coupling situations. Existing approaches here
are often built upon FETI and BETI type methods [50, 51]. While BETI is usually
formulated in terms of Steklov–Poincaré operators, the framework proposed in this chapter
builds directly upon Calderón projectors of the subdomains.

For the method proposed in the present work the multi-domain coupling will take a
form similar to that using Nitsche’s method in the FEM/FEM coupling setting of [8];
see also the FEM/BEM coupling of [23] where a Nitsche’s method for the coupling was
proposed, using the Steklov-Poincaré operator for the BEM system.

An important application area for the presented weak imposition of boundary con-
ditions are inverse problems with unknown boundary conditions. Since the boundary
condition only enters through a sparse operator this can be easily updated in each step of
a solver iteration, while the boundary integral operators only need to be computed once.
In particular, for reconstruction of the coefficient in a Robin condition (see eg [45] for a
finite element approach and [6] for a detailed analysis of the stability of this problem), the
robustness with respect to the coefficient of the present method is an advantage.

This chapter is based on the material in [9].

— 3.1 —

Weak imposition of boundary conditions on
Laplace’s equation

In this chapter, we focus on the interior Laplace problem (1.37): Find u ∈ H1(∆,Ω–) such
that

−∆u = 0 in Ω–, (1.37a)

u = gD on ΓD, (1.37c)
∂u

∂ν
= gN on ΓN, (1.37d)

∂u

∂ν
=

1

ε
(gD − u) + gN on ΓR. (1.37e)

We assume for simplicity that the boundaries between ΓD, ΓN and ΓR coincide with edges
between the faces of Γ. We assume that gD ∈ H1/2(ΓD ∪ ΓR) and gN ∈ L2(ΓN ∪ ΓR).
Observe that, by the Lax–Milgram lemma, there exists a unique solution to (1.37). We
assume that u ∈ H3/2+ϵ(Ω–) for some ϵ > 0.

This section will focus on four model cases: non-homogeneous Dirichlet conditions,
non-homogeneous Neumann conditions, mixed Dirichlet–Neumann boundary conditions,
and Robin conditions of the form (1.37e).
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For the Robin boundary condition, we will use the ideas of Juntunen and Stenberg
[47]. A salient feature of this type of imposition of the Robin condition is that it is robust
under singular perturbations. Indeed regardless of the Robin coefficient, the conditioning
of the resulting system matrix is no worse than for the Neumann or the Dirichlet problem.

To quantify the two traces we introduce the product space

V := H1/2(Γ)× (H−1/2(Γ) ∩ L2(ΓN ∪ ΓR)).

The additional regularity on the flux variable is required later when imposing Neumann
and Robin conditions. We also introduce the associated norm, defined for (v, µ) ∈ V by

∥(v, µ)∥V := ∥v∥H1/2(Γ) + ∥µ∥H−1/2(Γ) .

For a more compact notation, we introduce the Calderón form, defined for (w, η), (v, µ) ∈
V by

C[(w, η), (v, µ)] :=
〈
(12 Id− K)w, µ

〉
Γ
+ ⟨Vη, µ⟩Γ +

〈
(12 Id+ K′)η, v

〉
Γ
+ ⟨Ww, v⟩Γ . (3.2)

We may then rewrite the Calderón identities (1.58) and (1.59) as

C[(u, λ), (v, µ)] = ⟨u, µ⟩Γ + ⟨λ, v⟩Γ , (3.3)

where (u, λ) ∈ V is the solution of the problem.
We will also frequently use the multitrace form, defined for (w, η), (v, µ) ∈ V by

A[(w, η), (v, µ)] := −⟨Kw, µ⟩Γ + ⟨Vη, µ⟩Γ +
〈
K′η, v

〉
Γ
+ ⟨Ww, v⟩Γ . (3.4)

Using this, we may rewrite (3.3) as

A[(u, λ), (v, µ)] = 1
2 ⟨u, µ⟩Γ + 1

2 ⟨λ, v⟩Γ . (3.5)

Using the results in lemmas 1.3 to 1.5, we obtain the continuity and coercivity of A.

Lemma 3.1 (Continuity). There exists C > 0 such that

|A[(w, η), (v, µ)]| ⩽ C ∥(w, η)∥V ∥(v, µ)∥V ∀(w, η), (v, µ) ∈ V.

Proof. Use the results (iii) and (iv) from lemma 1.5.

Lemma 3.2 (Coercivity). There exists α > 0 such that

α
(
|v|2

H
1/2
∗ (Γ)

+ ∥µ∥2H−1/2(Γ)

)
⩽ A[(v, µ), (v, µ)] ∀(v, µ) ∈ V.

Proof. Use the coercivity of V and W from lemmas 1.3 and 1.4 and let α = min(αW, αV).



82 Matthew W. Scroggs

We now proceed to derive boundary integral formulations of the problem (1.37), that
we will then discretise to arrive at BEM formulations. Let (u, λ) ∈ V be the solution of
the problem we are solving, and let (v, µ) ∈ V. We assume that the boundary condition
may be written as

RΓ(u, λ) = 0. (3.6)

The idea that we will exploit in the following is simply to add a suitably weighted weak
form of this constraint to the Calderón form (3.3). Formally, this leads to an expression
of the form

C[(u, λ), (v, µ)] = ⟨u, µ⟩Γ + ⟨λ, v⟩Γ + ⟨RΓ(u, λ), β1v + β2µ⟩Γ , (3.7)

or equivalently

A[(u, λ), (v, µ)] = 1
2 ⟨u, µ⟩Γ + 1

2 ⟨λ, v⟩Γ + ⟨RΓ(u, λ), β1v + β2µ⟩Γ , (3.8)

where β1 and β2 are problem-dependent scaling operators that will be chosen as a function
of the physical parameters in order to obtain robustness of the method.

— 3.1.1 —

Dirichlet boundary condition

In this section, we assume that ΓD ≡ Γ and consider the resulting Dirichlet problem. We
choose β1 = β

1/2
D , β2 = β

−1/2
D , where βD will be identified with a mesh-dependent penalty

parameter, and
RΓD(u, λ) := β

1/2
D (gD − u) (3.9)

where gD ∈ H1/2(Γ) is the Dirichlet data.

Inserting this into (3.8), we obtain

A[(u, λ), (v, µ)] = 1
2 ⟨u, µ⟩Γ + 1

2 ⟨λ, v⟩Γ +
〈
β
1/2
D (gD − u), β1/2D v + β

−1/2
D µ

〉
Γ
. (3.10)

Rearranging leads to the formulation

A[(u, λ), (v, µ)]− 1
2 ⟨λ, v⟩ΓD

+ 1
2 ⟨u, µ⟩ΓD

+ ⟨βDu, v⟩ΓD
= ⟨gD, βDv + µ⟩ΓD

. (3.11)

The boundary condition u = gD only enters this formulation through the definition of
RΓD , and is not used in the rearrangement. A number of alternative formulations could
be obtained by differently incorporating this condition, but we use this one here as it
represents the general formulation (3.5) that has only been modified by the addition of a
penalty function, and so this derivation method can be used for a wide range boundary
conditions. We also follow this same derivation method for the other problems in this
chapter, and also for the problems in chapters 4 and 5. One can compare (3.11) with the
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classical (non-symmetric) Nitsche’s method by formally identifying λ with ∂νu and µ with
∂νv (up to the multiplicative factor 1

2).
For a more compact notation, we introduce the boundary operator associated with the

non-homogeneous Dirichlet condition

BD[(u, λ), (v, µ)] := −1
2 ⟨λ, v⟩ΓD

+ 1
2 ⟨u, µ⟩ΓD

+ ⟨βDu, v⟩ΓD
, (3.12)

and the operator associated with the right hand side

LD(v, µ) := ⟨gD, βDv + µ⟩ΓD
. (3.13)

Using these and (3.11), we arrive at the following problem: Find (u, λ) ∈ V such that

A[(u, λ), (v, µ)] + BD[(u, λ), (v, µ)] = LD(v, µ) ∀(v, µ) ∈ V. (3.14)

If we set βD = 0 in (3.12) and (3.13), we obtain a penalty-free formulation for the
Dirichlet problem.

— 3.1.2 —

Neumann boundary condition
In this section, we assume that ΓN ≡ Γ and consider the resulting Neumann problem. We
choose β1 = β

−1/2
N , β2 = β

1/2
N , and define

RΓN(u, λ) := β
1/2
N (gN − λ), (3.15)

where gN ∈ L2(ΓN), with
∫
Γ gN = 0, is the Neumann data.

Proceeding as in the Dirichlet case, we obtain the formulation

A[(u, λ), (v, µ)]− 1
2 ⟨u, µ⟩ΓN

+ 1
2 ⟨λ, v⟩ΓN

+ ⟨βNλ, µ⟩ΓN
= ⟨gN, βNµ+ v⟩ΓN

. (3.16)

Defining

BN[(u, λ), (v, µ)] := −1
2 ⟨u, µ⟩ΓN

+ 1
2 ⟨λ, v⟩ΓN

+ ⟨βNλ, µ⟩ΓN
, (3.17)

LN(v, µ) := ⟨gN, βNµ+ v⟩ΓN
, (3.18)

we may write this as the variational problem: Find (u, λ) ∈
∗
V such that

A[(u, λ), (v, µ)] + BN[(u, λ), (v, µ)] = LN(v, µ) ∀(v, µ) ∈
∗
V. (3.19)

Here, we use the space
∗
V := H

1/2
∗ (ΓN)×L2(ΓN), as the solution to the Neumann problem

can only be determined up to a constant, so we include the extra condition that u = 0.
If we set βN = 0 in (3.17) and (3.18), we obtain a penalty-free formulation for the
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Neumann problem. In this case, we may take
∗
V = H

1/2
∗ (ΓN) × H−1/2(ΓN) and gN ∈

H−1/2(ΓN).

When βN > 0, observe that for the terms imposing the Neumann condition to be well
defined, we need λ ∈ L2(ΓN). This can be avoided by replacing βN with a regularising
operator R : H−1/2(ΓN)→ H1/2(ΓN). For example, we could take R = βVV, where βV ∈ R
and V is the single layer boundary operator on ΓN. This formulation with the operator
R is given in [76, (3.10) and (3.11)], where it was derived using a domain decomposition
approach where a Robin condition was used to weakly impose a Neumann condition.

The resulting formulations using βN are in general easier to analyse, since they give
control of λ on the Neumann boundary in the natural norm ∥λ∥H−1/2(ΓN).

— 3.1.3 —

Mixed Dirichlet–Neumann boundary condition

We now consider the case of mixed Dirichlet–Neumann boundary conditions, when Γ =

ΓD ∪ΓN. We note that in this case, and in the Robin case, we take V = H1/2(Γ)×L2(Γ).

Let RΓD and RΓN be defined by (3.9) and (3.15). Using the abstract form (3.8), we
obtain

A[(u, λ), (v, µ)] = 1
2 ⟨u, µ⟩Γ + 1

2 ⟨λ, v⟩Γ
+
〈
RΓD(u, λ), β

1/2
D v + β

−1/2
D µ

〉
ΓD

+
〈
RΓN(u, λ), β

−1/2
N v + β

1/2
N µ

〉
ΓN
. (3.20)

Developing (3.20), and defining

BND[(u, λ), (v, µ)] :=
1
2 ⟨u, µ⟩ΓD

− 1
2 ⟨λ, v⟩ΓD

+ ⟨βDu, v⟩ΓD

+ 1
2 ⟨λ, v⟩ΓN

− 1
2 ⟨u, µ⟩ΓN

+ ⟨βNλ, µ⟩ΓN
, (3.21)

LND(v, µ) := ⟨gD, βDv + µ⟩ΓD
+ ⟨gN, βNµ+ v⟩ΓN

, (3.22)

we arrive the variational formulation: Find (u, λ) ∈ V such that

A[(u, λ), (v, µ)] + BND[(u, λ), (v, µ)] = LND(v, µ) ∀(v, µ) ∈ V. (3.23)

If we set βD = 0 and βN = 0 in (3.21) and (3.22), we obtain a penalty-free formulation
for the mixed Dirichlet–Neumann problem. By taking ΓN = ∅ or ΓD = ∅, formulations
for both Dirichlet and Neumann problems can be obtained from (3.23).
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— 3.1.4 —

Robin conditions

For simplicity, we consider the case where Γ = ΓR. Considering the Robin condition
(1.37e), we may write, for some ε > 0,

RΓR(u, λ) := β
1/2
R

(
ε1/2(gN − λ) + ε−1/2(gD − u)

)
. (3.24)

This function is a linear combination of the Dirichlet and the Neumann conditions.

RΓR(u, λ) = αDRΓD(u, λ) + αNRΓN(u, λ), (3.25)

where αN = β
1/2
R β

−1/2
N ε1/2 and αD = β

1/2
R β

−1/2
D ε−1/2.

We take β1 = β
1/2
R and β2 = β

−1/2
R , and look for a term of the form〈

ϕRΓR(u, λ), β
1/2
R v + β

−1/2
R µ

〉
ΓR
, (3.26)

where the ϕ and βR must have the following properties to ensure that the formulation
degenerates into the formulation for the Dirichlet and Neumann problems as ε → 0 and
ε→∞.

βR → βD, αDϕ→ 1, and αNϕ→ 0 as ε→ 0,

βR → β−1
N , αNϕ→ 1, and αDϕ→ 0 as ε→∞.

It is straightforward to verify that these conditions are satisfied for the choices

ϕ :=
ε1/2

εβR + 1
, (3.27)

βR :=
εβ−1

N + βD
ε+ 1

. (3.28)

Later, we will use βD = βh−1 and βN = βh, where β is a constant, as in the mixed
Dirichlet–Neumann case.

Collecting the above considerations, we arrive at the formulation

A[(u, λ), (v, µ)] = 1
2 ⟨u, µ⟩Γ + 1

2 ⟨λ, v⟩Γ

+

〈
ε(gN − λ) + (gD − u),

βR
εβR + 1

v +
1

εβR + 1
µ

〉
ΓR

. (3.29)

Taking ε → 0, we recover the Dirichlet formulation (3.11); and taking ε → ∞ results in
the Neumann formulation (3.16).



86 Matthew W. Scroggs

By introducing

BR[(u, λ), (v, µ)] :=
1

2

〈
εβR − 1

εβR + 1
λ, v

〉
ΓR

− 1

2

〈
εβR − 1

εβR + 1
u, µ

〉
ΓR

+

〈
ε

εβR + 1
λ, µ

〉
ΓR

+

〈
βR

εβR + 1
u, v

〉
ΓR

and
LR(v, µ) :=

〈
gD + εgN,

βR
εβR + 1

v +
1

εβR + 1
µ

〉
ΓR

,

we may write this as the variational problem: Find (u, λ) ∈ V such that

A[(u, λ), (v, µ)] + BR[(u, λ), (v, µ)] = LR(v, µ) ∀(v, µ) ∈ V. (3.30)

— 3.2 —

Analysis of the Laplace single domain problem
All the methods introduced in section 3.1 are written as the sum of the multitrace operator
A and a boundary condition operator B. We write this generally as: Find (u, λ) ∈ V such
that

A[(u, λ), (v, µ)] + B[(u, λ), (v, µ)] = L(v, µ) ∀(v, µ) ∈ V. (3.31)

In this section, we analyse this general problem, then show that the analysis is applicable
to the boundary conditions discussed in section 3.1.

We now introduce the discrete product space Vh := Pkh(Γ) × DPlh(Γ). The boundary
element formulation of the generic problem (3.31) then takes the form: Find (uh, λh) ∈ Vh
such that

A[(uh, λh), (vh, µh)] + B[(uh, λh), (vh, µh)] = L(vh, µh) ∀(vh, µh) ∈ Vh. (3.32)

If we assume that (u, λ) ∈ V and (uh, λh) ∈ Vh satisfy (3.31) and (3.32), it immediately
follows that the following Galerkin orthogonality relation holds.

A[(u− uh, λ− λh), (vh, µh)] + B[(u− uh, λ− λh), (vh, µh)] = 0 ∀(vh, µh) ∈ Vh. (3.33)

We also get the following representation formula for the approximation in Ω– using (1.47).

ũh = −Kuh + Vλh. (3.34)

We will now proceed to derive some estimates for the solution of (3.32) and the recon-
struction (3.34).
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Let W be a product Hilbert space for the primal and flux variables, such that Vh ⊂W ⊂
V. Let ∥·∥B be a norm defined on W, such that for all (v, µ) ∈W, ∥(v, µ)∥B ⩾ ∥(v, µ)∥V.

To reduce the number of constants that appear, especially when proving that assump-
tion 3.4 holds, we introduce the following notation.

• If ∃C > 0, independent of h, such that a ⩽ Cb, then we write a ≲ b.

• If a ≲ b and b ≲ a, then we write a ≂ b.

For the abstract analysis, we will make use of the following standard assumptions.

Assumption 3.1 (Inf-sup condition). There exists α > 0 such that ∀(v, µ) ∈W

α ∥(v, µ)∥B ⩽ sup
(w,η)∈W\{0}

A[(v, µ), (w, η)] + B[(v, µ), (w, η)]
∥(w, η)∥B

,

and ∀(w, η) ∈W \ {0}

sup
(v,µ)∈W

|A[(v, µ), (w, η)] + B[(v, µ), (w, η)]| > 0.

Assumption 3.2 (Discrete inf-sup stability). There exists α > 0 such that ∀(vh, µh) ∈ Vh

α ∥(vh, µh)∥B ⩽ sup
(wh,ηh)∈Vh\{0}

A[(vh, µh), (wh, ηh)] + B[(vh, µh), (wh, ηh)]
∥(wh, ηh)∥B

,

and ∀(wh, ηh) ∈ Vh \ {0}

sup
(vh,µh)∈Vh

|A[(vh, µh), (wh, ηh)] + B[(vh, µh), (wh, ηh)]| > 0.

Assumption 3.3 (Continuity). There exists an auxiliary norm ∥(v, µ)∥∗ defined on W,
and there exists M > 0 such that ∀(w, η), (v, µ) ∈W

|A[(w, η), (v, µ)] + B[(w, η), (v, µ)]| ⩽M ∥(w, η)∥∗ ∥(v, µ)∥B

Assumption 3.4 (Approximation). ∀(v, µ) ∈ Hs(Γ)×Hr(Γ),

inf
(wh,ηh)∈Vh

∥(v − wh, µ− ηh)∥∗ ≲ hζ−1/2 |v|Hζ(Γ) + hξ+1/2 |µ|Hξ(Γ) ,

where ζ = min(k + 1, s), ξ = min(l + 1, r), s ⩾ 1
2 and r ⩾ −1

2 .

Typically, we use approximation spaces with k = l + 1, where the polynomial spaces
used for λ are one order lower than those for u, or spaces with k = l, where equal order
spaces are used for both variables.

We note that if the form A + B is coercive, that is there exists α > 0 such that
∀(v, µ) ∈W

α ∥(v, µ)∥2B ⩽ A[(v, µ), (v, µ)] + B[(v, µ), (v, µ)],
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then assumptions 3.1 and 3.2 hold.
We now proceed to prove some results about the abstract problem.

Proposition 3.1. Assume that assumption 3.1 holds, then the linear system defined by
(3.32) is invertible. If, in addition, we assume that

• assumption 3.3 holds,

• there exists L > 0 such that L(w, η) ⩽ L ∥(w, η)∥B ∀(w, η) ∈W,

• and ∥·∥∗ is equivalent to ∥·∥B,

then the formulation (3.31) admits a unique solution in W.

Proof. Note that assumption 3.1 implies the inf-sup condition,

inf
(v,µ)∈W\{0}

sup
(w,η)∈W\{0}

A[(v, µ), (w, η)] + B[(v, µ), (w, η)]
∥(v, µ)∥B ∥(w, η)∥B

> 0. (3.35)

Therefore we may apply the inf-sup theorem [59] [4, theorem 5.2.1].

Proposition 3.2. Assume that (u, λ) ∈ V is the solution to a boundary value problem of
the form (1.37) satisfying the abstract form (3.31). Let (uh, λh) ∈ Vh be the solution of
(3.32). If assumptions 3.2 and 3.3 are satisfied then

∥(u− uh, λ− λh)∥B ⩽ M

α
inf

(vh,µh)∈Vh

∥(u− vh, λ− µh)∥∗ . (3.36)

Proof. See [83, theorem 2].

Corollary 3.1. Let (u, λ) ∈ Hs(Γ) × Hr(Γ), for some s ⩾ 1
2 and r ⩾ −1

2 , satisfy the
abstract form (3.31). Under the assumptions of proposition 3.2 and assumption 3.4,

∥(u− uh, λ− λh)∥B ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(k + 1, s) and ξ = min(l + 1, r).

Proof. Apply assumption 3.4 to the right hand side of (3.36).

Proposition 3.3. Assume that (u, λ) ∈ V is the solution to a boundary value problem of the
form (1.37) satisfying the abstract form (3.31) and that the assumptions of proposition 3.2
are satisfied. Let (uh, λh) ∈ Vh. Let ũ : Ω– → R be the reconstruction obtained using
(1.47), with u = λ and u = u; and ũh : Ω– → R be the reconstruction obtained using
(3.34). Then there holds

∥ũ− ũh∥H1(Ω–) ≲
M

α
inf

vh,µh∈Vh

∥(u− vh, λ− µh)∥∗ .
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Proof. Using (1.73) and (1.75), we may write

ũ− ũh = (uVλ − uVλh) + (uKu − uKuh).

Using the triangle inequality, we have

∥ũ− ũh∥H1(Ω–) ⩽
∥∥uVλ − uVλh∥∥H1(Ω–)

+
∥∥uKu − uKuh∥∥H1(Ω–)

. (3.37)

By (1.74) and (1.76), there exist c1, c2 > 0 such that

∥∥uVλ − uVλh∥∥H1(Ω–)
⩽ c1 ∥λ− λh∥H−1/2(Γ) , (3.38)∥∥uKu − uKuh∥∥H1(Ω–)
⩽ c2 ∥u− uh∥H1/2(Γ) . (3.39)

Collecting (3.37) to (3.39), we see that there exists C > 0 such that

∥ũ− ũh∥H1(Ω–) ⩽ C ∥(λ− λh, u− uh)∥V ⩽ C ∥(λ− λh, u− uh)∥B . (3.40)

The statement now follows from proposition 3.2.

Corollary 3.2. Under the same assumptions of proposition 3.3 and assumption 3.4,

∥ũ− ũh∥H1(Ω–) ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(k + 1, s) and ξ = min(l + 1, r).

Proof. Apply assumption 3.4 to (3.40) in the proof of proposition 3.3.

When k = l + 1 = 1, we may use the discrete product space V′
h = DUAL1

h(Γ) ×
DUAL0

h(Γ) for the space containing the test functions (vh, µh) and look to solve the fol-
lowing variant of (3.32): Find (uh, λh) ∈ Vh such that

A[(uh, λh), (v′h, µ′h)] + B[(uh, λh), (v′h, µ′h)] = L(v′h, µ′h) ∀(v′h, µ′h) ∈ V′
h. (3.41)

In appendix C, we discuss how the results of this chapter could be applied to this variant.
We note that by lemma 2.4, assumption 3.4 would not hold if we were looking for uh ∈
DUAL1

h(Γ) or λh ∈ DUAL0
h(Γ), justifying our use of these spaces only for the test functions

(vh, µh). On smooth domains, however, these spaces exhibit stronger approximation results
so they could be used.
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— 3.2.1 —

Application of the theory to the Dirichlet problem
For the finite element spaces defined above, the Dirichlet problem takes the form: Find
(uh, λh) ∈ Vh such that

A[(uh, λh), (vh, µh)] + BD[(uh, λh), (vh, µh)] = LD(vh, µh) ∀(vh, µh) ∈ Vh. (3.42)

We introduce the following BD-norm.

∥(v, µ)∥BD
:= ∥(v, µ)∥V + β

1/2
D ∥v∥L2(ΓD) .

We let ∥·∥∗ = ∥·∥BD
, and W = V. We now proceed to verify that assumptions 3.1 to 3.4

hold.

Proposition 3.4 (Coercivity). Assumptions 3.1 and 3.2 are satisfied for the Dirichlet
problem if ∃βmin > 0, independent of h, such that βD > βmin.

Proof. Using the fact that |v|2
H

1/2
∗ (ΓD)

+ ∥v∥2L2(ΓD) ⩾ c ∥v∥2H1/2(ΓD), where v :=
⟨v, 1⟩Γ
⟨1, 1⟩Γ

is

the mean value of v, we deduce from lemma 3.2 that for every positive α′ ⩽ α,

α′ ∥(v, µ)∥2V − cα
′ ∥v∥2L2(ΓD) ⩽ A[(v, µ), (v, µ)] ∀(v, µ) ∈W.

Using the definition of BD, we see that

BD[(v, µ), (v, µ)] = βD ⟨v, v⟩ΓD
= βD ∥v∥2L2(ΓD)

Taking α′ = min(α, βmin/2), we see that

A[(v, µ), (v, µ)] + BD[(v, µ), (v, µ)] ⩾ α′ ∥(v, µ)∥2V +

(
1− cα′

βmin

)
βD ∥v∥2L2(ΓD)

⩾ α′′ ∥(v, µ)∥2BD
,

for some α′′ > 0, as we can take α′ small enough for the final term to be positive. Therefore,
in this case the form A+ BD is coercive, and so assumptions 3.1 and 3.2 hold.

Proposition 3.5 (Inf-sup condition). Assumptions 3.1 and 3.2 are satisfied for the Dirich-
let problem with βD = 0.

Proof. Taking w = v and η = µ+ cv, where v :=
⟨v, 1⟩Γ
⟨1, 1⟩Γ

is the mean value of v, for some

c ∈ R to be fixed, we obtain

L := A[(v, µ), (w, η)] + BD[(v, µ), (w, η)]

= ⟨Vµ, µ⟩Γ + c ⟨Vµ, v⟩Γ − c ⟨Kv, v⟩Γ + ⟨Wv, v⟩Γ +
c

2
⟨v, v⟩Γ . (3.43)
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By lemmas 1.3 and 1.4, we know that

⟨Vµ, µ⟩Γ + ⟨Wv, v⟩Γ ⩾ αV ∥µ∥2H−1/2(Γ) + αW |v|2H1/2
∗ (Γ)

. (3.44)

By lemma 1.5, we see that

c |⟨Vµ, v⟩Γ| ⩽ c ∥Vµ∥H1/2(Γ) ∥v∥H−1/2(Γ)

⩽ cCV ∥µ∥H−1/2(Γ) ∥v∥H−1/2(Γ)

= cCV ∥µ∥H−1/2(Γ) ∥v∥L2(Γ) .

Using the fact that for a, b ⩾ 0, ab ⩽ (a2 + b2)/2, we obtain

c |⟨Vµ, v⟩Γ| ⩽
c2C2

V

2αV
∥v∥2L2(Γ) +

αV

2
∥µ∥2H−1/2(Γ) . (3.45)

We note that u = v is a solution to (1.37), γ–
Dv = v and γ–

Nv = 0. Using this and applying
(1.58), we see that ∀µ ∈ H−1/2(Γ), ⟨Kv, µ⟩Γ = −1

2 ⟨v, µ⟩Γ. Therefore, using µ = v,

c ⟨Kv, v⟩Γ = c ⟨K(v − v), v⟩Γ + c ⟨Kv, v⟩Γ
= c ⟨K(v − v), v⟩Γ −

c

2
⟨v, v⟩Γ .

Using the fact that ∥v − v∥H1/2(Γ) = |v|H1/2
∗ (Γ)

, and proceeding in the same way as we did
for the single layer term above, we obtain

c ⟨Kv, v⟩Γ ⩽ αW

2
|v|2

H
1/2
∗ (Γ)

+
C2
Kc

2

2αW
∥v∥2L2(Γ) −

c

2
∥v∥2L2(Γ) . (3.46)

We also have that

c

2
⟨v, v⟩Γ =

c

2
∥v∥2L2(Γ) . (3.47)

Taking α = min(αV, αK) and C = max(CV, CK), and putting (3.44) to (3.47) together,
we obtain

L ⩾ α

2
∥µ∥2H−1/2(Γ) +

α

2
|v|2

H
1/2
∗ (Γ)

+

(
c− c2C2

α

)
∥v∥2L2(Γ) .

Letting c = α

2C2
gives

L ⩾ α

2
∥µ∥2H−1/2(Γ) +

α

2
|v|2

H
1/2
∗ (Γ)

+
α

4C2
∥v∥2L2(Γ)

≳ ∥µ∥2H−1/2(Γ) + |v|
2

H
1/2
∗ (Γ)

+ ∥v∥2L2(Γ) .
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Finally, we show that

∥(v, µ)∥V = ∥v∥H1/2(Γ) + ∥µ∥H−1/2(Γ)

⩽ ∥v − v∥H1/2(Γ) + ∥v∥H1/2(Γ) + ∥µ∥H−1/2(Γ)

= |v|
H

1/2
∗ (Γ)

+ ∥v∥L2(Γ) + ∥µ∥H−1/2(Γ) ,

∥(w, η)∥V ⩽ |v|
H

1/2
∗ (Γ)

+ ∥v∥L2(Γ) + ∥µ+ cv∥H−1/2(Γ)

⩽ |v|
H

1/2
∗ (Γ)

+ ∥v∥L2(Γ) + ∥µ∥H−1/2(Γ) + c ∥v∥H−1/2(Γ)

≲ |v|
H

1/2
∗ (Γ)

+ ∥v∥L2(Γ) + ∥µ∥H−1/2(Γ) .

Therefore

∥(v, µ)∥V ∥(w, η)∥V ≲ ∥µ∥2H−1/2(Γ) + |v|
2

H
1/2
∗ (Γ)

+ ∥v∥2L2(Γ)

≲ L.

We obtain the first part of assumption 3.1 by dividing through by ∥(w, η)∥V and taking
the supremum.

To show the second part of assumption 3.1, we let (w, η) ∈ W \ {0} and proceed as
follows.

L := sup
(v,µ)∈W

|A[(v, µ), (w, η)] + BD[(v, µ), (w, η)]|

⩾ A[(w, η − w), (w, η)] + BD[(w, η − w), (w, η)]

= −
〈
K′w,w

〉
Γ
+ ⟨Vη, η⟩Γ − ⟨Vw, η⟩Γ + ⟨Ww,w⟩Γ + 1

2 ⟨w,w⟩Γ .

This is of the same form as (3.43), so we proceed as above to obtain

L ≳ ∥(v, µ)∥V ∥(w, η)∥V .

This is greater than zero for all (w, η) ̸= 0, and so we have proven the second part of
assumption 3.1.

Assumption 3.2 can be proven in the same way as above using the discrete space Vh
in the place of W.

Proposition 3.6 (Continuity). Assumption 3.3 is satisfied for the Dirichlet problem.

Proof. Applying lemma 3.1, the relation

⟨η, v⟩Γ ⩽ ∥η∥H−1/2(Γ) ∥v∥H1/2(Γ) ,

and the Cauchy–Schwarz inequality,

βD ⟨w, v⟩Γ ⩽ β
1/2
D ∥w∥L2(Γ) β

1/2
D ∥v∥L2(Γ) ,
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to the form A+ BD yields the desired continuity result.

Proposition 3.7 (Approximation). Assumption 3.4 is satisfied for the Dirichlet problem
if 0 ⩽ βD ≲ h−1.

Proof. Using standard approximation results (see eg [73, theorems 10.4 and 10.9]), we see
that

inf
(wh,ηh)∈Vh

∥(v − wh, µ− ηh)∥V = inf
wh∈Pk

h

∥v − wh∥H1/2(Γ) + inf
ηh∈DPl

h

∥µ− ηh∥H−1/2(Γ)

≲ hζ−1/2 |v|Hζ(Γ) + hξ+1/2 |µ|Hξ(Γ) ,

inf
wh∈Pk

h

∥v − wh∥L2(ΓD) ≲ hζ |v|Hζ(Γ) .

Applying these to the definition of ∥·∥∗ gives

inf
(wh,ηh)∈Vh

∥(v − wh, µ− ηh)∥∗ ≲ hζ−1/2 |v|Hζ(Γ) + hξ+1/2 |µ|Hξ(Γ) + β
1/2
D hζ |v|Hζ(Γ) .

If βD = 0, assumption 3.4 holds. If 0 < βD ≲ h−1, then β
1/2
D hζ ≲ hζ−1/2, and so

assumption 3.4 holds.

We have shown that assumptions 3.1 to 3.4 are satisfied. Additionally the extra
assumptions in proposition 3.1 are satisfied, so we conclude that the results of propo-
sitions 3.1 to 3.3 and corollaries 3.1 and 3.2 apply to the Dirichlet problem. This is
summarised in the following result.

Theorem 3.1. The Dirichlet problem (3.14) has a unique solution (u, λ) ∈ Hs(Γ)×Hr(Γ),
for some s ⩾ 1

2 and r ⩾ −1
2 . The discrete Dirichlet problem (3.42) is invertible. If

∃βmin > 0 such that βmin < βD ≲ h−1 or βD = 0, its solution (uh, λh) ∈ Pkh(Γ)× DPlh(Γ)
satisfies

∥(u− uh, λ− λh)∥BD
≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(k + 1, s) and ξ = min(l + 1, r). Additionally,

∥ũ− ũh∥H1(Ω–) ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ũ and ũh are the solutions in Ω– computed using (1.47).

— 3.2.2 —

Application of the theory to the Neumann problem

The Neumann problem takes the form: Find (uh, λh) ∈
∗
Vh such that

A[(uh, λh), (vh, µh)] + BN[(uh, λh), (vh, µh)] = LN(vh, µh) ∀(vh, µh) ∈
∗
Vh. (3.48)
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Here
∗
Vh :=

∗
Pkh(Γ) × DPlh(Γ) and

∗
Pkh(Γ) := {v ∈ Pkh : v = 0}, where v :=

⟨v, 1⟩Γ
⟨1, 1⟩Γ

is the

mean value of v.
We introduce the following BN-norm.

∥(v, µ)∥BN
:= ∥(v, µ)∥V + β

1/2
N ∥µ∥L2(ΓN) ,

we let ∥·∥∗ = ∥·∥BN
, and we let W =

∗
V.

We now proceed to verify that assumptions 3.1 to 3.4 hold.

Proposition 3.8 (Coercivity). Assumptions 3.1 and 3.2 are satisfied for the Neumann
problem with βN ⩾ 0.

Proof. As v ∈ H1/2
∗ (ΓN), we may immediately apply lemmas 1.3 and 1.4 to show that the

form is coercive.

Proposition 3.9 (Continuity). Assumption 3.3 is satisfied for the Neumann problem.

Proof. The proof is the same as in the Dirichlet case.

Proposition 3.10 (Approximation). Assumption 3.4 is satisfied for the Neumann problem
if 0 ⩽ βN ≲ h.

Proof. The proof is the same as in the Dirichlet case.

As in the Dirichlet case, the extra assumptions in proposition 3.1 are satisfied. We
therefore conclude with the following result.

Theorem 3.2. The Neumann problem (3.19) has a unique solution (u, λ) ∈ Hs
∗(Γ) ×

Hr(Γ), for some s ⩾ 1
2 and r ⩾ 0 if βN > 0. If βN = 0, this holds for some r ⩾ −1

2 .
The discrete Neumann problem (3.48) is invertible. If 0 ⩽ βN ≲ h, its solution (uh, λh) ∈
∗
Pkh(Γ)×DPlh(Γ) satisfies

∥(u− uh, λ− λh)∥BN
≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(k + 1, s) and ξ = min(l + 1, r). Additionally,

∥ũ− ũh∥H1(Ω–) ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ũ and ũh are the solutions in Ω– computed using (1.47).
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— 3.2.3 —

Application of the theory to the mixed
Dirichlet–Neumann problem

For the mixed problem, the boundary element method takes the form: Find (uh, λh) ∈ Vh
such that

A[(uh, λh), (vh, µh)] + BND[(uh, λh), (vh, µh)] = LND(vh, µh) ∀(vh, µh) ∈ Vh. (3.49)

We now show that the assumptions for the abstract error estimate are satisfied for the
formulation (3.49). First, we introduce the following norms.

∥(v, µ)∥BND
:= ∥(v, µ)∥V + β

1/2
D ∥v∥L2(ΓD) + β

1/2
N ∥µ∥L2(ΓN)

∥(v, µ)∥∗ := ∥(v, µ)∥V + β
1/2
D ∥v∥L2(Γ) + β

1/2
N ∥µ∥L2(Γ) .

We let W = H1/2(Γ)× L2(Γ).
Observe that in this case the two norms are not the same, nor are they equivalent,

so the below results cannot be used to prove existence of a unique solution to (3.23).
Nevertheless, it is easy to verify that if the exact solution to the mixed Dirichlet–Neumann
problem is in V then it satisfies (3.23).

Proposition 3.11 (Coercivity). Assumptions 3.1 and 3.2 are satisfied for the mixed
Dirichlet–Neumann problem if ∃βmin > 0, independent of h, such that βD > βmin.

Proof. We obtain using lemma 3.2 that for (v, µ) ∈W,

L := A[(v, µ), (v, µ)] + BND[(v, µ), (v, µ)]

⩾ α ∥µ∥2H−1/2(Γ) + α |v|2
H

1/2
∗ (Γ)

+ βD ∥v∥2L2(ΓD) + βN ∥µ∥2L2(ΓN) .

Taking α′ = min(α, βmin/2), we get

L ⩾ α′ ∥µ∥2H−1/2(Γ) + α′
(
|v|2

H
1/2
∗ (Γ)

+ ∥v∥2L2(ΓD)

)
+ (βD − α′) ∥v∥2L2(ΓD) + βN ∥µ∥2L2(ΓN) .

By [73, theorem 2.6],
(
|·|2
H

1/2
∗ (Γ)

+ ∥·∥2L2(ΓD)

)1/2
is an equivalent norm to ∥·∥H1/2(Γ). There-

fore

L ⩾ α′ ∥µ∥2H−1/2(Γ) + cα′ ∥v∥2H1/2(Γ) + βD

(
1− α′

βmin

)
∥v∥2L2(ΓD) + βN ∥µ∥2L2(ΓN)

⩾ C
(
∥µ∥2H−1/2(Γ) + ∥v∥

2
H1/2(Γ) + βD ∥v∥2L2(ΓD) + βN ∥µ∥2L2(ΓN)

)
,

where C = min(α′, cα′, 1 − α′

βmin
, 1) and α′ is chosen to be small enough that 1 − α′

βmin
is

positive. Coercivity follows using the definition of ∥·∥BND
.
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Proposition 3.12 (Continuity). Assumption 3.3 is satisfied for the mixed Dirichlet–
Neumann problem if ∃βmin > 0, independent of h, such that β1/2D β

1/2
N > βmin.

Proof. Using the fact that ⟨v, µ⟩Γ = ⟨v, µ⟩ΓD
+ ⟨v, µ⟩ΓN

, we see that

BND[(w, η), (v, µ)] =
1
2 ⟨w, µ⟩ΓD

− 1
2 ⟨η, v⟩ΓD

+ βD ⟨w, v⟩ΓD

+ 1
2 ⟨η, v⟩ΓN

− 1
2 ⟨w, µ⟩ΓN

+ βN ⟨η, µ⟩ΓN

= 1
2 ⟨w, µ⟩Γ − ⟨η, v⟩ΓD

+ βD ⟨w, v⟩ΓD

+ 1
2 ⟨η, v⟩Γ − ⟨w, µ⟩ΓN

+ βN ⟨η, µ⟩ΓN

≲ 1
2 ⟨w, µ⟩Γ − β

1/2
D β

1/2
N ⟨η, v⟩ΓD

+ βD ⟨w, v⟩ΓD

+ 1
2 ⟨η, v⟩Γ − β

1/2
D β

1/2
N ⟨w, µ⟩ΓN

+ βN ⟨η, µ⟩ΓN
.

Proceeding as in proposition 3.6 leads to the desired result.

Proposition 3.13 (Approximation). Assumption 3.4 is satisfied for the mixed Dirichlet–
Neumann problem if 0 < βD ≲ h−1 and 0 < βN ≲ h.

Proof. Proceeding as in the Dirichlet case, we see that

inf
(wh,ηh)∈Vh

∥(v − wh, µ− ηh)∥∗ ≲ hζ−1/2 |v|Hζ(Γ) + hξ+1/2 |µ|Hξ(Γ)

+ β
1/2
D hζ |v|Hζ(Γ) + β

1/2
N hξ |µ|Hξ(Γ)

If 0 < βD ≲ h−1 and 0 < βN ≲ h, then

β
1/2
D hζ |v|Hζ(Γ) + β

1/2
N hξ |µ|Hξ(Γ) ≲ hζ−1/2 |v|Hζ(Γ) + hξ+1/2 |µ|Hξ(Γ) ,

and so assumption 3.4 holds.

Motivated by the bounds on βD and βN in this proposition, we will later take βD = βh−1

and βN = βh, where β is a constant.
If k = l, βN ≲ h−1, and the solution is smooth enough, then

β
1/2
N hξ = β

1/2
N hζ ≲ hζ−1/2.

Therefore the same order of convergence will be observed when the bounds on βN here
and in the theorem below may be replaced by βN ≲ h−1 without loss of convergence. In
this case, both βN and βD may be taken to be constants independent of h.

We conclude that the best approximation result of proposition 3.2 and the error es-
timate of corollary 3.1 hold for the discrete solutions of (3.49), as given in the following
theorem.

Theorem 3.3. Let (u, λ) ∈ Hs(Γ) × Hr(Γ), for some s ⩾ 1
2 and r ⩾ 0, be the unique

solution to the mixed Dirichlet–Neumann problem. This solution satisfies (3.23). Let
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(uh, λh) ∈ Pkh(Γ) × DPlh(Γ) be the solution of (3.49). If 0 < βD ≲ h−1, 0 < βN ≲ h and
∃βmin > 0 such that β1/2D β

1/2
N > βmin and βD > βmin, then

∥(u− uh, λ− λh)∥BND
≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(k + 1, s) and ξ = min(l + 1, r).

If we set βD = 0 and βN = 0, we arrive at a penalty-free formulation for the mixed
Dirichlet–Neumann problem. We conjecture based on numerical experiments that this
result also holds for the penalty-free formulation. The analysis for this case would take a
similar form as in the Dirichlet and Neumann penalty-free cases.

— 3.2.4 —

Application of the theory to the Robin problem
The formulation for Robin conditions was proposed in (3.30). To simplify the notation we
introduce a function ω : Γ→ R+ defined by

ω(x) :=
1

ε(x)βR(x) + 1
,

and we assume that ε and βR are sufficiently regular so that

ω ∈W 1,2(Γ) ∩ L∞(Γ). (3.50)

This will be true if the mesh has some local quasi-uniformity and ε is smooth enough.
Noting that

ω − 1
2 =

2− (εβR + 1)

2(εβR + 1)
= −1

2

εβR − 1

εβR + 1
,

we may then write the operators BR and LR as

BR[(u, λ), (v, µ)] =
〈
(ω − 1

2)u, µ
〉
ΓR
−
〈
(ω − 1

2)λ, v
〉
ΓR

+ ⟨ωβRu, v⟩ΓR
+ ⟨ωελ, µ⟩ΓR

,

(3.51)

LR[(v, µ)] = ⟨(gD + εgN)ω, βRv + µ⟩ΓR
. (3.52)

The boundary element method for the Robin problem reads: Find (uh, λh) ∈ Vh such that

A[(uh, λh), (vh, µh)] + BR[(uh, λh), (vh, µh)] = LR[(vh, µh)] ∀(vh, µh) ∈ Vh. (3.53)

For the analysis the following technical lemmas will be useful.

Lemma 3.3. If φ ∈W 1,2(Γ) ∩ L∞(Γ) and f ∈ H1/2(Γ), then φf ∈ H1/2(Γ) and

∥φf∥H1/2(Γ) ⩽ C
(
∥φ∥L∞(Γ) + ∥φ∥W 1,2(Γ)

)
∥f∥H1/2(Γ) .
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Proof. The proof is a consequence of [13, lemma 6] which shows that

∥φf∥H1/2(Γ) ⩽ C
(
∥φ∥L∞(Γ) ∥f∥H1/2(Γ) + ∥f∥L4(Γ) ∥φ∥

1/2
W 1,2(Γ)

∥φ∥1/2L∞(Γ)

)
. (3.54)

We then recall the Sobolev injection ∥f∥L4(Γ) ⩽ C ∥f∥H1/2(Γ) from [33, theorem 6.7] and
conclude using this result and an arithmetic-geometric inequality of the right hand side of
(3.54).

Lemma 3.4. If f ∈ L2(Γ), φ ∈ L2(Γ) ∩ C0(Γ) and φ(x) > 0 for all x ∈ Γ, then there
exists C > 0 such that

∥φf∥2L2(Γ) ⩾ C ∥f∥2L2(Γ) .

Proof. Let a = infx∈Γ φ(x). Since Γ is closed, there exists y ∈ Γ such that φ(y) = a.
Therefore a > 0. We now see that

∥φf∥2L2(Γ) =

∫
Γ
φ2f2

⩾ a2
∫
Γ
f2

= C ∥f∥2L2(Γ) ,

where C = a2.

We introduce the norm

∥(v, µ)∥BR
:= ∥(v, µ)∥V +

∥∥∥(εω)1/2µ∥∥∥
L2(Γ)

+
∥∥∥(ωβR)

1/2v
∥∥∥
L2(Γ)

,

we let ∥·∥∗ = ∥·∥BR
, and we let W = H1/2(Γ) × L2(Γ). We note that if ε → 0 or

ε → ∞, then ∥·∥BR
converges to ∥·∥BD

or ∥·∥BN
respectively. We now proceed to show

that assumptions 3.1 to 3.4 hold.

Proposition 3.14 (Coercivity). Assumptions 3.1 and 3.2 are satisfied for the Robin
problem.

Proof. Let (v, µ) ∈W, and let L := A[(v, µ), (v, µ)] + BR[(v, µ), (v, µ)]. Using lemma 3.2,
we see that

L ⩾ α ∥µ∥2H−1/2(Γ) + α ∥v∥2H1/2(Γ) − α ∥v∥
2
L2(Γ) +

∥∥∥(εω)1/2µ∥∥∥2
L2(Γ)

+
∥∥∥(ωβR)

1/2v
∥∥∥2
L2(Γ)

,

for any α ⩽ min(αV, αW).
By lemma 3.4, we have

−α ∥v∥2L2(Γ) ⩾ −
α

C

∥∥∥(ωβR)
1/2v

∥∥∥2
L2(Γ)

. (3.55)
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Taking α = min(αV, αW, C/2), we obtain

L ⩾ α ∥µ∥2H−1/2(Γ) + α ∥v∥2H1/2(Γ) +
∥∥∥(εω)1/2µ∥∥∥2

L2(Γ)
+ 1

2

∥∥∥(ωβR)
1/2v

∥∥∥2
L2(Γ)

,

Using the definition of ∥·∥BR
, we see that the form is coercive.

Proposition 3.15 (Continuity). Assumption 3.3 is satisfied for the Robin problem if
∃βmin > 0, independent of h, such that βR > βmin.

Proof. Using lemma 3.3 and the fact that ω ∈ W 1,2(Γ) ∩ L∞(Γ), we see that for g ∈
H−1/2(Γ) and f ∈ H1/2(Γ),

⟨ωg, f⟩Γ ⩽ C
(
∥ω∥L∞(Γ) + ∥ω∥W 1,2(Γ)

)
∥g∥H−1/2(Γ) ∥f∥H1/2(Γ) .

Let εmin := infx∈Γ ε(x). As in the proof of lemma 3.4, we see that εmin > 0. Hence,

−1
2 < ω − 1

2 <
1

βminεmin + 1
,

and so

∥∥ω − 1
2

∥∥
L∞(Γ)

+
∥∥ω − 1

2

∥∥
W 1,2(Γ)

< max

(
1
2 ,

1

βminεmin + 1

)(
∥1∥L∞(Γ) + ∥1∥W 1,2(Γ)

)
.

Applying these two results to the first two boundary terms in BR[(w, η), (v, µ)], we obtain

〈
(ω − 1

2)w, µ
〉
Γ
−
〈
(ω − 1

2)v, η
〉
Γ
⩽ C ∥(w, η)∥V ∥(v, µ)∥V .

By the Cauchy–Schwarz inequality, we obtain for the remaining terms

⟨ωεη, µ⟩Γ + ⟨ωβRw, v⟩Γ
⩽
∥∥∥(ωε)1/2η∥∥∥

L2(Γ)

∥∥∥(ωε)1/2µ∥∥∥
L2(Γ)

+
∥∥∥(ωβR)

1/2w
∥∥∥
L2(Γ)

∥∥∥(ωβR)
1/2v

∥∥∥
L2(Γ)

.

Collecting the terms, we then have

BR[(w, η), (v, µ)] ≲ ∥(w, η)∥BR
∥(v, µ)∥BR

.

Proposition 3.16 (Approximation). Assumption 3.4 is satisfied for the Robin problem if
βR ≂ h−1.

Proof. First note that ω < 1 and

ωε =
ε

εβR + 1
=

1

βR + 1
ε

<
1

βR
.
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Therefore,∥∥∥(ωβR)
1/2v

∥∥∥
L2(Γ)

⩽ β
1/2
R ∥v∥L2(Γ) and

∥∥∥(ωε)1/2µ∥∥∥
L2(Γ)

⩽ β
−1/2
R ∥µ∥L2(Γ) . (3.56)

If βR ≂ h−1, then assumption 3.4 can be shown to hold.

When using equal order approximation, the same order of convergence will be observed
when the bounds on βR here and in the theorem below may be replaced by h ≲ βR ≲ h−1

for sufficiently smooth solutions. Note that the condition h−1 ≲ βR implies the existence
of βmin, as required by proposition 3.15. The condition h ≲ βR does not imply this, so in
this case the additional requirement that ∃βmin > 0 such that βmin < βR is necessary to
ensure continuity.

Proposition 3.17. The extra assumptions in proposition 3.1 are satisfied for the Robin
problem.

Proof. As a consequence of the coercivity and continuity above and observing that by the
Cauchy–Schwarz inequality and the definition of ω, there exists C such that

⟨ω(gD + εgN), βRv + µ⟩Γ ⩽ C(∥gD∥L2(Γ) + ∥gN∥L2(Γ)) ∥(v, µ)∥BR

We conclude that propositions 3.1 and 3.2 and corollaries 3.1 and 3.2 hold for the
Robin problem. This is summarised in the following result.

Theorem 3.4. The Robin problem (3.30) has a unique solution (u, λ) ∈ Hs(Γ)×Hr(Γ),
for some s ⩾ 1

2 and r ⩾ 0. The discrete Robin problem (3.53) is invertible. If βR ≂ h−1,
its solution (uh, λh) ∈ Pkh(Γ)×DPlh(Γ) satisfies

∥(u− uh, λ− λh)∥BR
⩽ C

(
hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ)

)
,

for some C > 0, where ζ = min(k + 1, s) and ξ = min(l + 1, r). Additionally,

∥ũ− ũh∥H1(Ω–) ⩽ C
(
hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ)

)
,

where ũ and ũh are the solutions in Ω– computed using (1.47).

Again, we could set βR = 0 to arrive at a penalty-free formulation for Robin problems.
In this case, our numerical experiments show large errors for some values of the parameter
ε, which leads us to conclude that this result does not hold for the penalty-free formulation.

As ε→ 0 and ε→∞, we obtain the Dirichlet and Neumann formulations analysed in
sections 3.2.1 and 3.2.2. We expect the condition number of the discrete system for the
Robin problem to be no worse than in either extreme case, and observe this in section 3.3.3.
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— 3.3 —

Numerical results
Drawing inspiration from [47], we define

u(x, y, z) = sin(πx) sin(πy) sinh(
√
2πz)

gD(x, y, z) = sin(πx) sin(πy) sinh(
√
2πz),

gN(x, y, z) =

 π cos(πx) sin(πy) sinh(
√
2πz)

π sin(πx) cos(πy) sinh(
√
2πz)√

2π sin(πx) sin(πy) cosh(
√
2πz)

 · ν.
It is easy to check that for any bounded domain Ω– ⊂ R3 with boundary Γ = ΓD∪ΓN∪ΓR

and any fixed ε ∈ R, u is the solution of

−∆u = 0 in Ω–, (3.57a)

u = gD on ΓD, (3.57b)
∂u

∂ν
= gN on ΓN, (3.57c)

∂u

∂ν
=

1

ε
(u− gD) + gN on ΓR. (3.57d)

In the examples presented here, we let Ω– be the unit sphere or unit cube, and Γ its
boundary. In the computations presented for the sphere, a series of approximations of the
sphere by plane triangles are used.

To simplify the identification of the plots in this section, we follow a consistent labelling
convention: plots for Dirichlet problems are shown in red, plots for mixed Dirichlet–
Neumann problems are shown in blue, and plots for Robin problems are shown in green.
Plots for methods shown for comparison are shown in grey. Additionally, at the top right
corner of each plot either a cube or a sphere is drawn to indicate whether the plot shows
results for the problem on the unit cube or the unit sphere.

— 3.3.1 —

Dirichlet boundary conditions

First, we look at the case where Γ = ΓD, in which the problem reduces to the Dirichlet
problem:

−∆u = 0 in Ω–, (3.58a)

u = gD on Γ. (3.58b)

For this problem, we compare the penalty method proposed in this chapter (3.42) to
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the standard single layer formulation: Find λ ∈ H−1/2(Γ) such that

⟨Vλ, µ⟩Γ =
〈
(12 Id+ K)gD, µ

〉
Γ

∀µ ∈ H−1/2(Γ), (3.59)

discretised using the same space that λh is sought in in the penalty method
Figure 3.1 shows the convergence and iteration counts when βD = 0.1 and k = l =

1, and so we look for (uh, λh) ∈ P1
h(Γ) × P1

h(Γ). We note that as h decreases, h−1

increases, so 0.1 ≲ h−1. In the error plot (left), it can be seen that the penalty method
proposed here gives comparable convergence to the standard method in a similar number of
iterations. However, the system in the penalty method contains around twice the number
of unknowns, and so each iteration will be more expensive.

The iteration count plot (right) shows the number of iterations taken to solve the
non-preconditioned system (red diamonds), compared with the system with mass matrix
preconditioning applied blockwise from the left (red circles). Mass matrix preconditioning
greatly reduces the number of iterations required, and will be discussed in more detail
in chapter 2. For the remainder of this chapter, we precondition all linear systems using
mass matrix preconditioning.

For larger and more complex geometries, however, more specialised preconditioners
are required. With systems of boundary element equations, it is common to use operator
preconditioning or Calderón preconditioning [75, 16], where properties of the boundary
operators at the continuous level are used to derive a preconditioned equation of a form
known to be well conditioned. Calderón preconditioning for Maxwell problems is discussed
in more detail in chapter 2. For the methods described in this chapter, it is not clear how
to apply this approach, although further investigation of this warrants future work.

An alternative avenue of investigation leads to hierarchical LU based precondition-
ers, or even direct solvers of this type [7]. The penalty terms in this chapter are all
sparse matrices that have non-zero entries only for neighbouring triangles, and so adding
these terms only affects the entries in the matrix arising from near interactions; the far
interactions—which are exactly those that are approximated in a hierarchical matrix (H-
matrix) compression—are not affected by these terms. Therefore H-matrix methods can
be applied to this method with few algorithmic changes required.

Figure 3.2 shows the dependence of the error and iteration count on the chosen value
of βD, for a range of values of h. It can be seen that for the problem on the sphere, the
number of iterations increases when βD is above around 0.1, and the error increases when
βD is above 100. This motivates our earlier choice of 0.1 as the value of βD, although
anything smaller than this appears to be a good choice of βD for these problems.

We now let k = l + 1 = 1, and look for (uh, λh) ∈ P1
h(Γ) × DP0

h(Γ) or (uh, λh) ∈
P1
h(Γ) × DUAL0

h(Γ). Figure 3.3 shows the convergence and iteration counts in this case
when βD = 0.1.

If we look for (uh, λh) ∈ P1
h(Γ) × DP0

h(Γ) (red squares) for the problem on the cube,
we intially see the expected order 3

2 convergence. This convergence however tails off
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Figure 3.1: The convergence (left) and GMRES iteration counts (right) of the penalty method with
βD = 0.1 (red circles) compared to the standard single layer method (3.59) (grey crosses), for the Dirichlet
problem on the unit sphere, with (uh, λh), (vh, µh) ∈ P1

h(Γ) × P1
h(Γ). The iteration count plot shows the

number of iterations taken to solve the mass matrix preconditioned system (red circles) and the non-
preconditioned system (red diamonds). The dashed line shows order 2 convergence.
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Figure 3.2: The dependence of the error (left) and iteration count (right) on the value of βD for h = 2−2

(red triangles), h = 2−3.5 (red diamonds), and h = 2−5 (red pentagons), for the Dirichlet problem on the
unit sphere, with (uh, λh), (vh, µh) ∈ P1

h(Γ)× P1
h(Γ).
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Figure 3.3: The convergence (left) and GMRES iteration counts (right) of the penalty method with
βD = 0.1 for the Dirichlet problem on the unit sphere (top) and cube (bottom), with (uh, λh), (vh, µh) ∈
P1

h(Γ) × DP0
h(Γ) (red squares); (uh, λh), (vh, µh) ∈ P1

h(Γ) × DUAL0
h(Γ) (red pentagons); and (uh, λh) ∈

P1
h(Γ) × DP0

h(Γ) and (vh, µh) ∈ DUAL1
h(Γ) × DUAL0

h(Γ) (red triangles). The dashed lines show order 2
(top) and order 3

2
(bottom) convergence.

as the linear system becomes more ill-conditioned, as evidenced by the rapidly increasing
iteration count. For this choice of spaces, applying the mass matrix preconditioner involves
inverting the non inf-sup stable P1

h(Γ)–DP0
h(Γ) pairing, leading to the preconditioner being

ineffective and the ill-conditioning that we observe.
If we instead look for (uh, λh) ∈ P1

h(Γ) × DUAL0
h(Γ) (red pentagons) for the problem

on the cube, we obtain a better conditioned system, as the mass matrix preconditioner
is based on the inf-sup stable P1

h(Γ)–DUAL0
h(Γ) pairing, but we see a lower order of

convergence due to the lower order approximation result in lemma 2.4.
We can, however, obtain a well conditioned system that exhibits order 3

2 convergence by
looking for (uh, λh) ∈ P1

h(Γ)×DP0
h(Γ) and testing with (vh, µh) ∈ DUAL1

h(Γ)×DUAL0
h(Γ).

These choices mean that assumption 3.4 holds, as this only requires approximation results
on the spaces in which we look for uh and λh, while ensuring that all the dual pairings
involved are the stable P1

h(Γ)–DUAL0
h(Γ) and DP0

h(Γ)–DUAL1
h(Γ) pairings. The order 3

2

convergence obtained using this choice of spaces can be seen in figure 3.3 (red triangles).
In what follows, we will only consider this choice of spaces for problems on the cube.

Figure 3.4, shows the error and iteration counts for the penalty-free method that can
be derived by taking βD = 0. In agreement with theorem 3.1, we see that the penatly-free
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Figure 3.4: The convergence (left) and GMRES iteration counts (right) penalty-free method for the Dirich-
let problem on the unit sphere (top) and cube (bottom), with (uh, λh), (vh, µh) ∈ P1

h(Γ) × P1
h(Γ) (red

circles); and (uh, λh) ∈ P1
h(Γ) × DP0

h(Γ) and (vh, µh) ∈ DUAL1
h(Γ) × DUAL0

h(Γ) (red triangles). The
dashed lines show order 2 (top) and order 3

2
(bottom) convergence.

method converges at the same rate as the penalty method.

When discussing figure 3.1, we noted that although the penalty method has comparable
convergence and a similar number of iterations to the standard method, the cost of each
iteration will be higher. Additionally, the discrete systems for the penalty method are
non-symmetric, so are solved using GMRES [66]. The discrete systems for the standard
method (3.59) are symmetric, so CG [43] or MINRES [62] could be used: these methods
are typically less expensive than GMRES. Overall, the penalty method is unlikely to be
competitive for pure Dirichlet and Neumann problems.
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— 3.3.2 —

Mixed Dirichlet–Neumann boundary conditions

We now consider the case where Γ = ΓD ∪ ΓN and the problem reduces to a mixed
Dirichlet–Neumann problem:

−∆u = 0 in Ω–, (3.60a)

u = gD on ΓD, (3.60b)
∂u

∂ν
= gN on ΓN. (3.60c)

For the problem on the sphere, let ΓN := {(x, y, z) ∈ Γ : x > 0} and ΓD := Γ \ ΓN. For
the problem on the cube, let ΓN := {(x, y, z) ∈ Γ : z = 1} and ΓD := Γ \ ΓN. We use the
same gD and gN as above.

We compare the method proposed in this chapter with the standard method for mixed
Dirichlet–Neumann problems [77, equation (3.2)]: Find (u, λ) ∈ H̃1/2(ΓN) × H̃−1/2(ΓD)

such that

⟨WNNu, v⟩Γ +
〈
K′

DNλ, v
〉
Γ
− ⟨KNDu, µ⟩Γ + ⟨VDDλ, µ⟩Γ

= −⟨WDNgD, v⟩Γ +
〈(

1
2 Id− K′

NN
)
gN, v

〉
Γ
+
〈(

1
2 Id+ KDD

)
gD, µ

〉
Γ
− ⟨VNDgN, µ⟩Γ

∀(v, µ) ∈ H̃1/2(ΓN)× H̃−1/2(ΓD), (3.61)

where for a given boundary operator B, Bij is the corresponding boundary operator with
the integral taken over Γi and the point x ∈ Γj . For example, VND is defined by

[VNDf ](x) :=

∫
ΓN

f(y)G(x,y) dy for x ∈ ΓD. (3.62)

We first let k = l + 1 = 1, and so look for (uh, λh) ∈ P1
h(Γ) × DP0

h(Γ) or P1
h(Γ) ×

DUAL0
h(Γ). As motivated above by proposition 3.13, we set βD = βh−1 and βN = βh,

where β is a constant. The dependence of the error and iteration count on β is shown in
figure 3.5. We observe that β = 0.01 is a resonable choice for both problems, as this gives
a small error and iteration count.

The convergence to the solution as we reduce h is shown in figure 3.6. On the both
the sphere and the cube, we observe order 1.5 convergence when using spaces defined on
the dual grid, the same rate of convergence as the standard method (3.61) We see that
the iteration counts for the penalty method with (uh, λh), (vh, µh) ∈ P1

h(Γ)×DP0
h(Γ) and

the standard method both increase as h is reduced. When (uh, λh), (vh, µh) ∈ P1
h(Γ) ×

DUAL0
h(Γ) (blue pentagons) or (uh, λh) ∈ P1

h(Γ) × DP0
h(Γ) and (vh, µh) ∈ DUAL1

h(Γ) ×
DUAL0

h(Γ) (blue triangles), the iteration count remains low as h is reduced, and again we
see the benefit of the stable dual pairing.

We next consider the case where k = l = 1. In this case, as remarked in section 3.2.3,
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Figure 3.5: The dependence of the error (left) and iteration count (right) on the value of β for h = 2−2

(blue triangles), h = 2−3.5 (blue diamonds), and h = 2−5 (blue pentagons), for the mixed Dirichlet–
Neumann problem on the unit sphere (top) and unit cube (bottom), with (uh, λh) ∈ P1

h(Γ)× DP0
h(Γ) and

(vh, µh) ∈ DUAL1
h(Γ)× DUAL0

h(Γ). Here we use βD = βh−1 and βN = βh.
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Figure 3.6: The convergence (left) and iterations counts (right) of the penalty method with β = 0.01
(blue) compared to the standard method (3.61) (grey crosses), for the mixed Dirichlet–Neumann problem
on the unit sphere (top) and the unit cube (bottom), with (uh, λh), (vh, µh) ∈ P1

h(Γ) × DP0
h(Γ) (blue

squares); (uh, λh), (vh, µh) ∈ P1
h(Γ) × DUAL0

h(Γ) (blue pentagons); and (uh, λh) ∈ P1
h(Γ) × DP0

h(Γ) and
(vh, µh) ∈ DUAL1

h(Γ)× DUAL0
h(Γ) (blue triangles). The dashed lines show order 3

2
convergence. Here we

use βD = βh−1 and βN = βh.
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Figure 3.7: The dependence of the error (left) and iteration count (right) on the value of β for h = 2−2 (blue
triangles), h = 2−3.5 (blue diamonds), and h = 2−5 (blue pentagons), for the mixed Dirichlet–Neumann
problem on the unit sphere, with (uh, λh), (vh, µh) ∈ P1

h(Γ)× P1
h(Γ). Here we use βD = βN = β.

10−310−210−1100101

10−2

10−1

100

101

h

∥(
u
−
u
h
,λ
−
λ
h
)∥

B
N

D

10−1.510−110−0.5
0

20

40

60

80

100

h

№
of

G
M

R
ES

ite
ra

tio
ns

Figure 3.8: The convergence (left) and iterations counts (right) of the penalty method with β = 0.01 (blue
circles) compared to the standard method (3.61) (grey crosses) and the method given in [32, equation
(1.19)] (grey stars), for the mixed Dirichlet–Neumann problem on the unit sphere, with (uh, λh), (vh, µh) ∈
P1

h(Γ)× P1
h(Γ). The dashed lines show order 2 and order 1 convergence. Here we use βD = βN = β.

we may replace the bound on βN by βN ≲ h−1, and so we may take both βD and βN to be
constant: we set βD = βN = β. The dependence of the error and iteration count on β for
this choice of parameters is shown in figure 3.7.

The convergence to the solution when β = 0.01 is shown in figure 3.8. It can be seen
here that order 2 convergence is observed on the sphere, higher than the expected order
1.5 convergence, while the standard method (3.61) only achieves order 1 convergence when
using P1

h(Γ) spaces. Additionally, the standard method requires more iterations that the
penalty method. For this choice of discrete spaces, we also compared our method with
the formulation given in [32, equation (1.19)]: this formulation is better conditioned than
(3.61) but still achieves only order 1 convergence, and has a slightly higher error.

In figures 3.5 and 3.8, the error and iteration count remain steady as β → 0. Figure 3.9
shows the error and iterations counts for the penalty-free method derived by setting β = 0.
Here we see similar convergence to that observed for the penalty method. This leads us
to conjecture that theorem 3.3 will hold when β = 0.
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Figure 3.9: The convergence (left) and GMRES iteration counts (right) of the penalty-free method for the
mixed Dirichlet–Neumann problem on the unit sphere (top) and cube (bottom), with (uh, λh), (vh, µh) ∈
P1

h(Γ)× P1
h(Γ) (blue circles), (uh, λh), (vh, µh) ∈ P1

h(Γ)× DP0
h(Γ) (blue squares), and (uh, λh), (vh, µh) ∈

P1
h(Γ) × DUAL0

h(Γ) (blue pentagons) and (uh, λh) ∈ P1
h(Γ) × DP0

h(Γ) and (vh, µh) ∈ DUAL1
h(Γ) ×

DUAL0
h(Γ) (blue triangles). The dashed lines show order 2 (top only) and order 3

2
(both) convergence.
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— 3.3.3 —

Robin boundary conditions
We now consider the case where Γ = ΓR and the problem reduces to a Robin problem:

−∆u = 0 in Ω–, (3.63a)
∂u

∂ν
=

1

ε
(u− gD) + gN on Γ, (3.63b)

for some ε ∈ R.
In this section, we compare the method proposed in this chapter with the method:

Find u ∈ H1/2(Γ) such that

⟨Wu, v⟩Γ +

〈
1

ε

(
1
2 Id− K′)u, v〉

Γ

=

〈(
1
2 Id− K′)(1

ε
gD + gN

)
, v

〉
Γ

∀v ∈ H1/2(Γ).

(3.64)

Again, we begin letting k = l + 1 = 1. Here we use

βR :=
εβN + βD
ε+ 1

,

where βD = βh−1 and βN = βh, for some constant β, as in the mixed Dirichlet–Neumann
case.

The dependence of the error and iteration count on both ε and β, on a grid with
h = 0.1, is shown in figure 3.10. We see here that there are conditioning issues for a range
of values ε when we look for (uh, λh) ∈ P1

h(Γ)×DP0
h(Γ) and take (vh, µh) ∈ P1

h(Γ)×DP0
h(Γ)

or DUAL1
h(Γ)×DUAL0

h(Γ). When β is small (but not too small), this ill-conditioning can
be mostly avoided.

The convergence as h is reduced for ε = 1
300 , ε = 1, and ε = 300, and using β = 0.01,

is shown in figure 3.11. In this case, order 3
2 convergence is observed. Again, we see that

when taking (uh, λh), (vh, µh) ∈ P1
h(Γ) × DP0

h(Γ), the number of iterations grows as h is
decreased, but when using the stable dual space pairing the number of iterations required
remains low.

As in the mixed Dirichlet–Neumann case, when k = l = 1, we may replace the bound
on βN with βN ≲ h−1 and we take βD = βN = β for some constant β. The dependence of
the error and iteration count on both β and ε is shown in figure 3.12. As in the previous
case, β = 0.01 looks to be a suitable choice for the parameter.

The convergence as we reduce h for ε = 1
300 , ε = 1, and ε = 300, and using β = 0.01,

is shown in figure 3.13. In this case, order 2 convergence is observed. For the method
(3.64), the same order of convergence and errors of almost identical size are oberved on
the sphere. For the method (3.64), the number of iterations required to solve the system
grows gradually as we reduce h. For the penalty method, the number of iterations remains
close to constant.
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Figure 3.10: The dependence of the error on ε and β for the Robin problem on the unit sphere (first
three rows) and unit cube (final row) with h = 0.1, with (uh, λh), (vh, µh) ∈ P1

h(Γ) × DP0
h(Γ) (top row);

(uh, λh), (vh, µh) ∈ P1
h(Γ) × DUAL0

h(Γ) (second row); and (uh, λh) ∈ P1
h(Γ) × DP0

h(Γ) and (vh, µh) ∈
DUAL1

h(Γ)× DUAL0
h(Γ) (final two rows). Here we use βD = βh−1 and βN = βh.
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Figure 3.11: The convergence (left) and iteration counts (right) of the penalty method with β = 0.01 for the
Robin problem with ε = 300 (green triangles), ε = 1 (green diamonds) and ε = 1/300 (green pentagons) on
the unit sphere (first three rows) and the unit cube (final row), with (uh, λh), (vh, µh) ∈ P1

h(Γ)× DP0
h(Γ)

(top row); (uh, λh), (vh, µh) ∈ P1
h(Γ) × DUAL0

h(Γ) (second row); and (uh, λh) ∈ P1
h(Γ) × DP0

h(Γ) and
(vh, µh) ∈ DUAL1

h(Γ)×DUAL0
h(Γ) (final two rows). The dashed lines show order 3

2
convergence. Here we

use βD = βh−1 and βN = βh.



114 Matthew W. Scroggs

10−10

100

101010−10

100

1010

10−2

101

104

β
ε

∥(
u
−
u
h
,λ

−
λ
h
)∥

B
R

10−10

100

101010−10

100

1010

0

100

200

β
ε

№
of

G
M

R
ES

ite
ra

tio
ns

Figure 3.12: The dependence of the error on ε and β for the Robin problem on the unit sphere (top) and
the unit cube (bottom) with h = 0.1, with (uh, λh), (vh, µh) ∈ P1

h(Γ)× P1
h(Γ). Here we use βD = βN = β.
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Figure 3.13: The convergence (left) and iteration counts (right) of the penalty method (green) with β =
0.01 compared to the method (3.64) (grey dashed), for the Robin problem with ε = 300 (triangles),
ε = 1 (diamonds) and ε = 1/300 (pentagons) on the unit sphere (top) and the unit cube (bottom), with
(uh, λh), (vh, µh) ∈ P1

h(Γ)×P1
h(Γ). The dashed line shows order 2 convergence. Here we use βD = βN = β.
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Figure 3.14: The solution, uh, of a mixed Dirichlet–Neumann problem on the interior of a mug, solved using
the penalty method with β = 0.01, with (uh, λh) ∈ P1

h(Γ)×DP0
h(Γ) and (vh, µh) ∈ DUAL1

h(Γ)×DUAL0
h(Γ).

The boundary conditions used are ∂u
∂ν

= y on the top of the mug and u(x) = z everywhere else.

Again, we could consider the penalty-free formulation for the Robin problem. However,
figures 3.10 and 3.12 suggest that as β → 0, the error increases for some values of ε. This
increased error can also be observed in the numerical experiments we have run with β = 0.
Hence in the Robin case, the penalty term is necessary and we expect that theorem 3.4
does not hold for βR = 0.

— — —

Now that you’ve finished reading chapter 3, why not take a break and refill figure 3.14
with hot liquid before reading on.
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Chapter 4

Weak imposition of Signorini
boundary conditions

Signorini boundary conditions were first proposed by Antonio Signorini in 1959 [69] and
are given by

u ⩽ gC and ∂u

∂ν
⩽ ψC on ΓC, (1.37f)(

∂u

∂ν
− ψC

)(
u− gC

)
= 0 on ΓC. (1.37g)

These conditions describe a contact problem, where u is the distance between the
object and the obstacle at each point, ∂u

∂ν is the force on the object due to contact. (1.37g)
states that either u = gC, and so the object’s height is the height of the obstable and
there is contact; or ∂u

∂ν = ψC, and so the only force on the object is the background force
(eg gravity) and there is no contact. (1.37f) ensures that the object cannot penetrate the
obstacle and the contact force cannot be negative.

In this chapter, we focus on solving an interior Laplace problem with mixed Dirichlet–
Signorini boundary conditions: Find u ∈ H1(∆,Ω–) such that

−∆u = 0 in Ω–, (1.37a)

u = gD on ΓD, (1.37c)

u ⩽ gC and ∂u

∂ν
⩽ ψC (1.37f)

and
(
∂u

∂ν
− ψC

)(
u− gC

)
= 0 on ΓC. (1.37g)

We assume that gD ∈ H3/2(ΓD), gC ∈ H1/2(ΓC), and ψC ∈ H−1/2(ΓC).
Observe that when ΓC = ∅, there exists a unique solution to (1.37) by the Lax–

Milgram lemma, and that u ∈ H3/2+ϵ(Ω–) for some ϵ > 0. In the case that meas(ΓC) > 0,
the theory of Lions and Stampacchia [53] for variational inequalities yields existence and
uniqueness of solutions with the same regularity.

The application of Nitsche techniques based on FEM to deal with variational inequal-
ities has received increasing interest recently, starting from a series of works by Chouly,
Hild and Renard for elasticity problems with contact [25]. Their approach goes back to an
augmented Lagrangian formulation, that has first been introduced by Alart and Curnier
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[1].

Boundary element methods for Signorini type problems have first been studied by Han
[41]. A variational formulation involving the Calderón projector has been presented in
[42]. An alternative formulation is based on Steklov–Poincaré operators [74, 84]. The nu-
merical approaches to solve such formulations include a penalty formulation [67], operator
splitting techniques [71, 85] or semi-smooth Newton methods [74, 84]. The latter refer-
ence includes besides the usual energy norm estimates an L2(Γ)-error estimate based on a
duality argument. Maischak and Stephan [54] presented a posteriori error estimates and
an hp-adaptive algorithm for the Signorini problem. Recently, an augmented Lagrangian
approach has been presented in combination with a semi-smooth Newton method [84].

In this chapter, we look at how the Nitsche-inspired method of weakly imposing bound-
ary conditions on BEM, as proposed in chapter 3, can be extended to problems such as
this. We will show how we may use arguments similar to those of Chouly, Hild and Re-
nard [25, 26] to impose Signorini conditions seamlessly. The result is a nonlinear system
to which one may apply Newton’s method or a fixed-point iteration in a straightforward
manner. We prove existence and uniqueness of solutions to the nonlinear system and
optimal order error estimates.

This chapter is based on the material in [21].

— 4.1 —

Weak imposition of Signorini boundary
conditions on Laplace’s equation

In this section, we derive formulations for an interior Laplace problem with mixed Dirichlet–
Signorini boundary conditions. We follow the same approach as in chapter 3: we write
the boundary condition in the form

RΓ(u, λ) = 0, (4.2)

and add a suitably weighted version of this to the multitrace equation (3.5) to obtain an
equation of the form

A[(u, λ), (v, µ)] = 1
2 ⟨u, µ⟩Γ + 1

2 ⟨λ, v⟩Γ + ⟨RΓ(u, λ), β1v + β2µ⟩Γ . (3.8)

To quantify the two traces we introduce the product space

V := H1/2(Γ)×H−1/2(Γ) (4.3)
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and the associated norm

∥(v, µ)∥V := ∥v∥H1/2(Γ) + ∥µ∥H−1/2(Γ) . (4.4)

— 4.1.1 —

Signorini boundary conditions
For the derivation of the formulation on the contact boundary, we will first omit the
Dirichlet part and let Γ = ΓC. To impose the contact conditions, we will use the following
relations, introduced by Alart and Curnier [1], with [x]± := ±max(0,±x).

(u− gC) =
[
(u− gC)− τ−1(λ− ψC)

]
− on ΓC, (4.5)

(λ− ψC) = − [τ(u− gC)− (λ− ψC)]+ on ΓC, (4.6)

for all τ > 0. It is straightforward [25] to show that each of these two conditions is
equivalent to the contact boundary conditions (1.37f) and (1.37g).

To simplify the notation, we introduce the operators

P τ (u, λ) := τ(u− gC)− (λ− ψC), (4.7)

P τ0 (u, λ) := τu− λ. (4.8)

Using (4.5), we arrive at the following boundary term for the contact conditions

R1
ΓC(u, λ) = (gC − u) + τ−1 [P τ (u, λ)]− . (4.9)

Alternatively, by using (4.6), we arrive at the following boundary term

R2
ΓC(u, λ) = τ−1

(
(ψC − λ)− [P τ (u, λ)]+

)
. (4.10)

By using the fact that x = [x]++[x]−, it can be shown that (4.9) and (4.10) are equivalent.
Substituting (4.9) into (3.5), and using the weights β1 = τ and β2 = 1, we obtain

A[(u, λ), (v, µ)] + 1
2 ⟨µ, u⟩ΓC

+
〈
τu− 1

2λ, v
〉
ΓC
−
〈
[P τ (u, λ)]− , v + τ−1µ

〉
ΓC

= ⟨gC, τv + µ⟩ΓC
. (4.11)

Using (4.10), we have

A[(u, λ), (v, µ)] + 1
2 ⟨λ, v⟩ΓC

+
〈
τ−1λ− 1

2u, µ
〉
ΓC

+
〈
[P τ (u, λ)]+ , v + τ−1µ

〉
ΓC

=
〈
ψC, v + τ−1µ

〉
ΓC
. (4.12)

We see that (4.12) is similar to the non-symmetric version of the method proposed in
[26] and (4.11) is similar to the non-symmetric Nitsche formulation for contact discussed
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in [22]. As pointed out in the latter reference, the two formulations are equivalent, with
the same solutions. In what follows, we focus exclusively on the variant (4.12).

Defining

BC[(u, λ), (v, µ)] :=
1
2 ⟨λ, v⟩ΓC

+
〈
τ−1λ− 1

2u, µ
〉
ΓC

+
〈
[P τ (u, λ)]+ , v + τ−1µ

〉
ΓC
, (4.13)

LC(v, µ) :=
〈
ψC, v + τ−1µ

〉
ΓC
, (4.14)

we arrive at the variational formulation: Find (u, λ) ∈ V such that

(A+ BC) [(u, λ), (v, µ)] = LC(v, µ) ∀(v, µ) ∈ V. (4.15)

— 4.1.2 —

Mixed Dirichlet and contact boundary conditions
Combining the formulations for the Dirichlet and contact conditions, we arrive at the
following formulation for the problem (1.37): Find (u, λ) ∈ V such that

(A+ BD + BC) [(u, λ), (v, µ)] = LD(v, µ) + LC(v, µ) ∀(v, µ) ∈ V,

where BD, LD, BC and LC are defined in (3.12), (3.13), (4.13) and (4.14).
For discretisation, we use the assumptions and spaces introduced in section 2.3.1. The

discrete problem reads: Find (uh, λh) ∈ Vh such that

(A+ BD + BC) [(uh, λh), (vh, µh)] = LD(vh, µh) + LC(vh, µh) ∀(vh, µh) ∈ Vh. (4.16)

— 4.2 —

Analysis of the weak imposition of Signorini
boundary conditions

In this section, we prove the existence of unique solutions to the nonlinear system of
equations (4.16) as well as optimal error estimates.

Let W := H1/2(Γ)×(H−1/2(Γ)∩L2(ΓC)) and assume that (u, λ) ∈W∪(Hr(Γ)×Hs(Γ))

for some r ⩾ 1
2 and s ⩾ −1

2 solves (1.37).
We define the distance function dC and norm ∥·∥∗, for (v, µ), (w, η) ∈W, by

dC[(v, µ), (w, η)] := ∥(v − w, µ− η)∥BD
+
∥∥∥τ− 1

2
(
µ− η + [P τ (v, µ)]+ − [P τ (w, η)]+

)∥∥∥
L2(ΓC)

∥(v, µ)∥∗ := ∥(v, µ)∥BD
+
∥∥∥τ 1

2 v
∥∥∥
L2(ΓC)

+
∥∥∥τ− 1

2µ
∥∥∥
L2(ΓC)

.

We note that due the appearance of [·]+ in its second term, dC is not a norm. dC does
provide a bound on the error however, as for all (v, µ) ∈W, dC[(v, µ), (0, 0)] ⩾ ∥(v, µ)∥BD

⩾
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∥(v, µ)∥V. Due to this and the non-linearity of BC, the results in section 3.2 must be
adapted for this problem.

When proving this section’s results, we will use properties of the [·]+ function that are
given in the following lemma.

Lemma 4.1. Let a, b ∈ R then there holds

(
[a]+ − [b]+

)2 ⩽ ([a]+ − [b]+
)
(a− b), (4.17)∣∣[a]+ − [b]+

∣∣ ⩽ |a− b| . (4.18)

Proof. For a proof of these well-known properties see eg [25].

We now prove a result that is analagous to assumption 3.1.

Lemma 4.2. If there is βmin > 0, independent of h, such that βD > βmin, then there is
α > 0 such that for all (v, µ), (w, η) ∈W,

α (dC[(v, µ), (w, η)])
2 ⩽ (A+ BD)[(v − w, µ− η), (v − w, µ− η)]

+ BC[(v, µ), (v − w, µ− η)]− BC[(w, η), (v − w, µ− η)].

Proof. From the analysis of the Dirichlet problem (proposition 3.4) we know that when
βD > βmin > 0,

α ∥(v − w, µ− η)∥2BD
⩽ (A+ BD)[(v − w, µ− η), (v − w, µ− η)]. (4.19)

Introducing the notation δP := [P τ (v, µ)]+ − [P τ (w, η)]+, we have

BC[(v, µ), (v − w, µ− η)]− BC[(w, η), (v − w, µ− η)]

= τ−1 ∥µ− η∥2L2(ΓC) +
〈
δP, v − w + τ−1(µ− η)

〉
ΓC
. (4.20)

To estimate the expression on the right-hand side, we use

τ−1 ∥µ− η + δP∥2L2(ΓC) = τ−1
(
∥µ− η∥2L2(ΓC) + ∥δP∥

2
L2(ΓC) + 2 ⟨µ− η, δP ⟩ΓC

)
.

Using (4.17), this implies the bound

τ−1 ∥µ− η + δP∥2L2(ΓC) ⩽ τ−1
(
∥µ− η∥2L2(ΓC) + ⟨δP, P

τ
0 (v − w, µ− η)⟩ΓC

+ 2 ⟨µ− η, δP ⟩ΓC

)
.

Observing that P τ0 (v − w, µ− η) + 2(µ− η) = τ(v − w) + µ− η, we infer that

τ−1 ∥µ− η + δP∥2L2(ΓC) ⩽ BC[(v, µ), (v − w, µ− η)− BC[(w, η), (v − w, µ− η)]. (4.21)
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We conclude the proof by noting that

(dC[(v, µ), (w, η)])
2 ≲ ∥(v − w, µ− η)∥2BD

+τ−1
∥∥µ− η + [P τ (v, µ)]+ − [P τ (w, η)]+

∥∥2
L2(ΓC)

,

and applying (4.19) and (4.21).

Next, we prove a result analagous to assumption 3.2.

Lemma 4.3. If there is βmin > 0, independent of h, such that βD > βmin, then there is
α > 0 such that for all (vh, µh) ∈ Vh,

α

(
∥(vh, µh)∥BD

+
∥∥∥τ− 1

2
(
µh + [P τ (vh, µh)]+

)∥∥∥
L2(ΓC)

)2

⩽ (A+ BD + BC)[(vh, µh), (vh, µh)]−
〈
[P τ (vh, µh)]+ , gC − τ−1ψC

〉
ΓC

Proof. The proof is similar to that of lemma 4.2, but with µh and vh instead of µ− η and
v − w. The appearance of the data term in the right-hand side is due to the relation

τ−1
∥∥[P τ (vh, µh)]+∥∥2L2(ΓC)

+ 2τ−1
〈
µh, [P

τ (vh, µh)]+
〉
ΓC

+ τ−1 ∥µh∥2L2(ΓC)

= τ−1
〈
[P τ (vh, µh)]+ , P

τ (vh, µh)
〉
ΓC

+ 2τ−1
〈
µh, [P

τ (vh, µh)]+
〉
ΓC

+ τ−1 ∥µh∥2L2(ΓC)

=
〈
[P τ (vh, µh)]+ , uh + τ−1µh

〉
ΓC
−
〈
[P τ (vh, µh)]+ , gC − τ−1ψC

〉
ΓC

+ τ−1 ∥µh∥2L2(ΓC)

= BC[(vh, µh), (vh, µh)]−
〈
[P τ (vh, µh)]+ , gC − τ−1ψC

〉
ΓC
.

Using lemmas 4.2 and 4.3, we may now prove that (4.16) is well-posed.

Theorem 4.1. The finite dimensional nonlinear system (4.16) admits a unique solution.

Proof. [79, chapter 2, lemma 1.4] states that if F is a continuous mapping from a finite
dimensional Hilbert space H into itself, and if F is positive, then there exists a point ξ ∈ H
such that F(ξ) = 0.

Therefore, in order prove the existence of a solution, we show the continuity and the
positivity of the nonlinear operator A+ BD + BC − LD − LC.

We define F : Vh → Vh, for (vh, µh) ∈ Vh, by

⟨F(vh, µh), (wh, ηh)⟩Γ = (A+ BD + BC)[(vh, µh), (wh, ηh)]− LD(wh, ηh)− LC(wh, ηh),

for all (wh, ηh) ∈ Vh. We may write the non-linear system (4.16) as

⟨F(vh, µh), (wh, ηh)⟩Γ = 0 ∀(wh, ηh) ∈ Vh. (4.22)
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For fixed h, by the equivalence of norms on discrete spaces, there exist c1, c2 > 0 such that
for all (vh, µh) ∈ Vh,

c1 ∥(vh, µh)∥L2(Γ) ⩽ ∥(vh, µh)∥BD
⩽ c2 ∥(vh, µh)∥L2(Γ) .

To show positivity, we let (vh, µh) ∈ Vh. Using lemma 4.3, we see that

⟨F(vh, µh), (vh, µh)⟩Γ ⩾ α ∥(vh, µh)∥2BD
+ ατ−1

∥∥µh + [P τ (vh, µh)]+
∥∥2
L2(ΓC)

+
〈
[P τ (vh, µh)]+ , gC − τ−1ψC

〉
ΓC
− LD(vh, µh)− LC(vh, µh).

Using the Cauchy–Schwarz inequality and an arithmetic-geometric inequality, we see that
there exists CgCψC > 0 such that

〈
[P τ (vh, µh)]+ , gC − τ−1ψC

〉
ΓC
− LD(vh, µh)− LC(vh, µh)

=
〈
[P τ (vh, µh)]+ + µh, gC − τ−1ψC

〉
ΓC
−
〈
µh, gC − τ−1ψC

〉
ΓC

− ⟨gD, βDvh + µh⟩ΓD
−
〈
ψC, vh + τ−1µh

〉
ΓC

⩾ −C2
gCψC −

α
2

(
∥(vh, µh)∥2BD

+ τ−1
∥∥µh + [P τ (vh, µh)]+

∥∥2
L2(ΓC)

)
.

Using norm equivalence, we obtain

⟨F(vh, µh), (vh, µh)⟩Γ ⩾ α
2

(
∥(vh, µh)∥2BD

+ τ−1
∥∥µh + [P τ (vh, µh)]+

∥∥2
L2(ΓC)

)
− C2

gCψC

⩾ C ′ ∥(vh, µh)∥2L2(Γ) − C
2
gCψC ,

for some C ′ > 0. We conclude that for all (vh, µh) ∈ Vh with

∥(vh, µh)∥2L2(Γ) >
C2
gCψC

C ′ + 1,

there holds ⟨F(vh, µh), (vh, µh)⟩Γ > 0.
To show continuity, let (v1h, µ

1
h), (v

2
h, µ

2
h) ∈ Vh. We have for all (wh, ηh) ∈ Vh,

〈
F(v1h, µ

1
h)− F(v2h, µ

2
h), (wh, ηh)

〉
Γ

=
〈[
P τ (v1h, µ

1
h)
]
+
−
[
P τ (v2h, µ

2
h)
]
+
, wh + τ−1ηh

〉
ΓC

+ 1
2

〈
µ1h − µ2h, wh + τ−1ηh

〉
Γ
− 1

2

〈
v1h − v2h, µ1h − µ2h

〉
ΓC

+ (A+ BD)[(v
1
h − v2h, µ1h − µ2h), (wh, ηh)]

⩽
(
τ
∥∥v1h − v2h∥∥L2(ΓC)

+
∥∥µ1h − µ2h∥∥L2(ΓC)

)(
∥wh∥L2(ΓC) + τ−1 ∥ηh∥L2(ΓC)

)
,

where we have used (4.18). By norm equivalence, this means that〈
F(v1h, µ

1
h)− F(v2h, µ

2
h), (wh, ηh)

〉
Γ

∥(wh, ηh)∥L2(Γ)

⩽ C
∥∥(v1h − v2h, µ1h − µ2h)∥∥L2(Γ)
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showing that F is continuous.
Applying [79, chapter 2, lemma 1.4] shows that there exists a solution to (4.22) and

hence also to (4.16).
Uniqueness is an immediate consequence of lemma 4.2. Assume that (u1h, λ

1
h) and

(u2h, λ
2
h) are solutions to (4.16). We immediately see that

α
(
dC
[
(u1h, λ

1
h), (u

2
h, λ

2
h)
])2

= 0,

and we conclude that the solution is unique.

We now proceed to prove the following result, which is analagous to proposition 3.2

Lemma 4.4. Let (u, λ) ∈ W be the solution of (1.37) and (uh, λh) ∈ Vh the solution of
(4.16). Then there holds

dC[(u, λ), (uh, λh)] ⩽ C inf
(vh,µh)∈Vh

∥(u− vh, λ− µh)∥∗ .

Proof. Using lemma 4.2 and Galerkin orthogonality, we see that, for arbitrary (vh, µh) ∈
Vh,

α (dC[(u, λ), (uh, λh)])
2 ⩽ (A+ BD)[(u− uh, λ− λh), (u− uh, λ− λh)]

+ BC[(u, λ), (u− uh, λ− λh)]− BC[(uh, λh), (u− uh, λ− λh)]

= (A+ BD)[(u− uh, λ− λh), (u− vh, λ− µh)]

+ BC[(u, λ), (u− vh, λ− µh)]− BC[(uh, λh), (u− vh, λ− µh)].

Next, we use

BC[(u, λ), (u− vh, λ− µh)]− BC[(uh, λh), (u− vh, λ− µh)]

=
〈
λ− λh + [P τ (u, λ)]+ − [P τ (uh, λh)]+ , (u− vh) + τ−1(λ− µh)

〉
ΓC

− 1
2 ⟨u− uh, λ− µh⟩ΓC

− 1
2 ⟨λ− λh, u− vh⟩ΓC

to show that

(A+ BD)[(u− uh, λ− λh), (u− uh, λ− λh)]

+ BC[(u, λ), (u− uh, λ− λh)]− BC[(uh, λh), (u− uh, λ− λh)]

= (A+ BD)[(u− uh, λ− λh), (u− vh, λ− µh)]︸ ︷︷ ︸
(I)

− 1
2 ⟨u− uh, λ− µh⟩ΓC

− 1
2 ⟨λ− λh, u− vh⟩ΓC︸ ︷︷ ︸

(II)

+
〈
λ− λh + [P τ (u, λ)]+ − [P τ (uh, λh)]+ , (u− vh) + τ−1(λ− µh)

〉
ΓC︸ ︷︷ ︸

(III)

.
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We estimate the three parts of the right-hand separately. For the first term, we use
the continuity of A+ BD (proposition 3.4) to obtain

(I) ⩽M ∥(u− uh, λ− λh)∥BD
∥(u− vh, λ− µh)∥BD

.

For the second line, we use H1/2(Γ)–H−1/2(Γ) duality and the Cauchy–Schwarz inequality
to obtain

(II) ⩽ ∥(u− uh, λ− λh)∥BD
∥(u− vh, λ− µh)∥BD

.

For the last term, we use the Cauchy–Schwarz inequality to get

(III) ⩽
∥∥∥τ−1/2

(
λ− λh + [P τ (u, λ)]+ − [P τ (uh, λh)]+

)∥∥∥
L2(ΓC)

·
(∥∥∥τ1/2(u− vh)∥∥∥

L2(ΓC)
+
∥∥∥τ−1/2(λ− µh)

∥∥∥
L2(ΓC)

)
.

Collecting these bounds, we see that

dC[(u, λ), (uh, λh)]
2 ≲ dC[(u, λ), (uh, λh)] ∥(u− vh, λ− µh)∥∗ .

Dividing through by dC[(u, λ), (uh, λh)], and taking the infimum yields the desired result.

We now prove the main result of this section, an a priori bound on the error of the
solution of (4.16). This result is analogous to corollary 3.1.

Theorem 4.2. Let (u, λ) ∈ Hs(Γ)×Hr(Γ) for some s ⩾ 1
2 , r ⩾ 0 and (uh, λh) ∈ Pkh×DPlh

be the solutions of (1.37) and the discrete problem (4.16), respectively. If there is βmin > 0

such that βmin < βD ≲ h−1 and τ ≂ h−1, then

dC[(u, λ), (uh, λh)] ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(k + 1, s) and ξ = min(l + 1, r). Additionally,

∥ũ− ũh∥H1(Ω–) ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ũ and ũh are the solutions in Ω– defined by (1.47).

Proof. Using lemmas 2.2 and 2.3, we see that

inf
(vh,µh)∈Vh

∥(u− vh, λ− µh)∥V = inf
vh∈Pk

h

∥u− vh∥H1/2(Γ) + inf
µh∈Λl

h

∥λ− µh∥H−1/2(Γ)

≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

inf
vh∈Pk

h

∥u− vh∥L2(Γ) ≲ hζ |u|Hζ(Γ) ,

inf
µh∈DPl

h

∥λ− µh∥L2(Γ) ≲ hξ |λ|Hξ(Γ) .
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Applying these to the definition of ∥·∥∗ gives

inf
(vh,µh)∈Vh

∥(u− vh, λ− µh)∥∗ ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ)

+ β
1/2
D hζ |u|Hζ(Γ) + τ1/2hζ |u|Hζ(Γ) + τ−1/2hξ |λ|Hξ(Γ) .

In combination with lemma 4.4 and using the given choice of the parameters τ and βD

this proves the first assertion.
The estimate in the domain Ω– follows by using the relations (1.74) and (1.76).

If λ is smooth enough and k = l, the bounds on τ can be replaced with h ≲ τ ≲ h−1

without reducing the order of convergence.
By observing that for all (v, µ), (w, η) ∈ W, ∥(v − w, µ− η)∥V ⩽ dC[(v, µ), (w, η)], we

arrive at the following corollary of theorem 4.2.

Corollary 4.1. Let (u, λ) ∈ Hs(Γ)×Hr(Γ) be the solution of (1.37) for some s ⩾ 1
2 and

r ⩾ 0 and (uh, λh) ∈ Pkh×DPlh the solution of the discrete problem (4.16). If there is
βmin > 0 such that βmin < βD ≲ h−1 and τ ≂ h−1, then

∥(u− uh, λ− λh)∥V ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(k + 1, s) and ξ = min(l + 1, r).

Using lemma 2.4, we can derive the following result if V is taken to be P1
h(Γ) ×

DUAL0
h(Γ).

Corollary 4.2. Let (u, λ) ∈ Hs(Γ)×Hr(Γ) be the solution of (1.37) for some s ⩾ 1
2 and

r ⩾ 0 and (uh, λh) ∈ P1
h×DUAL0

h the solution of the discrete problem (4.16). If there is
βmin > 0 such that βmin < βD ≲ h−1 and τ ≂ h−1, then

∥(u− uh, λ− λh)∥V ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(2, s) and ξ = min(12 , r).

— 4.3 —

Numerical results
We now demonstrate the theory with a series of numerical examples. In this section, we
consider two example problems.

For the first problem, we let Ω– = [0, 1]×[0, 1]×[0, 1] be the unit cube, ΓC := {(x, y, z) ∈
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Γ : z = 1}, and ΓD := Γ \ ΓC. Let

gD = 0, (4.23a)

gC =

sin(πx) sin(πy) sinh(
√
2π) x ⩽ 1

2

sin(πy) sinh(
√
2π) x > 1

2

, (4.23b)

ψC =


√
2π sin(πx) sin(πy) cosh(

√
2π) x ⩾ 1

2√
2π sin(πy) cosh(

√
2π) x < 1

2

. (4.23c)

It can be shown that

u(x, y, z) = sin(πx) sin(πy) sinh(
√
2πz)

is the solution to (1.37) with these boundary conditions.

For the second problem, we let Ω– = {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1} be the unit
sphere, ΓC := {(x, y, z) ∈ Γ : x > 0}, and ΓD := Γ \ ΓC. Let

gD = x2 − y2, (4.24a)

gC =

x2 − y2 y > 0

x2 y ⩽ 0
, (4.24b)

ψC =

2x2 − 2y2 y < 0

2x2 y ⩾ 0
. (4.24c)

It can be shown that
u(x, y, z) = x2 − y2 (4.25)

is the solution to (1.37) with these boundary conditions.

As in the previous chapter, we denote which problem we are solving in each plot by a
small cube or sphere at the top right-hand corner of the plot.

To solve the non-linear system (4.15), we will treat the nonlinear term explicitly.
Therefore, we define

B′C[(u, λ), (v, µ)] := 1
2 ⟨λ, v⟩ΓC

+
〈
τ−1λ− 1

2u, µ
〉
ΓC

(4.26)

Note that B′C differs from BC only by the missing nonlinear term.

We pick initial guesses (u0, λ0) ∈ Vh and define (un+1, λn+1) ∈ Vh, for n ∈ N, to be
the solution of

(A+ BD + B′C)[(un+1, λn+1), (vh, µh)] = LC(vh, µh)−
〈
[P τ (un, λn)]+ , vh + τ−1µh

〉
ΓC

∀(vh, µh) ∈ Vh. (4.27)
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This leads us to algorithm 1, an iterative method for solving the contact problem.
In all the computations in this section, we precondition GMRES using a mass matrix

preconditioner applied blockwise from the left, as we did in the previous chapter.

Algorithm 1 Iterative algorithm for solving the contact problem
1: function solve((u0, λ0), tol, maxiter)
2: for n← 0 to maxiter do
3: (un+1, λn+1)← solution of (4.27), calculated using GMRES
4: if ∥(un+1, λn+1)− (un, λn)∥V < tol then
5: return (un+1, λn+1)
6: end if
7: end for
8: end function

— 4.3.1 —

Numerical results on the unit cube
We begin by looking at the result for the problem on the unit cube with boundary condi-
tions (4.23).

Figures 4.1 and 4.2 show how the error, number of outer iterations, and the average
number of GMRES iterations inside each outer iteration for the problem on the unit cube
change as the parameter τ is varied. The results in figure 4.1 are for Vh = P1

h(Γ) ×
DUAL0

h(Γ), and the results in figure 4.2 are for Vh = P1
h(Γ)×DP0

h(Γ). Here, we see that
the error and number of outer iterations are lowest when τ is between around 1 and 10.

Motivated by figures 4.1 and 4.2 and the bounds in corollaries 4.1 and 4.2, we take
τ = 0.5/h, and look at the convergence as h is decreased. Figure 4.3 shows how the error
and iteration counts vary as h is decreased when Vh = P1

h(Γ) × DUAL0
h(Γ). Here we

observe slightly higher than the order 1 convergence predicted by corollary 4.2.
Figure 4.4 shows the error and iterations counts as h is reduced when Vh = P1

h(Γ) ×
DP0

h(Γ). In this case, corollary 4.1 tells us to expect order 1.5 convergence. However,
we observe a slightly lower order of convergence. This appears to be due to the ill-
conditioning of this system, and the mass matrix preconditioner being ineffective, leading
to an inaccurate solution when using GMRES. This could be rectified by taking a lower
tolerence, but in this case the increasing number of iterations required leads to this being
infeasible.

As in section 3.3, we could look for (un, λn) ∈ P1
h(Γ)×DP0

h(Γ) and test with (vh, µh) ∈
DUAL1

h(Γ) × DUAL0
h(Γ) so that the we obtain the higher order convergence as in corol-

lary 4.1, while having stable dual pairings and hence more effective mass matrix precondi-
tioning. For these spaces, we have seen in the experiments we have run that the error and
iteration counts are highly sensitive to changes in the value of the parameter τ , and so we
have been unable to obtain an accurate solution to the problem. A deeper investigation
of this method using these dual spaces warrants future work.
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Figure 4.1: The dependence of the error, number of outer iterations, and the average number of GM-
RES iterations on τ , for the problem (1.37) with boundary conditions (4.23) on the unit cube with
h = 2−2 (orange triangles), h = 2−3.5 (orange diamonds), and h = 2−5 (orange pentagons). Here we
take (un, λn), (vh, µh) ∈ P1

h(Γ)× DUAL0
h(Γ), u0 = λ0 = 0, βD = 0.01, tol = 0.05, and maxiter = 50.
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Figure 4.2: The dependence of the error, number of outer iterations, and the average number of GM-
RES iterations on τ , for the problem (1.37) with boundary conditions (4.23) on the unit cube with
h = 2−2 (orange triangles), h = 2−3.5 (orange diamonds), and h = 2−5 (orange pentagons). Here we
take (un, λn), (vh, µh) ∈ P1

h(Γ)× DP0
h(Γ), u0 = λ0 = 0, βD = 0.01, tol = 0.05, and maxiter = 50.
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Figure 4.3: The error, number of outer iterations and averge number of inner GMRES iteration for
the problem (1.37) with boundary conditions (4.23) on the unit cube as h is reduced. Here we take
(un, λn), (vh, µh) ∈ P1

h(Γ) × DUAL0
h(Γ), u0 = λ0 = 0, βD = 0.01, tol = 0.05, maxiter = 200, and

τ = 0.5/h. The dashed line shows order 1 convergence.
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Figure 4.4: The error, number of outer iterations and averge number of inner GMRES iteration for
the problem (1.37) with boundary conditions (4.23) on the unit cube as h is reduced. Here we take
(un, λn), (vh, µh) ∈ P1

h(Γ)×DP0
h(Γ), u0 = λ0 = 0, βD = 0.01, tol = 0.05, maxiter = 200, and τ = 0.5/h.

The dashed line shows order 1.5 convergence.
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— 4.3.2 —

Numerical results on the unit sphere
We now look at the results for the problem on the unit sphere with boundary conditions
(4.24).

In our inital experiments, we observed that for this problem and almost all choices
of the parameter τ , the nonlinear outer iteration does not converge. For this problem,
therefore, we use a relaxed algorithm: instead of taking (un+1, λn+1) the be the solution
of (4.27), we take it to be a weighted average of the solution of (4.27) and (un, λn). This
modified algorithm is algorithm 2.

Algorithm 2 Iterative algorithm with relaxation for solving the contact problem
function solve((u0, λ0), tol, maxiter, relax)

2: for n← 0 to maxiter do
(u′n+1, λ

′
n)← solution of (4.27), calculated using GMRES

4: (un+1, λn+1)← relax(u′n, λ′n) + (1− relax)(un, λn)
if ∥(u′n, λ′n)− (un, λn)∥V < tol then

6: return (un+1, λn+1)
end if

8: end for
end function

Figure 4.5 shows the error and iteration counts for the problem on the sphere with
Vh = P1

h(Γ) × DUAL0
h(Γ) as h is reduced. As in the previous section, we take τ =

0.5/h. A greater level of relaxation is required for smaller values of h in order to obtain
good convergence. We therefore take relax = h. In figure 4.5, we observe order 1.5
convergence. This is expected as the space DUAL0

h(Γ) exhibits the same approximation
order as DP0

h(Γ) on smooth surfaces.
As in the previous section, if we take Vh = P1

h(Γ)×DP0
h(Γ), we observe a lower order

of convergence than the expected 1.5. This is shown in figure 4.6. Again we see that the
number of GMRES iterations greatly increases as h is reduced, suggesting that the lower
convergence here is also due to the ill-conditining of the problem, and the ineffectiveness
of mass matrix preconditioning for this choice of spaces.

— — —

Now that you’ve finished reading chapter 4, why not take a break and snack on figure 4.7
before reading on.
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Figure 4.5: The error, number of outer iterations and averge number of inner GMRES iteration for
the problem (1.37) with boundary conditions (4.24) on the unit sphere as h is reduced. Here we take
(un, λn), (vh, µh) ∈ P1

h(Γ)×DUAL0
h(Γ), u0 = λ0 = 0, βD = 0.01, tol = 0.001, maxiter = 200, relax = h,

and τ = 0.5/h. The dashed line shows order 1.5 convergence.



Chapter 4. Weak imposition of Signorini boundary conditions 135

10−1100

10−2

10−1

h

Er
ro

r
in

V
no

rm

10−110−0.5
0

50

100

150

200

h

№
of

ou
te

r
ite

ra
tio

ns

10−110−0.5
0

200

400

600

800

1,000

h

Av
er

ag
e

№
of

G
M

R
ES

ite
ra

tio
ns

Figure 4.6: The error, number of outer iterations and averge number of inner GMRES iteration for
the problem (1.37) with boundary conditions (4.24) on the unit sphere as h is reduced. Here we take
(un, λn), (vh, µh) ∈ P1

h(Γ) × DP0
h(Γ), u0 = λ0 = 0, βD = 0.01, tol = 0.001, maxiter = 200, relax = h,

and τ = 0.5/h. The dashed line shows order 1.5 convergence.
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Figure 4.7: The solution, uh, of a mixed Dirichlet–Signorini problem on the interior of an apple, solved
using the penalty method with βD = 0.01, (un, λn), (vh, µh) ∈ P1

h(Γ) × DP0
h(Γ), u0 = λ0 = 0, βD = 0.01,

tol = 0.001, maxiter = 200, relax = 0.5, and τ = 1. The boundary conditions used are u(x) = 0 on
the bottom half of the apple and (1.37f) and (1.37g) with gC(x) = x3 and ψC(x) = z3 everywhere else.
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Chapter 5

Weak imposition of boundary
conditions on the Helmholtz

equation

In chapters 3 and 4, we focussed on the weak imposition of boundary conditions on
Laplace’s equation. In this chapter, we look at how this method and its analysis can
be adapted to be used for the Helmholtz equation, focussing on the exterior Helmholtz
problem (1.38): Find u ∈ H1

loc(∆,Ω
+) such that

−∆u− k2u = 0 in Ω+, (1.38a)
∂uscat

∂ |x|
− ikuscat = o(|x|−1) as |x| → ∞, (1.38b)

u = gD on ΓD, (1.37c)
∂u

∂ν
= gN on ΓN, (1.37d)

where k ∈ R is the wavenumber of the problem.

As in chapter 3, we assume that the boundary between ΓD and ΓN coincides with edges
between the faces of Γ. We assume that gD ∈ H1/2(ΓD), gN ∈ L2(ΓN), and u ∈ H3/2+ϵ(Γ)

for some ϵ > 0.

— 5.1 —

Derivation of weakly imposed boundary
conditions for the Helmholtz equation

In this section, we derive formulations for the exterior Helmholtz problem with non-
homogeneous Dirichlet conditions and mixed Dirichlet–Neumann boundary conditions.

For exterior problems, we see from (1.64) that

A

[
u

λ

]
= −1

2

[
u

λ

]
. (5.1)



138 Matthew W. Scroggs

Writing this using the multitrace form (3.4) for Helmholtz, we obtain

A[(u, λ), (v, µ)] = −1
2 ⟨u, µ⟩Γ −

1
2 ⟨λ, v⟩Γ . (5.2)

As in chapter 3, we write the boundary condition as

RΓ(u, λ) = 0, (5.3)

and look to solve

A[(u, λ), (v, µ)] = −1
2 ⟨u, µ⟩Γ −

1
2 ⟨λ, v⟩Γ + ⟨RΓ(u, λ), β1v + β2µ⟩Γ . (5.4)

— 5.1.1 —

Dirichlet boundary condition

In this section, we assume that ΓD ≡ Γ and consider the resulting Dirichlet problem.
We choose β1 = β

1/2
D , β2 = −β−1/2

D , where βD will be identified with a mesh-dependent
penalty parameter, and

RΓD(u, λ) := β
1/2
D (gD − u) (5.5)

where gD ∈ H1/2(Γ) is the Dirichlet data. Here, β1 and β2 have been multiplied by negative
1 compared to the values used in chapter 3. This is because we are now formulating an
exterior problem, and this parameter tweak ensures that the resulting formulation will be
the antisymmetric formulation rather than the nonsymmetric formulation obtained if the
other sign is used.

Inserting this into (3.8), we obtain the formulation

A[(u, λ), (v, µ)]− 1
2 ⟨u, µ⟩Γ + 1

2 ⟨λ, v⟩Γ + ⟨βDu, v⟩Γ = ⟨gD, βDv − µ⟩Γ . (5.6)

This leads us to the following formulation for the Helmholtz Dirichlet problem: Find
(u, λ) ∈ V such that

A[(u, λ), (v, µ)] + B+
D [(u, λ), (v, µ)] = L+

D(v, µ) ∀(v, µ) ∈ V, (5.7)

where

B+
D [(u, λ), (v, µ)] := 1

2 ⟨λ, v⟩ΓD
− 1

2 ⟨u, µ⟩ΓD
+ ⟨βDu, v⟩ΓD

, (5.8)

L+
D(v, µ) := ⟨gD, βDv − µ⟩ΓD

. (5.9)
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— 5.1.2 —

Mixed Dirichlet–Neumann boundary condition
We now consider the case of mixed Dirichlet–Neumann boundary conditions, when Γ =

ΓD ∪ ΓN. We note that in this case, we take V = H1/2(Γ)× L2(Γ).
Proceeding as in chapter 3, with the change in sign of the parameters as in section 5.1.1,

we obtain the following formulation for the Helmholtz mixed Dirichlet–Neumann problem:
Find (u, λ) ∈ V such that

A[(u, λ), (v, µ)] + B+
ND[(u, λ), (v, µ)] = L

+
ND(v, µ) ∀(v, µ) ∈ V, (5.10)

where

B+
ND[(u, λ), (v, µ)] := −

1
2 ⟨u, µ⟩ΓD

+ 1
2 ⟨λ, v⟩ΓD

+ ⟨βDu, v⟩ΓD

− 1
2 ⟨λ, v⟩ΓN

+ 1
2 ⟨u, µ⟩ΓN

+ ⟨βNλ, µ⟩ΓN
, (5.11)

L+
ND(v, µ) := ⟨gD, βDv − µ⟩ΓD

+ ⟨gN, βNµ− v⟩ΓN
. (5.12)

— 5.2 —

Analysis of weakly imposed boundary
conditions for the Helmholtz equation

In this section, we present a version of the abstract analysis in section 3.2 adapted to
apply to Helmholtz problems.

As in section 3.2, we let Vh = P1
h(Γ)×DP0

h(Γ) be a finite dimensional subspace of V;
we let W be a product Hilbert space, such that Vh ⊂W ⊂ V; and we let ∥·∥B be a norm
defined on W, such that for all (v, µ) ∈W, ∥(v, µ)∥B ⩾ ∥(v, µ)∥V.

We define the projection π1h : H1/2(Γ)→ P1
h(Γ), for v ∈ H1/2(Γ) by

〈
π1hv, wh

〉
Γ
= ⟨v, wh⟩Γ ∀wh ∈ P1

h(Γ),

we define π0h : H−1/2(Γ)→ DP0
h(Γ), for µ ∈ H−1/2(Γ) by

〈
π0hµ, ηh

〉
H−1/2(Γ)

= ⟨µ, ηh⟩H−1/2(Γ) ∀ηh ∈ DP0
h(Γ).

By [73, (10.4) and theorem 10.4], π1h and π0h are well-defined. We define πh : W→ Vh, for
(v, µ) ∈W, by

πh(v, µ) = (π1hv, π
0
hµ).

It is clear from this definition that for all (vh, µh) ∈ Vh, πh(vh, µh) = (vh, µh). As given in
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the following lemma, πh is bounded.

Lemma 5.1. There exists c > 0 such that for all (v, µ) ∈W,

∥πh(v, µ)∥V ⩽ c ∥(v, µ)∥V .

Proof. Let (v, µ) ∈W.
By [73, (10.15)], there exists c > 0 such that for all v ∈ H1/2(Γ),

∥∥π1hv∥∥H1/2(Γ)
⩽ c ∥v∥H1/2(Γ) . (5.13)

By the triangle inequality,

∥∥π0hµ∥∥H−1/2(Γ)
⩽
∥∥µ− π0hµ∥∥H−1/2(Γ)

+ ∥µ∥H−1/2(Γ) . (5.14)

In the proof of [73, theorem 10.4], it was shown that

∥∥µ− π0hµ∥∥H−1/2(Γ)
⩽ ∥µ∥H−1/2(Γ) , (5.15)

and so

∥∥π0hµ∥∥H−1/2(Γ)
⩽ 2 ∥µ∥H−1/2(Γ) . (5.16)

Combining (5.13) and (5.16) completes the proof.

For the following analysis, we assume that assumption 3.3 (continuity) and assump-
tion 3.4 (approximation) hold. We also make the following additional assumptions.

Assumption 5.1 (Gårding’s inequality). There exists α > 0, δ > 0 such that ∀(v, µ) ∈W

α ∥(v, µ)∥2B − δ ∥(v, µ)∥
2
V ⩽ A[(v, µ), (v, µ)] + B[(v, µ), (v, µ)].

Assumption 5.2 (Injectivity). Let (w, η) ∈W. If ∀(v, µ) ∈W,

A[(w, η), (v, µ)] + B[(w, η), (v, µ)] = 0,

then (w, η) = 0.
Let (v, µ) ∈W. If ∀(w, η) ∈W,

A[(w, η), (v, µ)] + B[(w, η), (v, µ)] = 0,

then (v, µ) = 0.

Assumption 5.3 (Quasi-continuity). There exists M > 0 such that for all (vh, µh) ∈ Vh
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and (w, η) ∈W,

(A+ B)[(vh, µh), (w, η)− πh(w, η)] ⩽M ∥(vh, µh)∥B ∥(w, η)− πh(w, η)∥V ,

and

(A+ B)[(w, η)− πh(w, η), (vh, µh)] ⩽M ∥(vh, µh)∥B ∥(w, η)− πh(w, η)∥V .

Assumption 5.4 (Asymptotic convergence). Let ϵ > 0 and (w, η) ∈ W. There exists
h0 > 0 such that for all h < h0,

∥(w, η)− πh(w, η)∥B < ϵ ∥(w, η)∥B .

We now proceed to prove that if assumptions 3.3, 3.4 and 5.1 to 5.4 hold, then as-
sumptions 3.1 and 3.2 will hold.

Lemma 5.2 (Inf-sup condition). If assumptions 5.1 and 5.2 hold, then assumption 3.1
holds.

Proof. Following the proof of [52, theorem 2], we suppose (for a contradiction) that the first
part assumption 3.1 does not hold. This means that for any n, there exists (vn, µn) ∈W
such that ∥(vn, µn)∥B = 1 and

sup
(w,η)∈W\{0}

(A+ B)[(vn, µn), (w, η)]
∥(w, η)∥B

⩽ 1

n
∥(vn, µn)∥B =

1

n
. (5.17)

The space W is closed, hence the sequence {(vn, µn)}∞n=1 has a convergent subsequence
that converges to (v∞, µ∞) ∈ W. In the remainder of this proof, all limits refer to this
convergent subsequence.

Let (t, κ) ∈W with ∥(t, κ)∥B = 1. By (5.17), we see that

|(A+ B)[(vn, µn), (t, κ)]| ⩽ sup
(w,η)∈W\{0}

(A+ B)[(vn, µn), (w, η)]
∥(w, η)∥B

⩽ 1

n
,

and so

0 ⩽ |(A+ B)[(v∞, µ∞), (t, κ)]| = lim
n→∞

|(A+ B)[(vn, µn), (t, κ)]|

⩽ lim
n→∞

1

n

= 0. (5.18)

By assumption 5.2, this implies that (v∞, µ∞) = 0.
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By assumption 5.1, we see that

(A+ B)[(vn, µn), (vn, µn)] ⩾ α ∥(vn, µn)∥2B − δ ∥(vn, µn)∥
2
V

= α− δ ∥(vn, µn)∥2V ,

and so

(A+ B)[(v∞, µ∞), (v∞, µ∞)] = lim
n→∞

(A+ B)[(vn, µn), (vn, µn)]

⩾ lim
n→∞

(
α− δ ∥(vn, µn)∥2V

)
= α > 0 (5.19)

Combining (5.18) and (5.19), we see that 0 > 0, which is a contradiction; and so the first
part of assumption 3.1 holds.

The second part of assumption 3.1 immediately follows from the second part of as-
sumption 5.2.

In order to show that assumption 3.2 holds, we will require the following results

Lemma 5.3. Let (v, µ) ∈ W. If assumption 3.4 holds, then for any ϵ > 0, there is an
h0 > 0 such that for all h < h0,

inf
(wh,ηh)∈Vh

∥(v, µ)− (wh, ηh)∥V < ϵ.

Proof. Let c > 0 and k > 0. Let (vc, µc) ∈ H1/2+k(Γ)×H−1/2+k(Γ) be a mollification of
(v, µ) such that

∥(v, µ)− (vc, µc)∥V ⩽ c.

Using the triangle inequality and assumption 3.4, we see that

inf
(wh,ηh)∈Vh

∥(v, µ)− (wh, ηh)∥V ⩽ ∥(v, µ)− (vc, ηc)∥V + inf
(wh,ηh)∈Vh

∥(vc, µc)− (wh, ηh)∥V

⩽ c+ hk
(
|vc|H1/2+k(Γ) + |µc|H−1/2+k(Γ)

)
.

Taking c = ϵ/2 and

h < h0 =

 ϵ

2
(
|vc|H1/2+k(Γ) + |µc|H−1/2+k(Γ)

)


1
k

,

we obtain the desired result.

Corollary 5.1. Let (v, µ) ∈ W. If assumption 3.4 holds, then for any ϵ > 0, there is an
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h0 > 0 such that for all h < h0,

∥(v, µ)− πh(v, µ)∥V < ϵ.

Proof. For any (wh, ηh) ∈ Vh, we see by the triangle inequality and lemma 5.1

∥(v, µ)− πh(v, µ)∥V ⩽ ∥(v, µ)− (wh, ηh)∥V + ∥πh [(v, µ)− (wh, ηh)]∥V
⩽ (1 + c) ∥(v, µ)− (wh, ηh)∥V .

Therefore by lemma 5.3, the result holds.

We note that corollary 5.1 holds independently of assumption 5.4, and so this result
may be used later when we proving that the projection for each problem satisfies assump-
tion 5.4.

We now prove that assumption 3.2 holds.

Lemma 5.4 (Discrete inf-sup stability). If assumptions 3.3, 3.4 and 5.1 to 5.4 hold, then
assumption 3.2 holds.

Proof. Following the proof of [11, theorem 2.2], we suppose (for a contradiction) that
the first part of assumption 3.2 does not hold. This implies that there exists a sequence
(hn)n∈N such that limn→∞ hn = 0, and for each n there exists (vhn , µhn) ∈ Vhn such that

∥(vhn , µhn)∥B = 1 (5.20)

sup
(whn ,ηhn )∈Vhn

(A+ B)[(vhn , µhn), (whn , ηhn)]
∥(whn , ηhn)∥B

< kn, (5.21)

where kn > 0 and limn→∞ kn = 0.
We define F : Vhn → Vhn , for (thn , κhn) ∈ Vhn , by

⟨F(thn , κhn), (whn , ηhn)⟩Γ = (A+ B)[(thn , κhn), (whn , ηhn)] ∀(whn , ηhn) ∈ Vhn .

Let (t, κ) ∈ W \ {0}. We use the triangle inequality, assumption 3.3 and (5.20)
and (5.21) to obtain

L := ⟨F(vhn , µhn), (t, κ)⟩Γ (5.22)

= |(A+ B)[(vhn , µhn), (t, κ)]|

⩽ |(A+ B)[(vhn , µhn), (t, κ)− πhn(t, κ)]|+ |(A+ B)[(vhn , µhn), πhn(t, κ)]|

⩽M ∥(t, κ)− πhn(t, κ)∥V + kn ∥πhn(t, κ)∥B . (5.23)

Let ϵ > 0. By corollary 5.1, there is an N ∈ N such that for all n > N ,

∥(t, κ)− πhn(t, κ)∥V < ϵ, (5.24)

kn < ϵ. (5.25)
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Using the triangle inequality and assumption 5.4, we see that

∥πhn(t, κ)∥B ⩽ ∥(t, κ)− πhn(t, κ)∥B + ∥(t, κ)∥B
< ϵ+ ∥(t, κ)∥B . (5.26)

Substituting (5.24) to (5.26) into (5.23), we obtain

L < Mϵ+ knϵ+ kn ∥(t, κ)∥B
< Mϵ+ ϵ2 + ϵ ∥(t, κ)∥B , (5.27)

and so F(vhn , µhn) ⇀ 0 (weakly). By lemma 5.2, F has a continuous inverse, and so
(vhn , µhn)⇀ 0 (weakly).

By lemmas 1.6 and 1.7, there exists a compact operator C : Vhn → Vhn such that the
operator A + C is elliptic. Following the proofs for the Laplace problem in chapter 3, we
see that there exists α > 0 such that

α ∥(vhn , µhn)∥B ⩽ sup
(whn ,ηhn )∈Vhn

⟨(F+ C)(vhn , µhn), (whn , ηhn)⟩Γ
∥(whn , ηhn)∥B

.

Since C is compact, C(vhn , µhn)→ 0 (strongly in V), and so ∥C(vhn , µhn)∥V → 0.

Using (5.21), we see that

α ∥(vhn , µhn)∥B ⩽ sup
(whn ,ηhn )∈Vhn

⟨F(vhn , µhn), (whn , ηhn)⟩Γ
∥(whn , ηhn)∥B

+ sup
(whn ,ηhn )∈Vhn

⟨C(vhn , µhn), (whn , ηhn)⟩Γ
∥(whn , ηhn)∥B

⩽ kn + sup
(whn ,ηhn )∈Vhn

⟨C(vhn , µhn), (whn , ηhn)⟩Γ
∥(whn , ηhn)∥B

.

By the Cauchy–Schwarz inequality,

⟨C(vhn , µhn), (whn , ηhn)⟩Γ ⩽ ∥C(vhn , µhn)∥V ∥(whn , ηhn)∥V
⩽ ∥C(vhn , µhn)∥V ∥(whn , ηhn)∥B .

Taking Nϵ large enough so that for all n > Nϵ, kn < ϵ
2 and ∥C(vhn , µhn)∥C < ϵ

2 , we see
that

α ∥(vhn , µhn)∥B < ϵ.

This contradicts (5.20), and so the first part of assumption 3.2 holds.

To prove the second part of assumption 3.2, we suppose (for a contradiction) that it
does not hold, and so there exists (wh, ηh) ∈ Vh with ∥(wh, ηh)∥B = 1 such that

(A+ B)[(vh, µh), (wh, ηh)] = 0 ∀(vh, µh) ∈ Vh. (5.28)
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By lemma 5.2, there exists (t, κ) ∈W such that

L := |(A+ B)[(t, k), (wh, ηh)]| > 0. (5.29)

By (5.28) and assumption 5.3,

L = |(A+ B)[(t, κ)− πh(t, κ), (wh, ηh)]|

⩽M ∥(t, κ)− πh(t, κ)∥V (5.30)

Using corollary 5.1, we see that taking h small enough, we can bound this above by any
ϵ > 0, and so L = 0. This is a contradiction, and so the second part of assumption 3.2
holds.

Having shown that assumptions 3.3, 3.4 and 5.1 to 5.4 imply assumptions 3.1 and 3.2,
we now restate the results of section 3.2 with these alternative assumptions.

Proposition 5.1. If assumptions 5.1 and 5.2 hold, then the linear system defined by (3.32)
is invertible. If, in addition, we assume that

• assumption 3.3 hold,

• there exists L > 0 such that L(w, η) ⩽ L ∥(w, η)∥B ∀(w, η) ∈W,

• the norms ∥·∥B and ∥·∥∗ are equivalent,

then the formulation (3.31) admits a unique solution in W.

Proof. This follows from proposition 3.1 and lemma 5.2.

Proposition 5.2. Assume that (u, λ) ∈ V is the solution to a boundary value problem of
the form (1.38) satisfying the abstract form (3.31). Let (uh, λh) ∈ Vh be the solution of
(3.32). If assumptions 3.3, 3.4 and 5.1 to 5.4 are satisfied then

∥(u− uh, λ− λh)∥B ≲ inf
(vh,µh)∈Vh

∥(u− vh, λ− µh)∥∗ . (5.31)

Proof. This follows from proposition 3.2 and lemmas 5.2 and 5.4.

Corollary 5.2. Let (u, λ) ∈ Hs(Γ) × Hr(Γ), for some s ⩾ 1
2 and r ⩾ −1

2 , satisfy the
abstract form (3.31). Under the assumptions of proposition 5.2,

∥(u− uh, λ− λh)∥B ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(k + 1, s) and ξ = min(l + 1, r).

Proof. Apply assumption 3.4 to the right hand side of (5.31).
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Proposition 5.3. Assume that (u, λ) ∈ V is the solution to a boundary value problem of the
form (1.38) satisfying the abstract form (3.31) and that the assumptions of proposition 5.2
are satisfied. Let (uh, λh) ∈ Vh. Let ũ : Ω+ → R be the reconstruction obtained using
(1.47), with u = λ and u = u; and ũh : Ω+ → R be the reconstruction obtained using
(3.34). Then there holds

∥ũ− ũh∥H1
loc(Ω

+) ≲
M

α
inf

vh,µh∈Vh

∥(u− vh, λ− µh)∥∗ .

Proof. This follows from proposition 3.3 and lemmas 5.2 and 5.4.

Corollary 5.3. Under the same assumptions of proposition 5.3,

∥ũ− ũh∥H1
loc(Ω

+) ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(k + 1, s) and ξ = min(l + 1, r).

Proof. Apply assumption 3.4 to (3.40) in the proof of proposition 3.3.

— 5.2.1 —

Application of the theory to the Helmholtz Dirichlet
problem

For a Dirichlet problem, the discretised formulation is: Find (uh, λh) ∈ Vh such that

A[(uh, λh), (vh, µh)] + B+
D [(uh, λh), (vh, µh)] = L+

D(vh, µh) ∀(vh, µh) ∈ Vh, (5.32)

where B+
D and L+

D are defined in (5.8) and (5.9).
As in chapter 3, we define the norm

∥(v, µ)∥BD
:= ∥(v, µ)∥V + β

1/2
D ∥v∥L2(ΓD) ,

we let ∥·∥∗ = ∥·∥BD
, and we let W = V.

We now proceed to verify that assumptions 3.3, 3.4 and 5.1 to 5.4 hold for this formu-
lation.

Proposition 5.4 (Continuity). Assumption 3.3 is satisfied for the Helmholtz Dirichlet
problem.

Proof. The proof is the same as the proof of proposition 3.6.

Proposition 5.5 (Approximation). Assumption 3.4 is satisfied for the Helmholtz Dirichlet
problem if 0 ⩽ βD ≲ h−1.

Proof. The proof is the same as the proof of proposition 3.7.
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Proposition 5.6 (Gårding’s inequality). Assumption 5.1 is satisfied for the Helmholtz
Dirichlet problem.

Proof. Let (v, µ) ∈W. Using lemmas 1.6 and 1.7, we see that

(A+ B+
D)[(v, µ), (v, µ)]

= ⟨Vµ, µ⟩Γ + ⟨Wv, v⟩Γ + ⟨βDv, v⟩Γ
⩾ αV ∥µ∥2H−1/2(Γ) + αW ∥v∥2H1/2(Γ) + βD ∥v∥2L2(ΓD) − ⟨C1µ, µ⟩Γ − ⟨C2v, v⟩Γ ,

where the operators C1 : H
−1/2(Γ)→ H1/2(Γ) and C2 : H

1/2(Γ)→ H−1/2(Γ) are compact.
Compact operators are bounded, and so

⟨C1µ, µ⟩Γ ⩽ c1 ∥µ∥2H−1/2(Γ) (5.33)

⟨C2v, v⟩Γ ⩽ c2 ∥v∥2H1/2(Γ) , (5.34)

for some c1, c2 ∈ R. Therefore,

(A+ B+
D)[(v, µ), (v, µ)]

⩾ αV ∥µ∥2H−1/2(Γ) + αW ∥v∥2H1/2(Γ) + βD ∥v∥2L2(ΓD) − c1 ∥µ∥
2
H−1/2(Γ) − c2 ∥v∥

2
H1/2(Γ)

⩾ α ∥(v, µ)∥2BD
− δ ∥(v, µ)∥2V ,

where α = min(αV, αW, 1) and δ = max(c1, c2).

Proposition 5.7 (Injectivity). Assumption 5.2 is satisfied for the Helmholtz Dirichlet
problem if k2 is not a solution l of the exterior Laplace Dirichlet eigenvalue problem

−∆u = lu in Ω+, in Ω+, (5.35a)

∥u∥L2(S) > 0 for some S ⊂ Ω+ (5.35b)

γ+
Du = 0 on Γ, (5.35c)

u(x)→ 0 as |x| → ∞ (1.37b)

Proof. Suppose that (v, µ) ∈W such that

(A+ B+
D)[(v, µ), (w, η)] = 0 ∀(w, η) ∈W.

Taking w = 0, we see that

−⟨Kv, η⟩Γ + ⟨Vµ, η⟩Γ −
1
2 ⟨v, η⟩Γ = 0 ∀η ∈ H−1/2(Γ),

and so −Kv + Vµ− 1
2 Idv = 0. Let ũ := Kv − Vµ. Then by (1.83) and (1.84),

−∆ũ− k2ũ = 0.
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Using the definition of the Green’s function for Helmholtz (1.42), we see that for y ∈ Γ

and as |x| → ∞, G(x,y)→ 0, and therefore ũ(x)→ 0. We also see that

γ+
D ũ = (12 Id+ K)v − Vµ

= 0.

Therefore either k2 is a solution of (5.35), or (v, µ) = 0 and hence the first part of
assumption 5.2 holds.

To prove the second part of assumption 5.2, suppose that (w, η) ∈W such that

(A+ B+
D)[(v, µ), (w, η)] = 0 ∀(v, µ) ∈W.

Talking v = 0 and proceeding as above, we find that either k2 is a solution of (5.35) or
(w,−η) = 0. Therefore the second part of assumption 5.2.

Proposition 5.8 (Quasi-continuity). Assumption 5.3 is satisfied for the Helmholtz Dirich-
let problem if βD ≲ h−1.

Proof. Let (vh, µh) ∈ Vh and (w, η) ∈W. By the boundedness of the boundary operators
(lemma 1.8), we know that

A[(vh, µh), (w, η)− πh(w, η)] ≲ ∥(vh, µh)∥V ∥(w, η)− πh(w, η)∥V . (5.36)

By the definition of B+
D ,

B+
D [(vh, µh), (w, η)− πh(w, η)] = 1

2

〈
µh, w − π1hw

〉
Γ
− 1

2

〈
vh, η − π0hη

〉
Γ
+ βD

〈
vh, w − π1hw

〉
Γ

≲ ∥(vh, µh)∥V ∥(w, η)− πh(w, η)∥V + βD
〈
vh, w − π1hw

〉
Γ
.

(5.37)

To bound the final term of this, we note that due to the definition of π1h,

βD
〈
vh, w − π1hw

〉
Γ
= βD

〈
vh − π1hvh, w − π1hw

〉
Γ

= βD
〈
vh − π1hvh, w − π1hw − π1h(w − π1hw)

〉
Γ
. (5.38)

Applying the Cauchy–Schwarz inequality and standard approximation results [73, theo-
rems 10.4 and 10.9], we deduce that

βD
〈
vh, w − π1hw

〉
Γ
⩽ βD

∥∥vh − π1hvh∥∥L2(Γ)

∥∥w − π1hw − π1h(w − π1hw)∥∥L2(Γ)

⩽ βDh
1/2 ∥vh∥H1/2(Γ) h

1/2
∥∥w − π1hw∥∥H1/2(Γ)

= βDh ∥vh∥H1/2(Γ)

∥∥w − π1hw∥∥H1/2(Γ)

≲ ∥(vh, µh)∥V ∥(w, η)− πh(w, η)∥V . (5.39)

Combining (5.36) and (5.39) proves first part of assumption 5.3.
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The second part of assumption 5.3 can be proved in the same way.

Proposition 5.9 (Asymptotic convergence). Assumption 5.4 is satisfied for the Helmholtz
Dirichlet problem if βD ≲ h−1.

Proof. Let ϵ > 0. By the definition of ∥·∥BD
and corollary 5.1, there exists h0 > 0 such

that for all h < h0,

∥(w, η)− πh(w, η)∥BD
= ∥(w, η)− πh(w, η)∥V + β

1/2
D ∥w − πhw∥L2(Γ)

≲ ϵ+ h−1/2 ∥w − πhw∥L2(Γ) . (5.40)

By standard approximation results [73, theorems 10.4 and 10.9] and corollary 5.1, we see
that

∥w − πhw∥2L2(Γ) ⩽ h ∥w − πhw∥2H1/2(Γ)

⩽ hϵ2. (5.41)

Combining (5.40) and (5.41) leads to the desired result

We have shown that assumptions 3.3, 3.4 and 5.1 to 5.4 are satisfied. Additionally
the extra assumptions in proposition 5.1 are satisfied, so we conclude that the results of
propositions 5.1 to 5.3 and corollaries 5.2 and 5.3 apply to the Dirichlet problem. This is
summarised in the following result.

Theorem 5.1. If k2 is not a Dirichlet eigenvalue of the exterior Laplace problem, the
Helmholtz Dirichlet problem (5.7) has a unique solution (u, λ) ∈ Hs(Γ)×Hr(Γ), for some
s ⩾ 1

2 and r ⩾ −1
2 . The discrete Dirichlet problem (5.32) is invertible. If 0 < βD ≲ h−1,

then its solution (uh, λh) ∈ P1
h(Γ)×DP0

h(Γ) satisfies

∥(u− uh, λ− λh)∥BD
≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(2, s) and ξ = min(1, r). Additionally,

∥ũ− ũh∥H1
loc(Ω

+) ≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ũ and ũh are the solutions in Ω+ computed using (1.49).
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— 5.2.2 —

Application of the theory to the Helmholtz mixed
Dirichlet–Neumann problem

For a mixed Dirichlet–Neumann problem, the discretised formulation is: Find (u, λ) ∈ Vh
such that

A[(uh, λh), (vh, µh)] + B+
ND[(uh, λh), (vh, µh)] = L

+
ND(vh, µh) ∀(vh, µh) ∈ Vh. (5.42)

For simplicity in this section, we assume that ΓD and ΓN are two disjoint closed objects, as
in problems involving multiple scatterers. We expect the analysis of the general problem
to be similar to that presented here.

As in chapter 3, we introduce the following norms.

∥(v, µ)∥BND
:= ∥(v, µ)∥V + β

1/2
D ∥v∥L2(ΓD) + β

1/2
N ∥µ∥L2(ΓN)

∥(v, µ)∥∗ := ∥(v, µ)∥V + β
1/2
D ∥v∥L2(Γ) + β

1/2
N ∥µ∥L2(Γ) .

We let W = H1/2(Γ)× L2(Γ).
We now proceed to show that assumptions 3.3, 3.4 and 5.1 to 5.4 hold for the mixed

Dirichlet–Neumann problem.

Proposition 5.10 (Continuity). Assumption 3.3 is satisfied for the Helmholtz mixed
Dirichlet–Neumann problem if ∃βmin > 0, independent of h, such that β1/2D β

1/2
N > βmin.

Proof. The proof is the same as the proof of proposition 3.12.

Proposition 5.11 (Approximation). Assumption 3.4 is satisfied for the Helmholtz mixed
Dirichlet–Neumann problem if 0 < βD ≲ h−1 and 0 < βN ≲ h.

Proof. The proof is the same as the proof of proposition 3.13.

Proposition 5.12 (Gårding’s inequality). Assumption 5.1 is satisfied for the Helmholtz
mixed Dirichlet–Neumann problem.

Proof. Let (v, µ) ∈W. Using lemmas 1.6 and 1.7, we see that

A[(v, µ), (v, µ)] + B+
ND[(v, µ), (v, µ)]

= ⟨Vµ, µ⟩Γ + ⟨Wv, v⟩Γ + ⟨βDv, v⟩ΓD
+ ⟨βNµ, µ⟩ΓN

⩾ αV ∥µ∥2H−1/2(Γ) + αW ∥v∥2H1/2(Γ) + βD ∥v∥2L2(ΓD) + βN ∥µ∥2L2(ΓN) − ⟨C1µ, µ⟩Γ − ⟨C2v, v⟩Γ ,

where the operators C1 : H
−1/2(Γ)→ H1/2(Γ) and C2 : H

1/2(Γ)→ H−1/2(Γ) are compact.
Proceeding as in the proof of proposition 5.6, we see that

A[(v, µ), (v, µ)] + B+
ND[(v, µ), (v, µ)] ⩾ α ∥(v, µ)∥2BND

− δ ∥(v, µ)∥2V ,
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where α = min(αV, αW, 1) and δ = max(c1, c2).

Proposition 5.13 (Injectivity). Assumption 5.2 is satisfied for the Helmholtz mixed
Dirichlet–Neumann problem if k2 is not a solution l of the exterior Laplace mixed eigen-
value problem

−∆u = lu in Ω+, (5.43a)

γ+
Du = 0 on ΓD, (5.43b)

γ+
Nu = 0 on ΓN, (5.43c)

u(x)→ 0 as |x| → ∞. (1.37b)

Proof. Suppose that (v, µ) ∈W such that

(A+ B+
N)[(v, µ), (w, η)] = 0 ∀(w, η) ∈W. (5.44)

Taking w =

0 in ΓD

w in ΓN
and η =

0 in ΓN

η in ΓD
, we see that

−⟨KDvD, η⟩ΓD
+ ⟨VDµD, η⟩ΓD

− 1
2 ⟨vD, η⟩ΓD

= 0 ∀η ∈ H−1/2(ΓD),

⟨WNvN, w⟩ΓN
+
〈
K′

NµN, w
〉
ΓN
− 1

2 ⟨µN, w⟩ΓN
= 0 ∀w ∈ H1/2(ΓN),

where KD, VD, vD, µD, WN, K′
N, vN, and µN are the operators and function restricted

to the disjoint surfaces ΓD and ΓN. We deduce that (12 IdD + KD)vD − VDµD = 0 and
(12 IdN − K′

N)µN −WNvN = 0 on ΓN.
Let ũ := KDvD − VDµD +KNvN − VNµN. Then by (1.83) and (1.84),

−∆ũ− k2ũ = 0.

Using the definition of the Green’s function for Helmholtz (1.42), we see that for y ∈ Γ

and as |x| → ∞, G(x,y)→ 0, and therefore ũ(x)→ 0. We also see that, on ΓD,

γ+
D ũ = (12 IdD + KD)vD − VDµD

= 0;

and on ΓN,

γ+
N ũ = −WNvN + (12 IdN − K′

N)µN

= 0.

Therefore either k2 is a solution of (5.43), or (v, µ) = 0 and hence the first part of
assumption 5.2 holds.

The second part of assumption 5.2 can be proved in the same way with the roles of
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(v, µ) and (w, η) reversed.

Proposition 5.14 (Quasi-continuity). Assumption 5.3 is satisfied for the Helmholtz mixed
Dirichlet–Neumann problem if βD ≂ h−1 and βN ≂ h.

Proof. Let (vh, µh) ∈ Vh and (w, η) ∈W. By the boundedness of the boundary operators
(lemma 1.8), we know that

A[(vh, µh), (w, η)− πh(w, η)] ≲ ∥(vh, µh)∥V ∥(w, η)− πh(w, η)∥V . (5.45)

By the definition of B+
ND,

L := B+
ND[(vh, µh), (w, η)− πh(w, η)]

= 1
2

〈
µh, w − π1hw

〉
ΓD
− 1

2

〈
vh, η − π0hη

〉
ΓD

+ βD
〈
vh, w − π1hw

〉
ΓD

− 1
2

〈
µh, w − π1hw

〉
ΓN

+ 1
2

〈
vh, η − π0hη

〉
ΓN

+ βN
〈
µh, η − π0hη

〉
ΓN

= 1
2

〈
µh, w − π1hw

〉
Γ
+ 1

2

〈
vh, η − π0hη

〉
Γ
+ βD

〈
vh, w − π1hw

〉
ΓD

−
〈
µh, w − π1hw

〉
ΓN
−
〈
vh, η − π0hη

〉
ΓD

+ βN
〈
vh, w − π1hw

〉
ΓN

≲ ∥(vh, µh)∥V ∥(w, η)− πh(w, η)∥V
+ h−1

〈
vh, w − π1hw

〉
ΓD︸ ︷︷ ︸

(I)

+h
〈
µh, η − π0hη

〉
ΓN︸ ︷︷ ︸

(II)

−
〈
µh, w − π1hw

〉
ΓN︸ ︷︷ ︸

(III)

−
〈
vh, η − π0hη

〉
ΓD︸ ︷︷ ︸

(IV)

.

(5.46)

In order to bound these terms, we note that

∥∥w − π1hw∥∥2L2(Γ)
=
〈
w − π1hw,w − π1hw

〉
Γ

=
〈
w − π1hw,w − π1hw − π1h(w − π1hw)

〉
Γ

=
〈
w − π1hw − π1h(w − π1hw), w − π1hw − π1h(w − π1hw)

〉
Γ

=
∥∥w − π1hw − π1h(w − π1hw)∥∥L2(Γ)

, (5.47)

and so, by a standard approximation result [73, theorem 10.9],

∥∥w − π1hw∥∥L2(Γ)
≲ h1/2

∥∥w − π1hw∥∥H1/2(Γ)
. (5.48)

By [39, theorem 3.5, remark 3.6], we see that

∥∥η − π0hη∥∥L2(Γ)
⩽ h−1/2

∥∥η − π0hη∥∥H−1/2(Γ)
. (5.49)

Using the Cauchy–Schwarz inequality, (5.48) and (5.49), we can now bound each of
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the terms in (5.46).

(I) ⩽ h−1 ∥vh∥L2(ΓD)

∥∥w − π1hw∥∥L2(Γ)

≲ h−1/2 ∥vh∥L2(ΓD)

∥∥w − π1hw∥∥H1/2(Γ)

≲ β
1/2
D ∥vh∥L2(ΓD)

∥∥w − π1hw∥∥H1/2(Γ)
, (5.50)

(II) ⩽ h ∥µh∥L2(ΓN)

∥∥η − π0hη∥∥L2(Γ)

⩽ h1/2 ∥µh∥L2(ΓN)

∥∥η − π0hη∥∥H−1/2(Γ)

≲ β
1/2
N ∥µh∥L2(ΓN)

∥∥η − π0hη∥∥H−1/2(Γ)
, (5.51)

(III) ⩽ ∥µh∥L2(ΓN)

∥∥w − π1hw∥∥L2(Γ)

≲ h1/2 ∥µh∥L2(ΓN)

∥∥w − π1hw∥∥H1/2(Γ)

≲ β
1/2
N ∥µh∥L2(ΓN)

∥∥w − π1hw∥∥H1/2(Γ)
, (5.52)

(IV) ⩽ ∥vh∥L2(ΓD)

∥∥η − π0hη∥∥L2(Γ)

⩽ h−1/2 ∥vh∥L2(ΓD)

∥∥η − π0hη∥∥H−1/2(Γ)

≲ β
1/2
D ∥vh∥L2(ΓD)

∥∥η − π0hη∥∥H−1/2(Γ)
, (5.53)

and so

L ≲ ∥(vh, µh)∥BND
∥(w, η)− πh(w, η)∥V . (5.54)

Combining (5.45) and (5.54) proves first part of assumption 5.3.
The second part of assumption 5.3 can be proved in the same way.

Proposition 5.15 (Asymptotic convergence). Assumption 5.4 is satisfied for the Helmholtz
mixed Dirichlet–Neumann problem if ∃βmax > 0 such that βD ≲ h−1 and βN ≲ h.

Proof. Let ϵ > 0. By the definition of ∥·∥BND
and corollary 5.1, there exists h0 > 0 such

that for all h < h0,

∥(w, η)− πh(w, η)∥BND
= ∥(w, η)− πh(w, η)∥V + β

1/2
D
∥∥w − π1hw∥∥L2(ΓD)

+ β
1/2
N
∥∥η − π0hη∥∥L2(ΓN)

≲ ϵ+ h−1/2
∥∥w − π1hw∥∥L2(Γ)

+ h1/2
∥∥η − π0hη∥∥L2(Γ)

. (5.55)

By (5.48) and corollary 5.1, we see that

∥∥w − π1hw∥∥L2(Γ)
≲ h1/2

∥∥w − π1hw∥∥H1/2(Γ)

⩽ h1/2ϵ. (5.56)
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By (5.49) and corollary 5.1, we see that

∥∥η − π0hη∥∥L2(Γ)
⩽ h−1/2

∥∥η − π0hη∥∥H−1/2(Γ)

⩽ h−1/2ϵ. (5.57)

Combining (5.55) to (5.57) leads to the desired result

We have shown that assumptions 3.3, 3.4 and 5.1 to 5.4 are satisfied. Additionally
the extra assumptions in proposition 5.1 are satisfied, so we conclude that the results of
propositions 5.1 to 5.3 and corollaries 5.2 and 5.3 apply to the mixed Dirichlet–Neumann
problem. This is summarised in the following result.

Theorem 5.2. Let (u, λ) ∈ Hs(Γ) × Hr(Γ), for some s ⩾ 1
2 and r ⩾ 0, be the unique

solution to the Helmholtz mixed Dirichlet–Neumann problem. This solution satisfies (5.10).
Let (uh, λh) ∈ P1

h(Γ) × DP0
h(Γ) be the solution of (5.42). If k2 is not a eigenvalue

of the exterior mixed Laplace problem, βD ≂ h−1, βN ≂ h and ∃βmin > 0 such that
β
1/2
D β

1/2
N > βmin, then

∥(u− uh, λ− λh)∥BND
≲ hζ−1/2 |u|Hζ(Γ) + hξ+1/2 |λ|Hξ(Γ) ,

where ζ = min(2, s) and ξ = min(1, r).

— 5.3 —

Numerical results for the Helmholtz equation
In this section, we demonstrate the theory with a series of numerical examples. All linear
systems used are preconditioned with blocked mass matrix preconditioners, as described
in sections 2.2.4 and 2.2.5.

— 5.3.1 —

Dirichlet and mixed Dirichlet–Neumann problems
Define

gD(x) =
eik|x|

|x|
+

eik|r|

|r|
, (5.58)

gN(x) =
(ik |x| − 1)eik|x|

|x|3
x · ν +

(ik |r| − 1)eik|r|

|r|3
r · ν, (5.59)

where r = x − (12 ,
1
2 , 0). It is easy to check that for any wavenumber k > 0 and any

bounded domain Ω– with (0, 0, 0), (12 ,
1
2 , 0) ∈ Ω– and Ω+ := R3 \ Ω–, u(x) = eik|x|

|x| + eik|r|

|r|
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Figure 5.1: The error (left) and GMRES iteration counts (right) as βD is varied for the penalty method
for the Helmholtz Dirichlet problem with k = 2 on the unit sphere with h = 2−2 (red triangles) h = 2−3.5

(red diamonds) h = 2−5 (red pentagons), solved to a GMRES tolerance of 10−8 (top) and 10−11 (bottom).
Here we take (uh, λh), (vh, µh) ∈ P1

h(Γ)× DUAL0
h(Γ).

is the solution of the exterior Helmholtz problem

−∆u− k2u = 0 in Ω+, (1.38a)
∂uscat

∂ |x|
− ikuscat = o(|x|−1) as |x| → ∞, (1.38b)

u = gD on ΓD, (1.37c)
∂u

∂ν
= gN on ΓN, (1.37d)

with uinc = 0 (and so u = uscat).

—
Dirichlet boundary conditions

In this section, we let Ω– be the unit sphere and ΓD = Γ, and solve the resulting Dirichlet
problem with Vh = P1

h(Γ)×DUAL0
h(Γ). Figure 5.1 shows the error compared to the exact

solution and number of GMRES iteration required for a range of values of the parameter
βD for this problem with k = 2 discretised on grids with h = 2−2, h = 2−3.5 and h = 2−5.
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Figure 5.2: The error (left) and GMRES iteration counts (right) as βD is varied for the penalty method
for the Helmholtz Dirichlet problem with k = 10 on the unit sphere with h = 2−2 (red triangles) h =
2−3.5 (red diamonds) h = 2−5 (red pentagons), solved to a GMRES tolerance of 10−11. Here we take
(uh, λh), (vh, µh) ∈ P1

h(Γ)× DUAL0
h(Γ).
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Figure 5.3: The convergence (left) and GMRES iteration counts (right) of the penalty method for the
Helmholtz Dirichlet problem with k = 2 on the unit sphere with βD = 90/h, solved to a GMRES tolerance
of 10−9. Here we take (uh, λh), (vh, µh) ∈ P1

h(Γ)×DUAL0
h(Γ). The dashed line shows order 1.5 convergence.

As in chapters 3 and 4, the ill-conditioning of this system is an issue. Due to this we
must take a small GMRES tolerance to obtain good results, so that the GMRES algorithm
will only exit once the residuals very small. As the matrices involved here have a high
condition number, an approximate solution with a quite small (but not small enough)
GMRES residual could still have a high error. Solving with a SciPy’s default tolerance of
10−5 (figure 5.1, top) leads to limited convergence, while solving with a tolerance of 10−11

(figure 5.1, bottom) leads to good convergence for values of βD between around 102 and
105. As in the Laplace case, the development of better preconditioners warrants future
work.

Figure 5.2 shows the error compared to the exact solution and number of GMRES
iterations required for a range of values of βD for this problem with k = 10, solved to a
GMRES tolerance of 10−11. It can be seen here that values of βD in a similar range to
those for k = 2 lead to good convergence, although the problem at this higher wavenumber
has worse conditioning so requires more iterations to solve.
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Figure 5.4: The error (left) and GMRES iteration counts (right) as the wavenumber k is varied for the
penalty method for the Helmholtz Dirichlet problem with βD = 90/h on the unit sphere with h = 2−3.5,
solved to a GMRES tolerance of 10−11. Here we take (uh, λh), (vh, µh) ∈ P1

h(Γ)× DUAL0
h(Γ).
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Figure 5.5: The convergence (left) and GMRES iteration counts (right) of the penalty method for the
Helmholtz mixed Dirichlet–Neumann problem with k = 2 on the unit sphere with βD = 90/h and βN = 90h,
solved to a GMRES tolerance of 10−9. Here we take (uh, λh), (vh, µh) ∈ P1

h(Γ)× DUAL0
h(Γ). The dashed

line shows order 1.5 convergence.

In figure 5.3, we take βD = 90/h and look at the convergence as h is reduced. We
observe order 1.5 convergence in agreement with theorem 5.1.

Figure 5.4 shows how the error and iteration count change as the wavenumber k is
increased. It can be seen that the error gradually increases as the wavenumber increases,
with some spikes in the error near resonanaces. At higher wavenumbers, the system is
more prone to ill-conditioning, and the iteration counts are very high for the majority of
larger wavenumbers.

—
Mixed Dirichlet–Neumann boundary conditions

In this section, we let Ω– be the unit sphere, ΓD = {(x, y, z) ∈ Γ : x < 0}, ΓN = Γ \ ΓD,
and solve the resulting mixed Dirichlet–Neumann problem with Vh = P1

h(Γ)×DUAL0
h(Γ).

Figure 5.5 shows the error and iteration count for this problem as h is reduced, with
βD = 90/h and βN = 90h. We observe order 1.5 convergence in agreement with theo-
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rem 5.2.

— 5.3.2 —

Application to multiple scatterers
We now look at an application of this method to wave scattering problems. Let uinc be
an incident wave that satisfies

−∆uinc − k2uinc = 0 in Ω+. (5.60)

Typically, we take uinc(x) = Aeikx·d, where d is a unit vector representing the direction
of the wave and A ∈ R is constant. Splitting total wave utot into the scattered wave uscat

and the incident wave uinc leads us to the following problem.

−∆uscat − k2uscat = 0 in Ω+, (5.61a)
∂uscat

∂ |x|
− ikuscat = o(|x|−1) as |x| → ∞, (1.38b)

uscat = −uinc + gD on ΓD, (5.61b)
∂uscat

∂ν
= −∂u

inc

∂ν
+ gN on ΓN. (5.61c)

For sound-soft scattering, we take gD = 0 and Γ = ΓD (and so γ+
Du

tot = 0); for sound-hard
scattering, we take gN = 0 and Γ = ΓN (and so γ+

Nu
tot = 0).

This method of weak imposition gives us a natural way of dealing with problems in-
volving multiple scatterers, with the scatterers having different properties. As an example,
let Γ be comprised of two unit spheres, Γ1 and Γ2, centred at (0, 0, 0) and (2.5, 1.2, 0.5)

respectively. Let Γ1 be a sound-soft scatterer and Γ2 be a sound-hard scatterer, and so
set ΓD = Γ1 and ΓN = Γ2.

To solve this problem using weak imposition, we assemble the global multitrace oper-
ator on the whole of Γ = Γ1 ∪ Γ2, then add the terms on the first row of (5.11) for the
sound-soft scatterer Γ1, and the terms on the second row of (5.11) for the sound-hard
scatterer Γ2. The right-hand side is defined by (5.12) with the appropriate terms for each
scatterer.

Figure 5.6 shows two slices through solution of this problem with an incident wave
given by uinc = eikx·d, where d = ( 1√

5
, 2√

5
, 0) and k = 2. The values of utot in Ω+ in this

diagram were computed using (1.49).
A greater number of scatterers could be implemented by adding the appropriate sparse

terms for each scatterer. Figure 5.7 shows the incident wave uinc(x, y, z) = eiky, where
k = 2, scattering off an array of 25 spheres that are a mixture of sound-hard and sound-
soft. In order to solve this problem with objects of the same shape but with different
material properties would only require the reassembly of the sparse terms that implement
the boundary conditions. Therefore this method is well suited to inverse problems where
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Figure 5.6: The incident wave uinc = eikx·d, where d = ( 1√
5
, 2√

5
, 0) and k = 2, scattering off two spheres.

The sphere on the left is sound-hard and the sphere on the right is sound-soft. Here, we took Vh =
P1

h(Γ)× DUAL0
h(Γ), βD = 90/h, βN = 90h, and used a GMRES tolerance of 10−11.
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Figure 5.7: The incident wave uinc = eikx·d, where d = (0, 1, 0) and k = 2, scattering off 25 spheres. The
white spheres are sound-hard and the black spheres are sound-soft. Here, we took Vh = P1

h(Γ)×DUAL0
h(Γ),

βD = 90/h, βN = 90h, and used a GMRES tolerance of 10−11.
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the type of material is unknown, such as the design of metamaterials.

— 5.4 —

Concluding remarks
In this chapter, we have derived and analysed the weak imposition of Dirichlet and mixed
Dirichlet–Neumann boundary conditions on the Helmholtz equation. Both the formula-
tions derived in this chapter bear a close resemblance to the formulations for Laplace in
chapter 3, and the corresponding formulations for Neumann and Robin problems can be
easily derived. We expect the analysis of these formulations to follow the same outline as
the Dirichlet and mixed Dirichlet–Neumann formulations analysed here.

For Maxwell’s equations, formulations for Dirichlet, Neumann, and mixed problems can
be derived in the same way as for Laplace and Helmholtz problems, and closely resemble
those in this chapter. The analysis of these formuations, however, looks likely to be very
different to the analysis for Laplace and Helmholtz.

In the tests we have run to experiment with weak imposition for Maxwell’s equations,
we have been unable to obtain good solutions in a reasonable amount of time. As we
saw in section 2.4, Maxwell problems are prone to being strongly ill-conditioned, and this
appears to be a major issue for this method. Therefore, we believe that it is necessary to
design more powerful preconditioners for these weak formulations in order to make this
method feasible for Maxwell problems.

— — —

Now that you’ve finished reading chapter 5, the final chapter of this thesis, why not
celebrate by cracking open figure 5.8 before reading the conclusions and appendices.
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Figure 5.8: An acoustic wave scattering off a sound-hard champagne bottle and a sound-soft cork.
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Concluding remarks

In this thesis, we have looked at a method of weakly imposing boundary conditions and
operator preconditioning methods, both derived from properties of the Calderón projector.

We have derived and analysed formulations for the weak imposition of Dirichlet, Neu-
mann, mixed Dirichlet–Neumann, Robin, and Signorini boundary conditions on Laplace’s
equation (chapters 3 and 4); and Dirichlet, and mixed Dirichlet–Neumann conditions on
the Helmholtz equation (chapter 5).

Perhaps the most obvious area for future work is the extension of this theory to other
boundary conditions and problems. The extension of the theory to Maxwell’s equations
would be of particular interest, and elements of the theory differ greatly from that pre-
sented here. The weak imposition of Signorini boundary conditions for elasticity would
also be of particular interest, as this was the application for which these conditions were
first introduced in [69].

As we saw throughout chapters 3 to 5, the ill-conditioning of the linear systems arising
from the formulations for weakly imposed boundary conditions limits the use of such
methods. Hence, the development of better preconditioners for such systems presents
itself as an imporant area of future work.

It would be desirable to design a blocked operator preconditioner that exploits proper-
ties of the Calderón projector to give a better conditioned system on the continuous level,
similar to the Calderón preconditioners we used in chapter 2. Alternatively, formulations
could be derived by adding the weighted penalty terms to a Calderón projector that has
already had a preconditioner applied. If a carefully chosen preconditioner is used here, it
may be that the resulting linear system is well conditioned, or an operator preconditioner
for the final system may be easier to design.

As we remarked in section 3.3, the penalty terms that are added to the Calderón
projector are sparse and only have non-zero entries for nearby triangles, and so methods
such as hierarchical LU can be used with limited algorithmic changes. An investigation
of hierarchichal LU preconditioners, or the use of direct hierarchical LU solvers as an
alternative to preconditioned GMRES for the systems arising from weak imposition would
be an interesting area for future work.

One final avenue of future interest would be the formulation of coupled BEM-BEM
and FEM-BEM within the framework of weak imposition. This would allow the extension
of the method described in section 5.3.2 to problems involving penetrable objects, or a
mixure of penetrable and non-penetrable objects.
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Appendix A

Notation

In this appendix, we list the notation used throughout this thesis as a useful reference.

Domains, surfaces, etc.
Symbol(s) Meaning

Ω– An interior domain

Ω+ An exterior domain

Γ The boundary of a domain

ΓD The Dirichlet part of a boundary

ΓN The Neumann part of a boundary

ΓR The Robin part of a boundary

ΓC The contact part of a boundary

ν The outward pointing normal to the surface Γ

νx The outward pointing normal to the surface Γ at the point x

θ The number of smooth faces of Γ

Γ1,...,Γθ The smooth faces of Γ

Triangulations of surfaces
Symbol(s) Meaning

Th A triangulation of Γ with largest triangle diameter h

Ti The ith triangle in the triangulation Th
n The number of vertices in a triangulation of Γ

m The number of edges in a triangulation of Γ

o The number of triangles in a triangulation of Γ

v1, ...,vn The vertices of a triangulation

u1, ...,um The midpoints of the edges of a triangulation

w1, ...,wo The midpoints of the faces of a triangulation
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Points, vectors, etc.
Symbol(s) Meaning

Bold lowercase: x, y, ... A point in 3D space

x, y and z The three components of a point x

Differential operators
Symbol(s) Meaning

∇ The vector derivative,
(
∂
∂x ,

∂
∂y ,

∂
∂z

)
∆ The Laplacian, ∂2

∂x2
+ ∂2

∂y2
+ ∂2

∂z2

div The divergence, ∇·

curl The curl, ∇×

divΓ The scalar surface divergence

divΓ The vector surface divergence

curlΓ The scalar surface curl

curlΓ The vector surface curl

Operators and matrices
Symbol(s) Meaning

Curly capitals: K, V, ... Potential operators

Sans-serif capitals: K, V, ... Boundary operators

Bold serif capitals: K, V , ... Matrices

C–, C+ Interior and exterior Calderón projectors

A Multitrace operator

Id, M Identity operator/mass matrix

V, V, V Single layer operator/matrix

K, K, K Double layer operator/matrix

K′, K ′ Adjoint double layer operator/matrix

W, W Hypersingular operator/matrix

E , E, E Electric field operator/matrix

H, H, H Magnetic field operator/matrix
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Functions
Symbol(s) Meaning

G The Green’s function

Lowercase letters: ϕ, ψ, u, f , ... Scalar valued functions

Bold lowercase letters: ϕ, ψ, u, f , ... Vector valued functions

Greek letters with subscripts: ϕi, ψi, ϕi, ... Basis functions of a discrete space

Function spaces
Symbol(s) Meaning

Hdom
X The domain of an operator X

Hran
X The range of an operator X

Hdual
X The dual to the range of an operator X

L2(Υ)) The space of square integrable functions on the domain Υ

L2
loc(Υ) The space of locally square integrable functions on the domain Υ

Hs(Υ) The order s Sobolev space on the domain Υ of functions whose mean
value is 0

Hs
∗(Υ) The order s Sobolev space on the domain Υ

Hs
loc(Υ) The locally order s Sobolev space on the domain Υ

Hs(op,Υ) The order s Sobolev space of op-conforming functions on the domain Υ

Hs
loc(op,Υ) The locally order s Sobolev space of op-conforming functions on the

domain Υ

L2(Υ) The space of square integrable vector functions on the domain Υ

L2
loc(Υ) The space of locally square integrable vector functions on the domain Υ

Hs(Υ) The order s vector Sobolev space on the domain Υ

Hs
loc(Υ) The locally order s vector Sobolev space on the domain Υ

Hs(op,Υ) The order s vector Sobolev space of op-conforming functions on the
domain Υ

Hs(op,Υ) The order s vector Sobolev space of op-conforming functions on the
domain Υ

Hs
loc(op,Υ) The locally order s vector Sobolev space of op-conforming functions on

the domain Υ

Hs
loc(op,Υ) The locally order s vector Sobolev space of op-conforming functions on

the domain Υ
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L2
t (Γ) The space of square integrable tangential vector functions on the surface

Γ

Hs
×(Γ) The tangential order s vector Sobolev space on the surface Γ

Hs
×(op,Γ) The tangential order s vector Sobolev space of op-conforming functions

on the surface Γ

Hs
×(op,Γ) The tangential order s vector Sobolev space of op-conforming functions

on the surface Γ

H An order 0 vector Sobolev space, eg H(Ω–) =H0(Ω–)

V The product space H1/2(Γ) × H−1/2(Γ) in the scalar case, or[
H

−1/2
× (divΓ,Γ)

]2
in the vector case

∗
V The product space H1/2

∗ (Γ)×H−1/2(Γ)

Discrete spaces
Symbol(s) Meaning

Pkh(Γ) The space of continuous piecewise order k polynomials

DPlh(Γ) The space of discontinuous piecewise order l polynomials

DUAL1
h(Γ) The space of continuous piecewise linear polynomials on the dual grid

DUAL0
h(Γ) The space of discontinuous piecewise constant polynomials on the dual

grid

RT0
h(Γ) The space of Raviart–Thomas vector functions

NC0
h(Γ) The space of Nédélec vector functions

RWG0
h(Γ) The space of Rao–Wilton–Glisson vector functions

SNC0
h(Γ) The space of scaled Nédélec vector functions

BC0
h(Γ) The space of Buffa–Christiansen vector functions

RBC0
h(Γ) The space of rotated Buffa–Christiansen vector functions

ϕi The ith basis function of P1
h(Γ)

ψi The ith basis function of DP0
h(Γ)

ξi The ith basis function of DUAL1
h(Γ)

χi The ith basis function of DUAL0
h(Γ)

ϕi The ith basis function of RT0
h(Γ)

ψi The ith basis function of NC0
h(Γ)

ζi The ith basis function of RWG0
h(Γ)

ςi The ith basis function of SNC0
h(Γ)

ξi The ith basis function of BC0
h(Γ)
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χi The ith basis function of RBC0
h(Γ)

Vh A discrete subspace of the product space V
∗
Vh A discrete subspace of the product space

∗
V

Traces
Symbol(s) Meaning

γ–
D and γ+

D Interior and exterior Dirichlet traces

γ–
N and γ+

N Interior and exterior Neumann traces

γ–
t and γ+

t Interior and exterior tangential traces

γ–
N,k and
γ+

N,k

Interior and exterior (vector) Neumann traces

γ–
ν and γ+

ν Interior and exterior normal tracesJγ∗KΓ The jump between the interior and exterior traces γ–
∗ and γ+

∗

{γ∗}Γ The average of the interior and exterior traces γ–
∗ and γ+

∗

Laplace’s equation
Symbol(s) Meaning

u The solution

u The Dirichlet trace of the solution, γ±Du

λ The Neumann trace of the solution, γ±Nu

The Helmholtz equation
Symbol(s) Meaning

k The wavenumber

uinc The incident field

uscat The scattered field

utot The total field

u The Dirichlet trace of the total field, γ±Dutot

λ The Neumann trace of the total field, γ±Nutot

Maxwell’s equations
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Symbol(s) Meaning

k The wavenumber

ω The wave’s frequency

ϵ0 The electric permittivity

µ0 The electric permeability

einc The incident field

escat The scattered field

etot The total field

e The tangential trace of the total field, γ±
t e

tot

h The Neumann trace of the total field, γ±
N,ke

tot
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Appendix B

Convergence results for
functions on the dual grid

In this appendix, we present a proof of lemma 2.4. The proofs presented here are based
on those in [73, chapter 10], and heavily use results from [16].

Throughout this appendix, we assume that the triagulations of Γ are quasi-uniform
with shape regular elements.

— B.1 —

Order 0 dual spaces, DUAL0
h(Γ)

We define the projector π0h : L2(Γ)→ DUAL0
h(Γ), for µ ∈ L2(Γ), by

〈
π0hµ, ηh

〉
Γ
= ⟨µ, ηh⟩Γ ∀ηh ∈ DUAL0

h(Γ). (B.1)

In the proof of the results in this appendix, we will use the following trace inequalities.

Lemma B.1. Let Ti ⊂ R2 be a triangle in a triangulation Th of Γ. Let E ⊂ ∂Ti be an
edge of Ti. For any ηh ∈ DP0

h(Γ),

∥ηh∥L2(Ti)
≲ h

1/2
i ∥γTiηh∥L2(E) ,

where hi is the diameter of Ti, and γTi is the trace on E from the interior Ti.

Proof. ηh is constant in Ti, so ηh = γ[Ti]ηh = k for some k ∈ R. Hence,

∥ηh∥2L2(Ti)
= k2 |Ti|

∥γTiηh∥
2
L2(E) = k2 |E| .

By our regularity assumptions, it follows that

∥ηh∥2L2(Ti)
≲ h ∥γTiηh∥

2
L2(E) .
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Lemma B.2. Let Ti ⊂ R2 be a triangle in a triangulation Th of Γ. Let E ⊂ ∂Ti be an
edge of Ti. For any η ∈ H1(Γ),

∥γTiη∥L2(E) ≲ h
−1/2
i ∥η∥L2(Ti)

+ h
1/2
i |η|H1(Ti)

,

where hi is the diameter of Ti, and γTi is the trace on E from the interior of Ti.

Proof. [61, corollary 6.1].

We now prove the following approximation result

Lemma B.3. For all µ ∈ H1(Γ),

∥∥π0hµ− µ∥∥L2(Γ)
≲ h |µ|H1(Γ) + h1/2 ∥µ∥H1/2(Γ) .

Proof. Let Hi be the face in the dual grid centred around the vertex vi of the coarse grid.
Note that Hi = H1

i ∪ ...∪H
ni
i , where H1

i , ..., H
ni
i are triangles in the barycentrically refined

grid adjacent to vi.
Let µ ∈ H1(Γ). Consider the error on Hi,

∥∥π0hµ− µ∥∥2L2(Hi)
=

ni∑
j=1

∥∥π0hµ− µ∥∥2L2(Hj
i )
. (B.2)

For each triangle Hj
i , we define π0h,i,j : L2(Γ)→ DUAL0

h(Γ), for µ ∈ L2(Γ), by

π0h,i,jµ =
∣∣∣Hj

i

∣∣∣−1
∫
Hj

i

µ.

We now consider a fixed triangle Hj
i . Using the triangle inequality, we see that the

error on Hj
i satisfies

∥∥π0hµ− µ∥∥L2(Hj
i )

⩽
∥∥π0h,i,jµ− µ∥∥L2(Hj

i )
+
∥∥π0h,i,jµ− π0hµ∥∥L2(Hj

i )
. (B.3)

To bound the first term of (B.3), we note that the definition of π0h,i,j implies that∫
Hj

i

π0h,i,jµ− µ = 0.

We can then apply the Poincaré–Wirtinger inequality [63] on Hj
i (as Hj

i is convex) to
obtain

∥∥π0h,i,jµ− µ∥∥L2(Hj
i )

≲ h |u|
H1(Hj

i )
. (B.4)
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To bound the second term of (B.3), observe that in Hi,

π0hµ = |Hi|−1

(
n∑
k=1

∣∣∣Hk
i

∣∣∣π0h,i,kµ
)
,

and so,

π0h,i,jµ− π0hµ = |Hi|−1

(
|Hi|π0h,i,jµ−

n∑
k=1

∣∣∣Hk
i

∣∣∣π0h,i,kµ
)

=

n∑
k=1
k ̸=j

∣∣∣Hk
i

∣∣∣ |Hi|−1 (π0h,i,jµ− π0h,i,kµ) .
Using lemma B.1, we see that

∥∥π0h,i,jµ− π0hµ∥∥L2(Hj
i )

⩽
n∑
k=1
k ̸=j

∣∣∣Hk
i

∣∣∣ |Hi|−1
∥∥π0h,i,jµ− π0h,i,kµ∥∥L2(Hj

i )

⩽ h
1/2
i

n∑
k=1
k ̸=j

∥∥π0h,i,jµ− π0h,i,kµ∥∥L2(Ej
i )
, (B.5)

where Eji := Hi \Hj
i ∩H

j
i is the 1D boundary between Hj

i and the rest of Hi,
By the triangle inequality,

∥∥π0h,i,jµ− π0h,i,kµ∥∥L2(Ej
i )

⩽
∥∥∥π0h,i,jµ− γji µ∥∥∥

L2(Ej
i )
+
∥∥∥π0h,i,kµ− γ¬ji µ

∥∥∥
L2(Ej

i )
+
∥∥∥γji µ− γ¬ji µ

∥∥∥
L2(Ej

i )
, (B.6)

where

γji µ(x) := lim
Hj

i ∋x′→x∈Ej
i

µ(x′),

γ¬ji µ(x) := lim
Hi\Hj

i ∋x′→x∈Ej
i

µ(x′).

Combining (B.5) and (B.6), we obtain

∥∥π0h,i,jµ− π0hµ∥∥L2(Hj
i )

≲ h
1/2
i

∥∥∥π0h,i,jµ− γji µ∥∥∥
L2(Ej

i )︸ ︷︷ ︸
(I)

+
n∑
k=1
k ̸=j

h
1/2
i

∥∥∥π0h,i,kµ− γ¬ji µ
∥∥∥
L2(Ej

i )︸ ︷︷ ︸
(II)

+ h
1/2
i

∥∥∥γji µ− γ¬ji µ
∥∥∥
L2(Ej

i )︸ ︷︷ ︸
(III)

. (B.7)

To bound the first term of (B.7), we use lemma B.2 and the approximation properties
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of piecewise constant functions on the barycentric grid [73, corollary 10.3] to obtain

(I) ≲
∥∥π0h,i,jµ− µ∥∥L2(Hj

i )
+ hi

∣∣π0h,i,jµ− µ∣∣H1(Hj
i )

= hi

(
h−1
i

∥∥π0h,i,jµ− µ∥∥L2(Hj
i )
+
∣∣π0h,i,jµ− µ∣∣H1(Hj

i )

)
≲ hi |µ|H1(Hj

i )
.

To bound the second term of (B.7), let H l
i be a triangle that borders Hj

i . Let E1 be
the edge between H l

i and Hj
i , and let E2 be the other edge of H l

i that is adjacent to the
vertex vi. Using lemma B.2 and the triangle inequality, we see that

(II) = h
1/2
i

∥∥∥π0h,i,kµ− γ¬ji µ
∥∥∥
L2(E1)

≲
∥∥π0h,i,kµ− µ∥∥L2(Hl

i)
+ hi

∣∣π0h,i,kµ− µ∣∣H1(Hl
i)

⩽
∥∥π0h,i,kµ− π0h,i,lµ∥∥L2(Hl

i)
+
∥∥π0h,i,lµ− µ∥∥L2(Hl

i)
+ hi

∣∣π0h,i,kµ∣∣H1(Hl
i)
+ hi |µ|H1(Hl

i)

Using lemma B.1, the same approximation result as above [73, corollary 10.3], and noting
that π0h,i,kµ being constant implies that

∣∣∣π0h,i,kµ∣∣∣
H1(Hl

i)
= 0, we see that

(II) ≲ h
1/2
i

∥∥π0h,i,kµ− π0h,i,lµ∥∥L2(E2)
+ hi |µ|H1(Hl

i)
. (B.8)

If k = l, then the first term of this will be zero. If not, we repeat the above steps until we
obtain k = l, and so

(II) ≲ hi
∑
l

|µ|H1(Hl
i)
. (B.9)

Combining all the above, we obtain

∥∥π0hµ− µ∥∥L2(Γ)
≲ h |µ|H1(Γ) + h1/2

m̃∑
k=1

∥∥∥JγKEk
µ
∥∥∥
L2(Ek)

, (B.10)

where E1, ..., Em̃ are the edges of the barycentrically refined grid and JγKEk
µ is the jump

of µ over the edge Ek. As µ is in H1(FΓ
i ), for each polygonal face FΓ

i of the domain Γ, the
only terms of the final sum that are non-zero are those that correspond to edges between
the faces of Γ. This means that

h1/2
m̃∑
k=1

∥∥∥JγKEk
µ
∥∥∥
L2(Ek)

≲ h1/2
mΓ∑
k=1

∥∥∥JγKEΓ
k
µ
∥∥∥
L2(EΓ

k )
, (B.11)

where EΓ
1 , .., E

Γ
mΓ

are the edges between the faces of Γ. To bound this, let EΓ
k be the edge
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between the faces FΓ
i and FΓ

j , let

γΓk,iµ(x) := lim
FΓ
i ∋x′→x∈EΓ

k

µ(x′)

γΓk,jµ(x) := lim
FΓ
j ∋x′→x∈EΓ

k

µ(x′)

and observe that using the triangle inequality and [73, theorem 2.21],∥∥∥JγKEΓ
k
µ
∥∥∥
L2(EΓ

k )
⩽
∥∥γΓk,iµ∥∥L2(EΓ

k )
+
∥∥γΓk,jµ∥∥L2(EΓ

k )

⩽ ∥µ∥H1/2(FΓ
i ) + ∥µ∥H1/2(FΓ

j ) ,

and so

∥∥π0hµ− µ∥∥L2(Γ)
≲ h |µ|H1(Γ) + h1/2 ∥µ∥H1/2(Γ) .

If µ is continuous, the following higher order approximation result holds.

Corollary B.1. For all µ ∈ H1(Γ) ∩ C0(Γ),

∥∥π0hµ− µ∥∥L2(Γ)
≲ h |µ|H1(Γ) .

Proof. If µ is continuous, then the final term in (B.10) will be 0.

We now prove the following approximation result in H1/2(Γ).

Lemma B.4. For all µ ∈ H1/2(Γ),

∥∥π0hµ− µ∥∥L2(Γ)
≲ h1/2 ∥µ∥H1/2(Γ) .

Proof. As in the proof of lemma B.3, let Hj
i be a triangle in the barycentric refinement.

Observe by the definition of π0h,i,j and the Cauchy–Schwarz inequality that

∥∥π0h,i,jµ− µ∥∥2L2(Hj
i )

=
〈
π0h,i,jµ− µ, π0h,i,jµ− µ

〉
=
〈
π0h,i,jµ− µ,−µ

〉
⩽
∥∥π0h,i,jµ− µ∥∥L2(Γ)

∥µ∥L2(Γ) , (B.12)

and so

∥∥π0h,i,jµ− µ∥∥L2(Hj
i )

⩽ ∥µ∥L2(Γ) . (B.13)
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Using interpolation, we see that for all s ∈ [0, 12 ],∥∥π0h,i,jµ− µ∥∥L2(Hj
i )

⩽ h1/2 ∥µ∥H1/2(Γ) . (B.14)

Using this in the place of (B.4), plus the fact that |1|H1/2(Γ) = 0, the desired result can
be proven in the same way as lemma B.3.

Using interpolation, we can prove a more general approximation result.

Corollary B.2. Let σ ∈ [0, 12 ] and let µ ∈ Hs(Γ), for some s ∈ [0, 12 ].∥∥π0hµ− µ∥∥Hσ(Γ)
≲ hs−σ ∥µ∥Hs(Γ)

Proof. Let η ∈ L2(Γ). By [39, theorem 3.5, remark 3.6],

∥∥π0hη − η∥∥Hσ(Γ)
≲ h−σ

∥∥π0hη − η∥∥L2(Γ)
.

Using lemma B.4 gives

∥∥π0hη − η∥∥Hσ(Γ)
≲ h1/2−σ ∥η∥H1/2(Γ) . (B.15)

Applying [39, theorem 3.5, remark 3.6] gives

∥∥π0hη − η∥∥Hσ(Γ)
≲ h−σ ∥η∥L2(Γ) . (B.16)

We define the norm of an operator F : Ha(Γ)→ Hb(Γ) by

∥F∥a,b := sup
η∈Ha(Γ)\{0}

∥Fη∥Hb(Γ)

∥η∥Ha(Γ)

. (B.17)

Let v ∈ Hs(Γ). Using (B.16), we see that

∥∥Id− π0h∥∥0,σ = sup
η∈L2(Γ)\{0}

∥∥η − π0hη∥∥Hσ(Γ)

∥η∥L2(Γ)

≲ h−σ. (B.18)

Using (B.15), we see that

∥∥Id− π0h∥∥1/2,σ = sup
η∈H1/2(Γ)\{0}

∥∥η − π0hη∥∥Hσ(Γ)

∥η∥H1/2(Γ)

≲ h1/2−σ (B.19)
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Therefore by [73, theorem 2.18, remark 2.23],

∥∥Id− π0h∥∥s,σ ⩽
∥∥Id− π0h∥∥1−2s

0,σ

∥∥Id− π0h∥∥2s1,σ
≲ (h−σ)1−2s(h1/2−σ)2s

= hs−σ. (B.20)

Finally, we see that

∥∥µ− π0hµ∥∥Hσ(Γ)
⩽
∥∥Id− π0h∥∥s,σ ∥µ∥Hs(Γ)

≲ hs−σ ∥µ∥Hs(Γ) . (B.21)

For negative order norms, we have the following result.

Corollary B.3. Let σ ∈ [−1
2 , 0] and let µ ∈ Hs(Γ), for some s ∈ [0, 12 ].∥∥π0hµ− µ∥∥Hσ(Γ)

≲ hs−σ ∥µ∥Hs(Γ)

Proof. Using the definitions of ∥·∥Hσ(Γ) and π0h, we see that

∥∥π0hµ− µ∥∥Hσ(Γ)
= sup

w∈H−σ(Γ)

〈
w, π0hµ− µ

〉
∥w∥H−σ(Γ)

= sup
w∈H−σ(Γ)

〈
π0hw − w, µ

〉
∥w∥H−σ(Γ)

.

Using the duality of Hs(Γ) and H−s(Γ), and corollary B.2 gives

∥∥π0hµ− µ∥∥Hσ(Γ)
⩽ sup

w∈H−σ(Γ)

∥∥π0hw − w∥∥H−s(Γ)
∥µ∥Hs(Γ)

∥w∥H−σ(Γ)

⩽ sup
w∈H−σ(Γ)

hs−σ ∥w∥H−σ(Γ) ∥µ∥Hs(Γ)

∥w∥H−σ(Γ)

= hs−σ ∥µ∥Hs(Γ) .

Using this, we may now prove the first part of lemma 2.4.

Lemma B.5. ∀µ ∈ Hs(Γ),

inf
ηh∈DUAL1

h(Γ)
∥µ− ηh∥H−1/2(Γ) ≲ hξ+1/2 ∥µ∥Hξ(Γ)

where ξ = min(12 , s).
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Proof. Use corollary B.3 with σ = −1
2 .

Note that if µ is continuous, then corollary B.1 can be used to prove that the above
result holds with ξ = min(1, s).

— B.2 —

Order 1 dual spaces, DUAL1
h(Γ)

We define the interpolator ι1h : L2(Γ)→ DUAL1
h(Γ), for v ∈ L2(Γ), by

ι1hv(wi) = v(wi) ∀i ∈ {1, ..., o}, (B.22)

where w1, ...,wo are the vertices of the triangulation Th. We now prove the following
lemma.

Lemma B.6. Let σ ∈ [0, 1] and let v ∈ Hs(Γ) for some s ∈ (1, 32).∥∥v − ι1hv∥∥Hσ(Γ)
≲ hs−σ ∥µ∥Hs(Γ) . (B.23)

Proof. We define the norm of an operator F : Ha(Γ)→ Hb(Γ) by

∥F∥a,b := sup
w∈Ha(Γ)\{0}

∥Fw∥Hb(Γ)

∥w∥Ha(Γ)

. (B.24)

Let v ∈ Hs(Γ). By [16, theorem 3.2], we know that

∥∥v − ι1hv∥∥H1(Γ)
≲ hs−1 ∥v∥Hs(Γ)∥∥v − ι1hv∥∥L2(Γ)
≲ hs ∥v∥Hs(Γ) . (B.25)

Using these, we see that

∥∥Id− ι1h∥∥s,0 = sup
w∈Hs(Γ)\{0}

∥∥w − ι1hw∥∥L2(Γ)

∥w∥Hs(Γ)

≲ hs (B.26)∥∥Id− ι1h∥∥s,1 = sup
w∈Hs(Γ)\{0}

∥∥w − ι1hw∥∥H1(Γ)

∥w∥Hs(Γ)

≲ hs−1 (B.27)
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Therefore by [73, theorem 2.18, remark 2.23],

∥∥Id− ι1h∥∥s,σ ⩽
∥∥Id− ι1h∥∥1−σs,0

∥∥Id− ι1h∥∥σs,1
≲ (hs)1−σ(hs−1)σ

= hs−σ (B.28)

Finally, we see that

∥∥v − ι1hv∥∥Hσ(Γ)
⩽
∥∥Id− ι1h∥∥s,σ ∥v∥Hs(Γ)

≲ hs−σ ∥v∥Hs(Γ) . (B.29)

Using this, we may now prove the second part of lemma 2.4.

Lemma B.7. Let ϵ > 0. ∀v ∈ Hs(Γ),

inf
wh∈DUAL1

h(Γ)
∥v − wh∥H1/2(Γ) ≲ hζ−1/2 ∥v∥Hζ(Γ)

where ζ = min(32 , s).

Proof. Use lemma B.6 with σ = 1
2 .
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Appendix C

Weak imposition of boundary
conditions with dual discrete

spaces

All the methods introduced in section 3.1 are written as the sum of the multitrace operator
A and a boundary condition operator B. We write this generally as: Find (u, λ) ∈ V such
that

A[(u, λ), (v, µ)] + B[(u, λ), (v, µ)] = L(v, µ) ∀(v, µ) ∈ V. (3.31)

In this appendix, we consider this general problem when the test and trial spaces are
discretised using different finite dimensional spaces. In particular, we look to solve: Find
(uh, λh) ∈ Vh such that

A[(uh, λh), (v′h, µ′h)] + B[(uh, λh), (v′h, µ′h)] = L(v′h, µ′h) ∀(v′h, µ′h) ∈ V′
h, (3.41)

where Vh = P1
h(Γ)×DP0

h(Γ) and V′
h = DUAL1

h(Γ)×DUAL0
h(Γ) as in chapter 3.

Let W be a product Hilbert space for the primal and flux variables, such that Vh ⊂
W ⊂ V and V′

h ⊂W ⊂ V. Let ∥·∥B be a norm defined on W, such that for all (v, µ) ∈W,
∥(v, µ)∥B ⩾ ∥(v, µ)∥V.

To prove the results in this appendex, we will use assumptions 3.1, 3.3 and 3.4 and
the following version of assumption 3.2.

Assumption C.1 (Discrete inf-sup stability). There exists α > 0 such that ∀(vh, µh) ∈ Vh

α ∥(vh, µh)∥B ⩽ sup
(w′

h,η
′
h)∈V

′
h\{0}

A[(vh, µh), (w′
h, η

′
h)] + B[(vh, µh), (w′

h, η
′
h)]∥∥(w′

h, η
′
h)
∥∥
B

,

and ∀(w′
h, η

′
h) ∈ V′

h \ {0}

sup
(vh,µh)∈Vh

∣∣A[(vh, µh), (w′
h, η

′
h)] + B[(vh, µh), (w′

h, η
′
h)]
∣∣ > 0.

Propositions 3.1 to 3.3 and corollaries 3.1 and 3.2 can be proved with assumption C.1
in the place of assumption 3.2 in the same way as in section 3.2.

In order to prove that assumption C.1 holds, we must assume the following approxima-



184 Matthew W. Scroggs

tion result in V′
h. This can be proved for each problem in the same was as assumption 3.4

is proved in chapter 3 and using the results in appendix B.

Assumption C.2 (Approximation). ∀(v, µ) ∈ Hs(Γ)×Hr(Γ),

inf
(w′

h,η
′
h)∈V

′
h

∥∥(v − w′
h, µ− η′h)

∥∥
∗ ≲ hζ−1/2 |v|Hζ(Γ) + hξ+1/2 |µ|Hξ(Γ) ,

where ζ = min(k + 1
2 , s), ξ = min(l + 1

2 , r), s ⩾
1
2 and r ⩾ −1

2 .

We define πh as in chapter 5. Analagously to chapter 5, we define the projections
π̃1h : H1/2(Γ) → DUAL1

h(Γ) and π̃0h : H−1/2(Γ) → DUAL0
h(Γ), for v ∈ H1/2(Γ) and

µ ∈ H−1/2(Γ) by

〈
π̃1hv, wh

〉
Γ
= ⟨v, wh⟩Γ ∀wh ∈ DUAL1

h(Γ),〈
π̃0hµ, ηh

〉
H−1/2(Γ)

= ⟨µ, ηh⟩H−1/2(Γ) ∀ηh ∈ DUAL0
h(Γ),

and we define π′h : W→ V′
h, for (v, µ) ∈W, by

π′h(v, µ) = (π̃1hv, π̃
0
hµ).

It is clear from this definition that for all (v′h, µ′h) ∈ V′
h, π′h(v′h, µ′h) = (v′h, µ

′
h). As given in

the following lemma, π′h is bounded.

Lemma C.1. There exists c > 0 such that for all (v, µ) ∈W,

∥∥π′h(v, µ)∥∥V ⩽ c ∥(v, µ)∥V .

Proof. This can be proved in the same way as lemma 5.1.

In order to prove that that results in chapter 3 apply in this case, we must assume the
following additional assumptions.

Assumption C.3 (Quasi-continuity). There exists M > 0 such that for all (vh, µh) ∈ Vh
and (w, η) ∈W,

(A+ B)[(vh, µh), (w, η)− π′h(w, η)] ⩽M ∥(vh, µh)∥B
∥∥(w, η)− π′h(w, η)∥∥V .

There exists M > 0 such that for all (v′h, µ′h) ∈ V′
h and (w, η) ∈W,

(A+ B)[(w, η)− πh(w, η), (v′h, µ′h)] ⩽M
∥∥(v′h, µ′h)∥∥B ∥(w, η)− πh(w, η)∥V .

Assumption C.4 (Asymptotic convergence). Let ϵ > 0 and (w, η) ∈ W. There exists
h0 > 0 such that for all h < h0, ∥∥(w, η)− π′h(w, η)∥∥B < ϵ.
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We expect that these can be proved for each problem in the same way that assump-
tions 5.3 and 5.4 were shown to hold in chapter 5

We can prove that the following results analagous to lemma 5.3 and corollary 5.1 in
chapter 5.

Lemma C.2. Let (v, µ) ∈ W. If assumption C.2 holds, then for any ϵ > 0, there is an
h0 > 0 such that for all h < h0,

inf
(w′

h,η
′
h)∈V

′
h

∥∥(v, µ)− (w′
h, η

′
h)
∥∥
V < ϵ.

Proof. This can be proved in the same was as lemma 5.3.

Corollary C.1. Let (v, µ) ∈W. If assumption 3.4 holds, then for any ϵ > 0, there is an
h0 > 0 such that for all h < h0,

∥(v, µ)− πh(v, µ)∥V < ϵ.

Proof. This can be proved in the same way as corollary 5.1, using lemma C.1 in the place
of lemma 5.1.

We would now like to prove that assumption C.1 holds. We have yet to complete this
proof, so we leave the following as a conjecture.

Conjecture C.1 (Discrete inf-sup stability). If assumptions 3.1, 3.3 and C.2 hold, then
assumption C.1 holds.

As we did when proving lemma 5.4, we attempt to prove this by following the proof of
[11, theorem 2.2]. We suppose (for a contradiction) that the first part of assumption C.1
does not hold. This implies that there exists a sequence (hn)n∈N such that limn→∞ hn = 0,
and for each n there exists (vhn , µhn) ∈ Vhn such that

∥(vhn , µhn)∥B = 1 (C.1)

sup
(w′

hn
,η′hn )∈V

′
hn

(A+ B)[(vhn , µhn), (w′
hn
, η′hn)]∥∥(w′

hn
, η′hn)

∥∥
B

< kn, (C.2)

where kn > 0 and limm→∞ kn = 0.
Let (t, κ) ∈W\{0}. We use the triangle inequality, assumption C.3 and (C.1) and (C.2)

to obtain

L := |(A+ B)[(vhn , µhn), (t, κ)]|

⩽
∣∣(A+ B)[(vhn , µhn), (t, κ)− π′hn(t, κ)]

∣∣+ ∣∣(A+ B)[(vhn , µhn), π′hn(t, κ)]
∣∣

⩽M
∥∥(t, κ)− π′hn(t, κ)∥∥B + kn

∥∥π′hn(t, κ)∥∥B . (C.3)
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Let ϵ > 0. By corollary C.1, that there is an N ∈ N such that for all n > N ,

∥∥(t, κ)− π′hn(t, κ)∥∥B < ϵ, (C.4)

kn < ϵ. (C.5)

Using the triangle inequality and assumption C.4, we see that

∥∥π′hn(t, κ)∥∥B ⩽
∥∥(t, κ)− π′hn(t, κ)∥∥B + ∥(t, κ)∥B

< ϵ+ ∥(t, κ)∥B . (C.6)

Substituting (C.4) to (C.6) into (C.3), we obtain

L ⩽Mϵ+ knϵ+ kn ∥(t, κ)∥B
⩽Mϵ+ ϵ2 + ϵ ∥(t, κ)∥B . (C.7)

We would like to now use assumption 3.1 to show that

α ∥(vhn , µhn)∥B ⩽ sup
(t,κ)∈W

∥(t,κ)∥B=1

(A+ B)[(vhn , µhn), (t, κ)]

⩽Mϵ+ ϵ2 + ϵ. (C.8)

However, doing so requires that h is smaller than the value of h0 for each (t, κ) ∈ W.
There is no guarantee that the infimum of these values of h0 is greater than 0, and so we
cannot do this.

When proving lemma 5.4, we used the fact that the Helmholtz multitrace operator
is a compact perturbation of an elliptic operator, then used the results we proved in
chapter 3 on this perturbation. This approach does not appear to work here, however, as
the difference between the formulation here and in chapter 3 is in the spaces and not the
operators.
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