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Abstract Next generation wireless networks are becoming the main focus of
the industry by putting efforts to launch beyond 4G (i.e. 5G) communication
systems by 2020. Towards the 5G-system vision, the efficient spectrum aggre-
gation by integrating multiple radio access technologies (multi-RAT) is one
of the enablers to achieve the highest data rates. To this end, a multi-RAT
aggregation is envisioned that can be provided using the spectrum realloca-
tion technique. Spectrum reallocation among multi-RATs can provide spec-
trum opportunities for aggregation and, thus, the overall spectrum utilization
and network capacity increase. Maintaining an optimum quality of experi-
ence (QoE) for users of different RATs in such an extremely complex network
environment can be facilitated by such a multi-RAT aggregation (spectrum ag-
gregation from different RATs), through spectrum reallocation. To this end,
both network and functional architectures are specified and spectrum assign-
ment solutions are proposed in this article. The goal is to efficiently increase
the data rates supporting a required QoE for all users.
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1 Introduction

Next generation (5G) cellular networks heavily rely on the Carrier Aggregation
(CA) technique which can greatly improve data rates [1]. LTE-A utilizes this
technique in recent releases but the problem is that there is not enough spec-
trum reserved for LTE-A to accommodate the increasing number of subscribers
with LTE-A Radio Access Technology (RAT) devices. Since the number of
LTE-A users is continuously rising, due to the migration of legacy RAT (e.g.
GSM, HSPA) subscribers to LTE-A, the bandwidth requirements of LTE-A
networks to support a minimum QoE level to their users also increase. Fur-
thermore, since less users access the legacy RATs, a large amount
of spectrum dedicated to them is left underutilized and although
next generation solutions are slowly taking shape, it is evident that
a single (new) radio technology can not guarantee the efficient reuse
of spectrum [2][3].

A promising way of providing more spectrum to LTE-A systems is by
coordinating the exploitation of spectrum assigned to multiple legacy RATs
and reallocate it to LTE-A systems where the need is greater. 3GPP has is-
sued a study about the joint coordination of m-RAT systems [4], in order to
describe the cases where coordination mechanisms can be applied between dif-
ferent RATs in order to efficiently exploit a spectrum band that is gradually
abandoned by a legacy RAT, creating spectrum holes, and assign the surplus
spectrum to the LTE-A. This additional spectrum to the LTE-A system can
be utilized using CA for dynamic spectrum expansion. Such proposition is
also presented in [5], where solutions for specific scenarios between coordinat-
ing RATs are being proposed. Towards future wireless networks, SR is able
to provide aggregation of spectrum that belongs to different RATs, named
multi-RAT aggregation, addressing the challenge of spectrum reuse [6]. Spec-
trum re-farming is considered as a common practice to statically
reallocate the spectrum without changing the available spectrum
size though[7]. Due to static nature of spectrum re-farming, policy
makers and regulators would prefer a type of spectrum sharing es-
pecially to access spectrum below 6 GHz [8] [9]. Such a problem is
more evident in case of multi-RAT use cases. To this end, the dy-
namic spectrum refarming, i.e. spectrum reallocation, is considered
as the solution to deal with the efficient spectrum utilization among
different RAT[10].

Regarding the Spectrum Reallocation (SR), there are some significant
works to mention. In particular, in [11], a dynamic spectrum management
solution is provided for a m-RAT system where each RAT is assigned with a
chunk of shared spectrum proportional to the its traffic demands. Simulation
results show an improved performance compared to static spectrum assign-
ment strategies. The authors in [12] present a survey of existing bandwidth
aggregation techniques. In [13], it is shown how an under-utilized GSM band
can be reallocated to LTE, while also considering the support of GSM devices
with less spectrum, by jointly allocating resources with respect to inter-RAT
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interference mitigation. The authors of [14] propose a dynamic SR scheme be-
tween GSM and LTE networks. Simulation results show that even under
heavy GSM load, the potential for LTE capacity gains is significant.
The work in [15] studies the energy efficient joint resource allocation of two
OFDMA based RATs. The solution is based in two stages with the first one
providing subcarrier allocation assuming equal power allocation, and the sec-
ond one deciding the actual power allocation in order to maximize the energy
efficiency. Energy efficiency is also considered in [16] were a dynamic solution
for splitting video traffic between WiFi and cellular interfaces is presented.
The proposed algorithm, based on Lyapunov optimization, demon-
strates how users’ QoE is affected by the RAT they use. Evidently,
proper and dynamic adjustment of the allocated spectrum is nec-
essary for satisfying the users’ constantly changing requirements.
In [17], [18] the joint operation of OFDMA and CDMA systems is analyzed
to provide a resource allocation solution that guarantees a minimum SINR
(signal-to-interference-noise-ratio) value for the CDMA system while trying to
maximize the throughput performance of the OFDMA system. M-RAT is also
studied using software defined networking in [19] for mobility reconfiguration
though. In [20], the authors also studied a multi-RAT scenario focuding on
HetNets deployments from QoS point of view. In the proposed algorithm,
users are assigned to the most suitable RAT towards satisfying their
QoS requirements. In [21], a m-RAT joint resource allocation method is
proposed based on a proportional fairness scheduler that considers the traffic
demand and channel state information (CSI) of all users of each RAT. On top
of that, a unified Radio Access Network (RAN) architecture is presented in or-
der to coordinate the joint operation of the m-RAT system. Simulations were
carried out for a co-deployed HSPA/LTE-A system and compare the through-
put performance of both systems under dynamic spectrum assignment with
disjoint scheduling and the proposed joint resource allocation. The results
indicate increased overall system performance under all tested scenarios. In
addition, joint resource management techniques in m-RAT systems that rely
on reinforcement learning have been studied in [22].The authors consider a
LTE-UMTS collocated deployment where the reinforcement learn-
ing agent decides the serving RAT for each user based on the reward
function values they obtain for each RAT.

In this work, we propose a multi-RAT SR framework that can provide
spectrum aggregation expanding the concept of carrier aggregation (CA) to a
larger scope. We first provide an overview of SR as defined within 3GPP Rel.13
and next, we present our proposal for multi-RAT SR, where the network archi-
tecture and the functional architecture are specified. A multi-RAT controller is
responsible for the coordination of the dynamic spectrum assignment and re-
allocation that is driven by the QoE module. Finally, the multi-RAT spectrum
assignment and reallocation solutions are devised and explained providing spe-
cific results to indicate the achievable performance. The proposed solution can
facilitate the dynamic spectrum aggregation among different RATs.
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The remainder of this paper is organized as follows. Sec.II presents and
overview of SR introduced within 3GPP. In Sec.III, two proposals for m-RAT
SR are made and then, analyzed in Sec.IV followed by simulation results com-
paring the performance of the proposed solutions. Finally, Sec.V concludes
this paper.

2 Multi-RAT Spectrum Reallocation Overview

3GPP defines Spectrum ReFarming (SRF) and Spectrum Reallocation (SR)
in [4]. In particular, the SR is the term used to describe the procedure of
reallocating spectrum that is initially assigned to some legacy RAT, to the
spectrum demanding LTE-A technology. This procedure can be applied in
several cases with respect to the frequency at which reallocation decisions are
made depending on the traffic load of legacy RAT and LTE-A networks. The
cases of SR considered are the following [4]:

Dynamic. SR occurs every few seconds/minutes. It can guarantee maxi-
mum efficiency and utilization of spectrum resources for all co-deployed RATs.

Semi-static. SR occurs every few hours/days. Several preconfigured plans
can be defined to alter resource partitioning between RATs in a fixed way
according to current traffic conditions and requirements.

Static. SR occurs every few months/years. This is the case of the so called
SRF, where a legacy RAT band is reallocated permanently to LTE for ex-
clusive exploitation [17], where obviously SRF is a sub-category of SR. The
solutions considered so far, only concern static and semi-static SR due to the
fact that the required mechanisms to exchange data between RATs are sim-
ple. However, the gains of Dynamic SR (DSR), where spectrum and resource
allocation decisions are made more frequently are expected to overcome the
increased architectural complexity it entails.

A generic description of the SR is conceptualized in Fig. 1. Fig. 1(a) depicts
the original (i.e. according to the regulations) spectrum assignment, where the
legacy RAT is assigned with large spectrum that is underutilized as a whole.
Under the SR concept, this spectrum chunk is available in a shared fashion
and can be assigned to any RAT (legacy or LTE-A) depending on the traffic
requirements. In Fig. 1(b), the Static SR (i.e. SRF) is illustrated, where the
shared band is exclusively reallocated to LTE-A. The next case is the DSR
depicted in Fig. 1(c), where the assignment of the shared band between the
two RATs is provided in a dynamic fashion according to the traffic load of
each RAT, aiming to satisfy both legacy and LTE-A users. As network traffic
conditions change, S1 spectrum chunk is dynamically altered to shape the two
RATs overall spectrum assignment, i.e. BW1 and BW2. Efficiency is considered
in terms of assigning spectrum to users experiencing better channel conditions
or need extra bandwidth to satisfy their QoS requirements. Further, in case of
carrier aggregation (CA) enabled technologies, e.g. 2.5G/3G/4G, the shared
band can be divided into a number of component carriers (CCs) (Fig. 1(d)),
part of it (S1) is assigned to the legacy RAT in parallel to the originally
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Fig. 1 Spectrum Reallocation within the 3GPP framework.

assigned bandwidth, and the rest of the spectrum is exploited by LTE-A.
CA can provide to the DSR solution an additional flexibility through agile
spectrum management and allocation mechanisms.

Further, the key idea about m-RAT joint coordination is to define under
which conditions different RATs deployed in the same geographical area can
communicate in order to perform some sort of spectrum assignment and re-
source allocation, by making as few modifications to the system architecture as
possible. Special coordination functions should be implemented for this joint
resource allocation at each RAT, or through a coordination point that collects
information mainly about the load and the average data rate of the users of
each RAT [5]. About the available spectrum, the specified scenarios define that
the legacy RAT has a minimum required bandwidth to satisfy a certain data
rate need and the rest of it is pooled for the coordination mechanism to decide
the allocation.

3 Multi-RAT Spectrum Reallocation Architecture

This section illustrates how multi-RAT SR can be supported by a particular
network and functional architecture.
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Fig. 2 Multi-RAT network architecture.

3.1 Network Architecture

First, we show how the architecture can be applied to an LTE-Advanced (LTE-
A) system in order to guarantee backward compatibility. Conventionally, LTE-
A systems operate in licensed bands and therefore do not employ any oppor-
tunistic access; this necessitates such architecture as the one introduced below.
The implementation of the coordination functions will definitely impact net-
work architecture, since two or more RATs that are often not collocated need
to communicate with each other in order to mutually assign spectrum. To this
end, the introduction of a unified Multi-RAT Controller (m-RC) is proposed
[5,23].

The m-RC manages a number of Base Stations (BSs) of different RATs and
additionally to the spectrum assignment mechanism implements other legacy
RAT functionalities such as scheduling, mobility management and interference
coordination between neighbouring cells. An illustration of the proposed net-
work architecture is given in Fig. 2, where different RATs are possibly unified
in a Multi-RAT BS and communicate with the Core Network (CN) through a
single m-RC1. In multi-RAT SR, the m-RC directly communicates with all BSs
of different RATs in order to provide the spectrum assignment and resource
allocation decisions. This more likely will introduce some delay restrictions

1 The LTE-A architecture does not incorporate any controller, and the aforementioned
functionalities are im-plemented in a distributed way among neighbouring eNBs.
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for LTE-A, if scheduling is handled jointly for all RATs by the controller [17,
24], since LTE-A scheduling is handled by the eNBs. For legacy RATs such as
UMTS and GSM, the system architecture remains the same, where the m-RC
integrates all the functions included in each RATs controller, namely Radio
Network Controller (RNC) and Base Station Controller (BSC) already known
and specified in UMTS and GSM, respectively.

3.2 Functional Architecture

The m-RC integrates the legacy RATs functionalities (previously defined in
the RNC and the BSC) as well as new joint Radio Resource Management
(RRM) functions towards supporting SR (Fig. 3). A Measurement Collector
module is required so that a joint RRM function can utilize Channel State
Information (CSI) from User Equipments (UEs) of multi-RATs. Such infor-
mation is forwarded by the associated BSs using each RATs specific interface.
The unified Interference Coordination Manager is a special entity since inter-
RAT interference problems can rise (especially between GSM and LTE-A) in
SR scenarios [5,17]. In order to perform fair and efficient RRM, a QoE mod-
ule is also embedded into the m-RC. It aims to handle QoE requirements for
each UE associated with a BS, and match them to QoS requirements, e.g.
throughput, delay, etc. [25]. This is typically accomplished by utiliz-
ing the Mean Opinion Score (MOS) for specific applications [26].
Further, some machine learning (ML) can be also used to correlate
QoE with QoS requiremens [27]. ML is considered as a powerful too,
where the training of different QoE prediction models can lead to
good correlation [28]. However, we use the MOS type of matching
as more practical in case of our multi-RAT spertrum reallocation
solution.

The interfaces between the m-RC and the BSs are specific for each RAT
so that the design is back-ward compatible with legacy RAT BSs. For the
UMTS, the Iub interface connects a NB to the RNC functions module to
support UMTS functionality. For the GSM, the respective interface used to
connect BTSs with the BSC functions module is the Abis interface [29]. Since
LTE-A does not require a central controller, the eNBs are directly connected
to the CN. The X2 interface that is typically used to interconnect eNBs can
also be used for Connection with the m-RC. This is possible because the X2
interface supports information exchange between load management functions
of different eNBs and can be helpful to the Measurement Collector of the m-
RC. The measurements can load information from the associated UEs and
forward them to the Joint RRM. The Interference Coordinator Manager can
also be used by the joint RRM function, in case that the involved RATs are
sensitive to inter-RAT interference and need to be assigned with spectrum
with a minimum spacing to avoid interference. Finally, the QoE module maps
the QoE requirements of each UEs to QoS requirements, so that the RRM
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Fig. 3 Multi-RAT Controller (m-RC) functional diagram.

function assigns spectrum accordingly. After spectrum assignment, the results
are forwarded to the BSs through the appropriate interfaces.

For the remainder of this document we consider two co-deployed RATs (a
legacy RAT and LTE-A) each one operating at its own frequency band. Under
the m-RAT joint coordination scenario, we assume that the legacy RAT band
is defined to be shared between the two RATs in order to develop coordination
mechanisms for efficient DSR. Spectrum assignment and resource allocation of
the m-RAT system [5] under the shared band assumption can lead to creating
new ways of employing CA as described below.

4 Multi-RAT Aggregation through Spectrum Reallocation

This section provides spectrum reallocation solutions enabling the multi-RAT
(spectrum) aggregation.

4.1 System Setup

We assume a continuous bandwidth of 50 MHz like in Fig. 1(b). As an example
it is noted that such wide bands exist, e.g. bands 1, 3, 7 are even wider at 60,
75 and 70 MHz respectively. Suppose that originally the legacy RAT owned 30
MHz of bandwidth and LTE-A the next 20 MHz. Due to the users migration to
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Table 1 Simulation Parameters

Parameter HSPA LTE-A
Duration 100 frames
Channel EPA
Modulation Adaptive
Supported Bandwidths (MHz) 5,10 1.4,3,5,10,15,20
Scheduler Round Robin Proportional Fair
Tx Scheme/MIMO SISO Diversity (2x2)
Spreading Factor 16 codes -
Chip Rate 3.84, 7.68 Mcps -
Subcarrier Spacing - 15 KHz
Average Data Rate Threshold 800 kbps No threshold

LTE-A, the minimum required bandwidth for the legacy RAT has minimized
to 10 MHz. The next 20 MHz of spectrum that were previously assigned to
the legacy RAT, are now shared with LTE-A, and finally the remaining 20
MHz are still assigned to LTE-A only. The entire bandwidth can be split into
a number of CCs that consist a set K. For the rest of the analysis, we define
the legacy RAT as RAT-1 to be HSPA and LTE-A as RAT-2, as well as the
sets N and M to be the sets of users of RAT-1 and RAT-2 respectively.
The development of the simulation and HSPA/LTE processing chains was
developed using Matlab. A summary of the simulation parameters used to
acquire the results of the proposed solutions is presented in Table 1.

4.2 Spectrum Assignment

Spectrum Assignment (SpA) requires a specific function that collects in-
formation about the demand of the legacy RAT in bandwidth, considering
the transmission capabilities of each RAT (e.g. HSPA supports specific band-
widths per Component Carrier (CC) ) and assigning the shared spectrum band
to each RAT accordingly. After SpA is completed each RAT allocates resources
to the assigned users individually with no respect to the operation of the other
RAT. Note that depending on the legacy RAT, neighboring spectrum blocks
that belong to different RATs may face Inter RAT Interference (IRI) prob-
lems (e.g. GSM is known to heavily impact LTE-A while HSPA does not). In
addition, CA is employed in LTE-A between the originally assigned CC and
the one(s) that result from the application of the SpA function. In case of the
legacy RAT is HSPA, we also gain the benefit of employing CA in both RATs.
On the architectural changes required to enable SpA, the necessary function
can be implemented on the m-RAT eNodeB and coordination between the
scheduling modules of each RAT is easy to support. Note that in this case,
the two RATs may not be co-located and they utilize a coordinator to deliver
their load information. The coordinator in turn, is in charge of implementing
the SpA function and inform each RAT on the resulted spectrum assignment
[5].
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The implementation of the SpA function requires the m-RAT eNodeB to
collect CSI from the associated users of HSPA as well as their data rate de-
mands in order to assign the shared spectrum. The procedure is driven by
the bandwidth demands of RAT-1 and if the minimum required bandwidth
is sufficient to cover a minimum average data rate threshold. The data rate
requirements of RAT-1 users are defined as:

R1 = {R1
1, R

1
2, ..., R

1
i , ..., R

1
N}, (1)

where R1
i is the data rate required by user i. The average data rate threshold

Rth that HSPA has to satisfy is provided by averaging the users requested
data rates of R1. In addition, the CSI values obtained from users i ∈ N for
CC k ∈ K is defined as:

CSI1k = {CSI1k,1, CSI1k,2, ..., CSI1k,i, ..., CSI1k,N}, (2)

and for users j ∈M as:

CSI2k = {CSI2k,1, CSI2k,2, ..., CSI2k,j , ..., CSI2k,M}. (3)

Based on the CSI information of RAT-1 and the average rate requirement
based on R1, a calculation is carried out on the required bandwidth of RAT-1,
BW 1:

BW 1 = f1(R1, CSI11 , ..., CSI1K) (4)

Function f1 is the SpA function. If BW 1 is greater than the minimum
required bandwidth, a portion S1 of the shared band has to be temporarily
assigned to RAT-1 so that S1+10MHz = BW 1. S1 is formed in CCs according
to the bandwidths supported by RAT 1. In our case, the 20 MHz wide S1 can
either be divided to 2 of 10-MHz CCs or 4 of 5-MHz CCs. The remaining
spectrum from the shared band is assigned to RAT 2, i.e. LTE-A with the
same restriction about division in CCs to apply here as well. Both RATs are
notified about spectrum assignment decisions and perform Resource allocation
separately in the resulted number of CCs in order to satisfy their users. The
advantage of CA RATs rises from the capability to allocate resources from
different CCs to a single UE allowing higher data rates.

The functionality of f1 is briefly described in Algorithm 1. Basically, a
calculation of the achievable average data rate is made based on the assigned
to HSPA bandwidth. If this data rate does not reach the required Rth, then
another CC is assigned to HSPA and the average data rate is recalculated
until it has reached the required threshold.

4.3 Joint Spectrum Assignment and Resource Allocation

With Spectrum Assignment and Resource Allocation (SpARA) the
entire shared band is divided into a number of CCs, which are assigned to
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for exach scheduling period do
Require: CSI1k , R

1, ∀k ∈ K
BW 1 ← 10 MHz
repeat

for each UE i ∈ N do
Calculate achievable data rate r1i based on CSI1k,i for all assigned to HSPA CCs

k
end for

if

∑
i∈N

r1i

|N| < Rth then

Assign the next CC in the shared band to HSPA
Add bandwidth of the next CC to BW 1

end if

until

∑
i∈N

r1i

|N| ≥ Rth

return BW 1

end for
Algorithm 1: Spectrum Assignment function

either the legacy RAT or to LTE-A, and thus, utilize them for efficient multi-
CC CA. By this design however, a portion of the resulted CCs of the shared
band are reserved for the support of the legacy RAT users. The exact CCs
that are assigned to each RAT are a function of legacy RAT/LTE-A users’
CSI and are chosen with respect to maximizing both systems’ performance.
This is a more promising technique compared to single SpA because through
joint SpARA the spectrum reserved for the legacy RAT is exactly what is
required, and the rest of it is exploited by LTE-A through CA. Moreover,
through appropriate joint scheduling decisions each user is assigned with their
best possible CCs regardless their employed RAT. The former legacy RAT CCs
of the shared band that are reallocated to LTE-A and are aggregated with the
original LTE-A CC can provide the so much required throughput performance
boost to LTE-A users towards achieving 5G requirements. Since these CCs
are probably underutilized by the legacy RAT, LTE-A can benefit from the
resources of the legacy RAT band by allocating resources both for LTE-A
and the legacy RAT in a common scheduler entity. Obviously, a joint SpARA
function carries a heavier architectural modification load due to the integration
of LTE-A/Legacy RAT Resource Allocation [21], but will also provide a more
efficient spectrum utilization if designed carefully.

Compared to the single spectrum assignment function, the joint resource
allocation is more complex due to the consolidation of the resource allocation
modules to a single entity. Resource allocation is performed as normal, e.g.
through the Proportional Fair (PF) scheduling to each RAT for the assigned
bandwidths. As for the shared band, it is divided in a number of CCs in a
way that they can all be utilized by either RAT. For the scenario depicted in
Fig. 1, with a 20 MHz shared band, this division can either be in 2 10-MHz
CCs or 4 5-MHz CCs, as mentioned earlier, with both setups supported by
HSPA and LTE-A. The aim is to assign each CC to the user that satisfies
an optimal scheduling criterion independently of their RAT. To this end, a
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common scheduling algorithm that guarantees a level of fairness between users
of different RATs needs to be employed (PF scheduling). Function f2 that
performs joint SpARA is expressed mathematically as:

RA = f2(CSI1k , CSI2k), ∀k ∈ K (5)

The increased complexity of the joint Resource Allocation module is ev-
ident from the fact that requires a lot more information from users of both
RATs and for a larger range of spectrum. The PF scheduling metric used
is defined as a function of the instantaneous data rate experienced by user
i ∈ N ∪M in CC k ∈ K, Rk,i and its average experienced data rate Ravg

i [30].
CC k is then assigned to the user with the maximum scheduling metric for
the specific CC. Formally it is:

i∗k = arg max
i

Rk,i

Ravg
i

, (6)

where i∗k is the user that is assigned with CC k. Note the proportional fair-
ness characteristic of the metric that favors users with high instantaneous
data rate and low average data rate. Since users experience different channel
conditions for each CC, and thus Rk,i differs for each k value it is possible
that the same user is assigned with multiple CCs at each scheduling period,
consequently increasing the performance of both CA enabled RATs. The joint
SpARA function f2 operation is described in Algorithm 2. The scheduling
period is the duration of a frame (10 ms), which is common for HSPA and
LTE-A.

for each scheduling period do
Require: CSI1k , CSI2k , R

avg
i , ∀k ∈ K, ∀i ∈ N ∪M

for each CC k do
i∗k ← arg maxi

Rk,i

R
avg
i

Assign CC k to user i∗k
end for
Update Ravg

i , ∀i ∈ N ∪M
end for

Algorithm 2: Joint Spectrum Assignment and Resource Allocation function

4.4 QoE-driven spectrum reallocation

An efficient SR requires knowledge of basic QoS requirements of the appli-
cations run by the UEs. Such knowledge is not straightforward available to
the Multi-RAT networks and furthermore, the QoS characteristics are not al-
ways sufficient to ensure that the UEs experience high QoS. To this end, QoE
rather than QoS requirements need to be considered but these requirements
are subjective to the end users. There is a number of methods such as MOS
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Table 2 QoE to QoS requirements mapping for different type of services

Service QoS Parame-
ter

MOS=3 MOS=4 MOS=5

Web Browsing
Throughput
(kbps)

1000 1330 2660

Latency (ms) 600 523 261.5
Video Streaming Throughput

(kbps)
1200 1500 5000

VoIP
Throughput
(kbps)

1200 1500 5000

Latency (ms) 225 150 75

(Mean Opinion Score) [26], which can evaluate the QoE providing the QoE to
QoS mapping that can be handled and controlled by the system. In the pro-
posed multi-RAT architecture, the functionality of the QoE module provides
the following functionalities:

1. Acquire QoE requirements in the form of MOS from the applications run
by each UE. Since the latter is subjective to UEs, the module utilizes
statistical information aggregating the opinions of many users for each
type of service/application.

2. Determine the minimum QoS requirement needed to achieve the desired
QoE requirement, as provided by the statistical measurements.

3. Send UE QoS requirement to the Joint RRM function.

For the proposed SpA solution, we assume that a minimum data rate must
be guaranteed for the HSPA UEs and will drive the SpA function. A few
studies, like the one in [27], define the QoS requirement thresholds to achieve
certain MOS values. Table 2 shows a mapping of the considered MOS values
that translate to medium, good and excellent QoE (3, 4 and 5 respectively).
The basic QoS parameters displayed are throughput and latency that impose
different restrictions depending on the type of service used by the UE.

5 Simulation Results

The simulation results presented below aim to highlight the effectiveness of
the SpA function in the case of an average data rate performance of 800 Kbps
is desired for HSPA users. In Fig. 4 the total required bandwidth to support
such data rate is depicted for cases where the users experience low (5 dB),
medium (10 dB) and high (15 dB) SNRs. The users’ SNRs are randomly set
by Gaussian processes with mean values of 5, 10 and 15 dBs for each respective
case. It is evident that as the number of users in the system increases, so does
the required bandwidth to support adequate performance. In addition, the
higher the average user SNR the less bandwidth is required to support the
same number of users. The bandwidth ranges from 10 MHz (the minimum
assigned HSPA bandwidth) to 30 MHz in the case where the shared band is
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Fig. 4 Total Required BW over number of HSPA users for SpA implementation.

assigned entirely to HSPA, utilizing CA. Note that in the high SNR case, even
with 16 HSPA users there is a leftover chunk of the 20 MHz band that can be
exploited with LTE-A CA.

In parallel with Fig. 4, Fig. 5 presents the average data rate experienced
by the HSPA users. Observe, that when for a specific number of HSPA users
we get an increase in bandwidth in Fig. 4, as a result of the application of SpA
function f1, there is a corresponding increase to the data rate in Fig. 5 due to
the application of CA. Note that the average data rate is above the threshold
in cases where not the entire shared band is assigned to HSPA as a result of
f1. If the shared band is assigned to HSPA due to HSPA system load, there is
no guarantee about the average data rate performance and thus the average
data rate drops below the required threshold, especially in the low SNR case.

The application of f1 impacts the LTE-A system as well. The bandwidth
of the shared band that is not assigned to HSPA is now exploitable by LTE-A
by aggregating with the original 20 MHz carrier. Fig. 6 displays the average
LTE-A user data rate in high SNR conditions (15 dB) for a number of possible
bandwidth configurations for LTE-A after the application of the SpA function.
The LTE-A system can either utilize from a single 20 MHz carrier if the shared
band is assigned to HSPA to a 40 MHz bandwidth as a result of CA. The
increase in the average data rate is noteworthy, even for a large number of
LTE-A users.
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Fig. 5 Average data rate over number of HSPA users for SpA implementation.

In the following simulation results, we aim to demonstrate the effect of
SpA and joint SpARA on both HSPA and LTE-A RATs and compare the two
methods in terms of throughput performance per RAT. In Fig. 7 the HSPA
user throughput in Mbps is plotted for a number of HSPA/LTE-A users that
vary from 2 to 16 each. It is evident that joint SpARA outperforms SpA
for every combination of HSPA/LTE-A users. Especially for a low number of
HSPA/LTE-A users the benefit is significant due to the low average data rate
threshold set by the SpA function. Moreover, we can notice that the joint
SpARA functions provides a smoother degradation of performance as both
RATs number of users increases. With SpA however, HSPA throughput is
unaffected by the increase of LTE-A users and only decreases with the number
of HSPA users. This is because SpA considers only HSPA load to allocate
spectrum based on a target HSPA rate threshold and resource allocation is
handled independently by each RAT.

Similar conclusions are made for LTE-A user throughput as shown in Fig.
8. Notice the SpARA surface of Fig. 8 that is always above the respective
SpA surface, meaning higher throughput for any number of HSPA/LTE-A
users. Again here for a small number of HSPA/LTE-A users the performance
is maximized (upper left corner of Fig. 8), while as both HSPA and LTE-A
users increase in number, the maximization in throughput is lower. In contrast
with Fig. 7, it can be seen that the difference in performance between SpA
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Fig. 8 LTE-A user throughput versus number of HSPA/LTE-A users.

and joint SpARA is not that high, especially for many HSPA/LTE-A user
cases. This is due to the data rate threshold set by SpA again. This threshold
determines the amount of spectrum that will be spared for LTE-A utilization.
This directly affects not only HSPA performance but also LTE-A for the SpA
function. Decreasing or increasing the threshold can result in SpA and joint
SpARA surfaces in Fig. 7 to diverge or converge and in Fig. 8 to converge or
diverge respectively. With that said, in cases where high average data rates
are required by the HSPA network, a SpA solution might be a better choice
in order to satisfy HSPA users but LTE-A users will not experience as much
performance improvement.

Spectrum Utilization: Another goal of the multi-RAT architecture is to
utilize the available spectrum more efficiently among the different RATs. To
this end, we define a Spectrum Utility (SpU) metric for each RAT and com-
pare the sum spectrum utility for both RATs before and after each SR scheme
is applied. The SpU is defined as the ratio of the average user data rate over
the bandwidth exploited by the specific RAT measured in bits/sec/Hz. SpU
increases as the average data rate increases and/or the bandwidth decreases
so that the system becomes more spectrally efficient. The goal is to prove that
the proposed multi-RAT architecture with SpA and joint SpARA functions
maximize the sum SpU of both RATs compared to the initial spectrum as-
signment situation. Concerning spectrum utilization, the effect of SpA and
joint SpARA is demonstrated in Fig. 9 where the sum SpU for both HSPA
and LTE-A systems is plotted versus the users SNR values. The topology for
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the particular result consists of 10 HSPA plus 10 LTE-A users for the compar-
ison between the original spectrum assignment scheme with fixed bandwidth
allocation for each RAT and the proposed SpA and joint SpARA functions.

As can be seen in Fig. 9, the SpU increases as the average user SNR in-
creases, since the users experience higher data rates. As SNRs are higher, the
advantages of SpA and joint SpARA compared to the original spectrum as-
signment situation (30 MHz for HSPA and 20 MHz for LTE-A) are evident.
For SpA, the difference might seem insignificant roughly speaking, even around
10 dB; however, since the difference of the sum SpU with the original scheme
keeps increasing, the result is noteworthy eventually. Furthermore, with the
agile spectrum utilization offered by the joint SpARA function, sum SpU is
increased by almost 160 % for 16 dB SNR compared to the original scheme.
Finally, we provide the results with the SRF approach, which achieves a per-
formance higher than SpA; however, this is a static spectrum assignment with
more bandwidth assigned to the more spectrally efficient LTE-A. For the
same reason, it demonstrates higher SpU that Joint SpARA in the
low SNR regime, since Joint SpARA most likely assigns more spec-
trum to the less spectrally efficient HSPA. This difference however,
is quickly diminished and Joint SPARA exponentially increases its
SpU to outperform SRF, as SNR increases.
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6 Conclusion

This article has argued for multi-RAT aggregation through spectrum reallo-
cation in multi-RAT net-works as a proposal to future wireless networks. We
defined a particular management architecture supporting aggregation among
multi-RAT spectrum bands. It has noted that with increasing fragmentation of
spectrum, and the different characteristics of spectrum and networks that will
serve future communication systems realizing the 5G requirements, advanced
integrated solutions will need to be able to combine and reuse the fragmented
spectrum providing dynamic opportunities in order to realize the capacity and
other benefits of 5G system.
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