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Abstract

Shale gas has attracted significant attention in the past decade. Pioneered by the

USA since the 1940s, the production of shale gas in Europe is still in its early

stage and has not been attempted in Africa. Oil and gas production from shale is

technologically difficult, in part due to very small sizes of pores in shale formations

and poor pore connectivity. Experimental characterisation has revealed heteroge-

neous nature of shale, and a network of connected pores is actually not visible

at the resolution of tens of nanometers. Poor pore connectivity in shale rocks is

responsible for its low permeability. To produce oil and gas from shale formations,

more advanced technology such as horizontal drilling and hydraulic fracturing is

required. However, recovery is still very low as oil rate drops rapidly. To improve

production, enhanced oil recovery (EOR) is proposed. In order to design advanced

EOR technologies, fluid–fluid and fluid–rock interactions in nanopores are crucial.

This thesis seeks to better understand the behaviour of fluids confined in narrow

pores. The techniques of choice are based on molecular dynamics simulations,

conducted at the atomic resolution. The pores considered are of slit-shaped ge-

ometry and of dimensions as small as 1–2.2 nm carved out of silica, muscovite,

MgO, alumina and graphite. The fluids simulated include hydrocarbons, such as

n-butane and n-octane, as well as a few other fluids, including H2O, CO2, H2S

and N2. The results show, in qualitative agreement with literature observations,

that confinement affects the structure of aqueous H2S due to perturbation of water

coordination around H2S. It was also found that injection of H2S or CO2 could

help to displace hydrocarbon from the confining pore surfaces, and that the per-

formance of the injected gas depends on the chemistry of the surface. CO2 and

H2S could displace hydrocarbons from inorganic surfaces but not from organic

surface. Analysis of the interaction energy between confined fluids and the pore

surfaces shows that the results depend on gas–surface and hydrocarbon–surface

interactions. At the conditions simulated, CO2 or H2S suppressed hydrocarbon

mobility due to pore crowding. These findings could contribute to designing ad-

vanced EOR strategies for achieving both improved hydrocarbon production, acid

gas sequestration as well as natural gas sweetening.



Impact Statement

The increase in global population and decline in fossil energy sources has led to

tremendous effort towards alternative energy sources. Shale gas and oil has been

found to be an option to achieve this purpose. To improve production from shale

reservoirs, it is crucial to understand rock-fluid and fluid-fluid interactions and

their implications on fluid structure and transport. This thesis provides detailed

molecular-level information about fluid behaviour in model sub–surface forma-

tions.

The removal of sour gases from natural gas is achieved industrially by absorption-

stripping processes, membrane separation and adsorption. In this thesis, the effect

of confinement on H2S solubility, structural and dynamical properties was studied,

and it was found that hydrated silica pore could function as a material for sepa-

rating H2S from natural gas due to higher permeability of H2S compared to other

typical components of natural gas. The results could form a basis for developing

new natural gas sweetening technologies.

Enhanced oil recovery (EOR) is a technology used to improve hydrocarbon recov-

ery in oil and gas production. As a contribution to EOR technology, the injection

of CO2, H2S and N2 into model solid substrates containing hydrocarbons was stud-

ied to investigate the ability of the gases to displace hydrocarbon from the pore

surfaces. This study is invaluable as it gives access into the mechanism of enhanced

hydrocarbon recovery. It was found that H2S preferentially adsorb on porous me-

dia and facilitates displacement of hydrocarbon from the surface of the porous

media. This could form a basis for understanding the mechamism of gas–based

EOR. The results also show that mixture of CO2 and H2S does not give synergistic

effect in terms of hydrocarbon displacement from the pore surfaces. The results

from this study is useful for improving EOR technology.
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for bulk and confined water respectively. It was necessary to con-
sider slightly different iso-density surfaces for computational rea-
sons. The results show that the distribution of OW is denser in the
hydration structure of bulk H2S. . . . . . . . . . . . . . . . . . . . . 49

3.10 Density profile of oxygen atoms of H2O (OW, red line) and sulfur
atom of H2S (S) along the direction perpendicular to the pore sur-
face at different bulk pressures for (a) 1.49nm (b) 2.2nm pores. LS1
denotes the H2S layer near the second hydration layer. Note that
density profiles OW of H2O (red line) for panels (a and b) are at
26.0 and 24.2 bar respectively . . . . . . . . . . . . . . . . . . . . . 51

3.11 RDF between sulfur atom of H2S and water oxygen in all simulated
pores and in the bulk . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.12 3D SDF of water oxygen atoms in the first hydration shell of H2S
in all pores and in bulk water. The iso-density surfaces are drawn
at 0.364, 0.303, 0.318 and 0.345 Å−3 for a,b,c and d respectively.
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Chapter 1

Introduction

The need to meet increasing global energy demand and the depletion of conven-

tional fossil energy necessitate the quest for alternative energy sources. Shale gas

and oil, which are unconventional energy sources have received much attention in

recent decades as they have the potential to meet the worlds future energy need [1].

Hydrocarbons found in shales are trapped within the shale reservoir, the source

rock from which the hydrocarbons are generated. This is due to low permeability

of shale and consequently, their recovery becomes impossible by just drilling wells

into the shale formations. In order to recover the hydrocarbons trapped within

the nano-pores of shale formations, more advanced technology such as horizontal

drilling and hydraulic fracturing through injection of fluids at high pressures are

required [2]. Based on IUPAC classification, nano-pores are in three categories:

micropores (<2nm) , mesopores (2–50 nm) and macropores (> 50nm) [3]. All

these pore sizes are present in shales resulting in a wide pore size distribution [4].

Large-scale exploration of shale gas requires better understanding of fluid-rock

interactions which influence hydrocarbon sorption, structure and transport.[5] In

1
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hydraulic fracturing, the injected water for stimulating the formation is usually

trapped within the formation. Recent study [6] has shown that the recovery of

hydraulic fracturing water is low during flow back operations and that signifies

that large volume of the injected water is trapped within the sub-surface forma-

tion. Consequently, there is need to better understand the confinement of water

and volatile species in narrow pores in order to improve well productivity and

hydrocarbon recovery.

Unlike conventional reservoirs, shale formations are characterized by ultra-low per-

meability, heterogeneity and pore sizes in nanoscale. Properties of fluids confined

within these nano-pores show strong deviation from their bulk behaviour.[7–9] In

small pores, fluid behaviour is strongly influenced by the solid–fluid interactions

which affect the overall thermodynamic, structural and transport properties of

confined fluids. The confinement effect on fluid properties needs to be properly

understood in order to improve the extraction of geological fluids and other appli-

cations such as catalysis [10], separation [11], nano-fluidics [11] and environmental

remediation [12]. One property of a fluid that is strongly influenced by confinement

is solubility. Several theoretical studies have found enhancement of gas solubility

due to confinement [13–17]. For example, Luzar and Bratko [17] found enhanced

solubility of oxygen and nitrogen in water by 5–10 folds in hydrophobic nanopores

of ∼ 4nm. Experimental observations have also confirmed enhanced gas solubility

due to confinement.[18, 19] Rakotovao et al. [19] observed tremendous increase in

the solubility of hydrogen in n-hexane and ethanol confined in mesoporous silica

aerogel.
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There has been extensive studies on the behaviour of fluids under confinement[13–

17, 20]. Most studies focus on fluid molecules such as methane (CH4), carbon

dioxide (CO2) and other volatile hydrocarbons. To contribute to this field, in

Chapter 3, MD simulations were conducted to study the solubility, structural and

dynamical properties of aqueous H2S confined in silica pores of different sizes. H2S

is chosen because of its high toxicity, corrosiveness [21], ability to form clathrate

hydrates [22, 23] which can block oil pipelines and catalyst deactivation property

[24, 25]. A previous study [26] reported that H2S permeates hydrated silica pore

faster than methane. This thesis investigates the mechanism responsible for higher

permeation of H2S through hydrated silica pore compared to CH4.

The growing concern about greenhouse gas emission has stimulated research into

developing new technologies for mitigating air emissions. In recent times, CO2

injection into geological formations for sequestration and enhanced oil recovery

(EOR) has been receiving attention [27, 28]. The EOR methods commonly used

to produce oil and gas from shale and tight oil are water injection, gas injection

and surfactant injection. Gas injection is preferred in EOR because it gives higher

recovery compared to water flooding [29]. The CO2 potential for enhanced hydro-

carbon recovery is due to its preferential adsorption close to the surface of the rock

materials [30–32] and its dissolution in the oil resulting in viscosity reduction and

swelling of the oil [33–35]. Most research on EOR via gas injection focussed on

CO2 injection because it is often coupled with CO2 sequestration into geological

formation. The injection of pure H2S or mixture of CO2 and H2S is investigated in

this thesis. There have been theoretical studies on enhancement of hydrocarbon
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recovery via CO2 injection [31, 32, 36–39] as well as experiments [40–44]. Zhang

and Cao [38] studied CH4 and CO2 in a shale matrix to investigate CH4 displace-

ment by CO2 injection at different pore sizes and found that the amount of CH4

displaced and CO2 sequestrated increased with pore size. Sun et al. [45] investi-

gated adsorption and diffusion of CH4 and CO2 in montmorillonite nanopores and

observed stronger interaction of CO2 with the pore surface resulting in its slower

diffusion. To complement these efforts, in Chapter 4, MD simulations were per-

formed to investigate n-butane recovery via acid gas (CO2, H2S) injection in silica,

muscovite and MgO. This Chapter focuses on the behaviour of n-butane and the

injected acid gases at the fluid–solid interfaces. Because the substrates considered

in Chapter 4 are inorganic, and the results depend on fluid–surface interactions,

simulations were then conducted in alumina (inorganic) and graphite pores to bet-

ter understand the role of competitive adsorption on hydrocarbon recovery via gas

injection. The results are reported in Chapter 5 of this thesis.

Molecular simulation is a powerful tool that provides detailed molecular–level in-

formation about the behaviour of fluid molecules confined within nanopores of

materials found beneath the earth at conditions that may not be accessed through

experimental studies in the laboratory. The development of this tool has been

made possible through rapid technological advancement in the last decades. How-

ever, molecular simulation results still require validation against experiments for

them to be reliable. This thesis seeks to gain fundamental insights into fluid

behaviour in sub-surface environments in nano-scale by conducting molecular dy-

namics (MD) simulations in order to improve processes such as gas separation and
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hydrocarbon production.

In summary, the thesis is organized as follows: In Chapter 2, simulation models

and methodology are explained in detail. These include: Force fields and algo-

rithms, MD basics and techniques for result analysis.

In Chapter 3, MD simulation results for aqueous H2S confined in silica pores

are reported. Effect of confinement on the solubility of H2S in water as well as

structural (molecular density profiles, molecular orientation, spatial distribution

function (SDF), radial distribution function (RDF), in-plane distribution) and

dynamical (diffusion coefficient, rotational dynamics, residence times) properties of

the confined fluids are reported. The effects of pore width on solubility, structural

and dynamical properties are also investigated.

In Chapter 4, MD simulation results on n-butane displacement due to H2S and

CO2 injection are reported. The amount of n-butane displaced from the surface,

surface-fluid interaction energies, residence times, and diffusion coefficients are

reported. The effects of pore chemistry on the performance of the gas are also

documented.

Chapter 5 documents the study that complements the results reported in Chap-

ter 4. In this Chapter, graphite and alumina substrates were simulated in order

to access the effect of competitive adsorption on gas–based EOR. In Chapter 6,

detailed conclusions about the work herein and the future outlook are reported.

graphicx



Chapter 2

Simulation Models and Methodology

2.1 Molecular Dynamics Simulation

Molecular Dynamics (MD) simulation techniques are used throughout for the work

reported in this thesis. Computational details and algorithms used are presented

in this section of the thesis.

2.1.1 Background

Molecular dynamics simulation methods are used extensively to obtain information

on the temporal evolution of systems in phase space giving rise to the trajectory

from which useful information can be extracted. MD simulations can be used to

study different properties of materials such as interfacial properties, dynamical

and structural properties of a fluid which when the right force field is used, give

6
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useful molecular–level information that is difficult or inaccessible through experi-

mental studies[46]. However, predictions via molecular dynamics simulations rely

on experimental data for validation. The temporal evolution of the system is ob-

tained by solving the Newtons equations of motion numerically with the positions

and velocities of the molecules written in trajectory files from which macroscopic

properties of interest can be obtained using the knowledge of statistical mechanics.

Given the potential energy function U(rij), the force acting on a particle due to the

interaction with its neighbours can be obtained as the negative of the derivative

of the potential energy function given in Equation 2.1. Hence, Newtons equation

of motion for N particles can be written as Equation 2.2:

~Fij = −∇rijU(~rij) (2.1)

N
∑

i 6=j

~Fij = mi
d2~r

dt2
(2.2)

In Equation 2.1 and 2.2, U(~rij) is the potential energy function, ~Fij is the force

acting on atom i due to presence of atom j, N is the total number of atoms in

the system, mi and ~ri are the mass and position of atom i respectively, and t is

time. Macroscopic properties are extracted from the trajectory when equilibrium
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is attained. This is a state of minimum energy where properties of the system

such as temperature, pressure and density fluctuate about their mean values.

2.1.2 Force fields

A force field is a collection of parameters and mathematical equations that de-

scribe the interaction between atoms in a molecular system from which the poten-

tial energy of interaction is computed. The basic form of potential energy includes

bonded interaction terms and non-bonded interaction terms. The bonded interac-

tion terms describe the interaction between molecules that are covalently bonded

and the non-bonded terms describe both the long-range electrostatic forces and

van der Waals forces. The general form of the interaction energy is additive and

is given by Equation 2.3:

E = Eb + Ea + Epd + Eimd + Ecoul + EV DW (2.3)

The bonded interaction energies are the bond stretching, angle bending, proper

dihedral and improper dihedral terms. The bond stretching and angle bending

terms describe the energy of deformation of the bond length and angle respectively

and are expressed as harmonic potential described as Equations 2.4 and 2.5:

Eb =
1

2

∑

bonds

Kb(rij − r0)
2 (2.4)
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Ea =
1

2

∑

angles

Kθ(θijk − θ0)
2 (2.5)

r0 ,θ0, Kb and Kθ in Equations 2.4 and 2.5 represent the equilibrium bond length,

equilibrium bond angle, bond strength and angle strength respectively. rij is the

bond length between atom i and j while θijk is the angle formed by atoms i, j

and k. For molecules with more than three atoms, there is contribution of torsion

to the total energy of the system. These include proper and improper dihedral

energies expressed as Equation 2.6 and 2.7 respectively:

Eproper =
1

2
[c1(1 + cos(φ))− c2(1 + cos(2φ)) + c3(1 + cos(3φ))− c4(1 + cos(4φ))]

(2.6)

Eimproper =
∑

improper

Kψ(ψijkl − ψ0)
2 (2.7)

φ is the angle formed between the planes formed by atoms i, j, k and l, c1, c2, c3,

and c4 are dihedral coefficients. Kψ and ψ are improper dihedral coefficient and

improper dihedral angle respectively. The non-bond interaction is usually mod-

elled as a combination of van der Waals potential and coulombic potential. The

van der Waal potential comprises dispersive and repulsive interactions between

atoms i and j separated by distance rij. A common form of this potential is the

12-6 Lennard Jones (LJ) potential expressed as Equation 2.8:
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Uij = 4ǫij[(
σij
rij

)12 − (
σij
rij

)6] (2.8)

Where ǫij and σij represent well depth and distance at zero potential energy re-

spectively. ǫij and σij for unlike atoms are determined using Lorentz-Berthelot

combination rules [47] given in Equations 2.9 and 2.10:

σij =
(σii + σjj)

2
(2.9)

ǫij =
√

(ǫiiǫjj) (2.10)

The coulombic potential describes the interaction between two charged particles i

and j with partial charges qi and qj and it is expressed as Equation 2.11:

Ecoul = f
(qiqj)

(ǫrrij)
(2.11)

Where f= 1
4πǫ0

, and is referred to as Coulombs constant, ǫ0 is the permittivity of

free space and ǫr is relative permittivity. In the work reported here, CLAYFF force

field [48] was used to model silica, muscovite, MgO and alumina, the Transferable
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Potentials for Phase Equilibria (TraPPE-UA) [49] to describe n-butane and n-

octane. CO2 was described using TraPPE and EPM2 [50] force fields. SPC/E

model was used to describe water and the model developed by Kamath and Potoff

[51] to describe H2S. Nitrogen (N2) was described as a single LJ sphere without

coulombic interactions.[52] The CLAYFF force field is a general model that has

been used extensively to describe hydrated and multi-component mineral surfaces

[11, 13, 26, 32]. In the CLAYFF model implemented in this work, all atoms

are fixed except the surface hydroxyl groups of silica and alumina, and surface

potassium atoms of muscovite which were allowed to vibrate. This model has

been validated against experiments for structure of oxides, oxyhydroxides and

hydroxides [48]. In the TraPPE force field, CO2 is rigid with all atoms on a straight

line forming a bond angle of 180◦. N-butane is a flexible molecule described by

angle bending and dihedrals. The united-atom (UA) formalism was implemented

in describing the -CH3 and -CH2 groups of the n-butane. The SPC/E model

is chosen to simulate water as it has been found to reproduce radial distribution

function of water at ambient conditions. SPC/E is a rigid water model consisting of

three interaction sites in which the distance between the oxygen atom and each of

the hydrogen atoms is set to 1Å and the H–O–H angle set to the tetrahedral angle

(109.47◦). Charges are located at oxygen and hydrogen atoms in a proportion that

ensures that the molecule is neutral, and the oxygen atom is a Lennard-Jones site.

The H2S model is a three-site model similar to that of Jorgensen [53]. Charges are

placed on sulphur and the hydrogen with a fixed bond of length 1.34Å between

the sulphur and the hydrogen. The H-S-H bond angle is set to an equilibrium

value of 92.50 with angle bending described by harmonic potential. Dispersive
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interactions are represented by single Lennard-Jones site placed on the sulphur

atom. The hydrogen atoms are not described by dispersive interactions. The

model parameters for all molecules are presented in Tables A.1 – A.3 of Appendix

A.

2.1.3 Algorithms

In MD simulation, the evolution of the system of interest requires solving Newtons

equations of motion for N particles interacting with each other via the specified

potential. This exercise is non-trivial as there are 6N degrees of freedom involved

and no analytical route is possible. Therefore, the equations of motion for the

N–particle system are solved numerically. There are various numerical schemes

available for the integration of Newtons equations of motion, examples of such

numerical methods are verlet, velocity–verlet and leap frog algorithms. The leap

frog algorithm is used in all simulations reported in this thesis.

In leap frog algorithm, the equations for obtaining the position and velocity at

time (t+∆t) are expressed as Equations 2.12 and 2.13 respectively:

~r(t+∆t) = ~r(t) + ~v(t+
1

2
∆t)δt (2.12)

~v(t+
1

2
∆t) = ~v(t−

1

2
∆t) + ~F (t)

δt

m
(2.13)

In this algorithm, velocities are first calculated at time (t + 1
2
∆t) which are then
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used to obtain the positions at time (t+∆t). Hence, velocities leap over positions

while positions leap over velocities. The use of leap-frog algorithm does not allow

the calculation of velocities at time t. However, these can be obtained through an

approximation that involves an average of the velocities at (t+1
2
∆t) and (t-1

2
∆t)

as shown in Equation 2.14:

~v(t) =
1

2
[~v(t+

1

2
∆t) + ~v(t−

1

2
∆t)] (2.14)

When using this algorithm, the time step for the integration should be small

enough to ensure energy conservation. The time step used in all simulations re-

ported here is 1fs.

2.1.4 Periodic boundary condition

In order to simulate a bulk system of fluid in a simulation box, periodic boundary

condition (PBC) is usually employed. PBC removes surface effect which any finite

system will have and ensures that the internal structure of the fluid is dominated

by bulk forces rather than surface forces. The implementation of PBC makes it

possible to simulate bulk fluids and remove surface forces exerted by the surface

molecules if PBC is not used. PBC ensures that the number of molecules in the

simulation box remains unchanged as a molecule that leaves the simulation box

re-enters from the opposite end of the box. When PBC is applied on a system, the

unit cell is replicated throughout the space to form an infinite number of unit cells

as shown in Figure 2.1. The periodic cells contain atoms whose positions combine
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Figure 2.1: Periodic boundary conditions. The unit cell is enclosed in green

the position of the atom in the unit cell and a translational position vector defined

by Equation 2.15:

~R = n1a+ n2b+ n3c (2.15)

Where a, b, and c are vectors corresponding to the edges of the box and n1, n2 and

n3 are any integers. The position of the image of atom i is expressed as Equation

2.16:

~ri
image = ~ri + ~R (2.16)

All periodic images have the same momentum as the corresponding atom in the

unit cell and is given in Equation 2.17

P image
i (n1, n2, n3) = Pi = mivi (2.17)



Chapter 2. Simulation Models and Methodology 15

The estimation of the interaction potential between atom i and every other atom in

the simulation cell assuming pair additivity involves N(N−1) terms. In principle,

the interaction with atoms in the periodic cells (images of atoms in the simulation

cell) has to be included. This is computationally expensive and therefore, an

approximation is required. The approximation usually employed is the minimum

image convention where an atom interacts with the closest images of other atoms

in the simulation cell. The number of terms involved in the calculation of the

potential assuming pair additivity then reduces to 1
2
N(N−1) but the calculation is

still computationally expensive. A further approximation is made using a spherical

cut-off where interaction between atoms whose separation is greater than the cut-

off distance (rc) is not included in the potential energy calculation. This means

that atom i experiences a force due to its interaction with atom j or only one of

its images.

2.1.5 Thermostat

The use of thermostat in MD simulations is very crucial as this helps to explore

ensembles other than the Microcanonical ensemble (NVE) and allows comparison

with experimental data as experiments are usually performed at constant tem-

perature and pressure. To achieve this comparison, canonical ensemble (NVT) or

isothermal-isobaric ensemble (NPT) may be desirable. To simulate in NPT en-

semble, a barostat is used in addition to the thermostat to keep the pressure close

to the desired value. The use of thermostat in MD simulation ensures that the

temperature stays within the set value and also prevents long term energy drift
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that may arise as a result of numerical integration errors. A number of thermostats

have been proposed, each utilizing different approaches. However, we must always

consider whether the chosen approach gives the correct microstate distribution

and realistic dynamic behaviour in the chosen ensemble such that the equations of

motion yield accurate properties of the system. The common thermostats used in

MD simulation include velocity rescaling, Anderson, Berendsen and Nosé–Hoover

thermostats.

2.1.5.1 Velocity rescaling

In velocity rescaling, the velocities of the molecules in the system are rescaled at

each step ( or after a pre-set number of steps) in order to drive the system temper-

ature to the desired value. This is done by multiplying the velocities with a scaling

factor λ, such that Equation 2.18 holds. The scaling factor λ is simply the square

root of the ratio of the desired temperature to the instantaneous temperature of

the system.

V N
new = λV N (2.18)

Where λ =
√

T
Tinst

, Vnew , V , T , Tinst and N are the new velocity, old velocity, tar-

get temperature, instantaneous temperature and number of particles respectively.

Velocity rescaling does not generate correct thermodynamics of the canonical en-

semble as it allows no fluctuation in the kinetic energy of the system. This is

unrealistic from statistical mechanics point of view [54].
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2.1.5.2 Berendsen Thermostat

Berendsen thermostat [55] approach is similar to velocity rescaling as both involve

scaling the temperature as the simulation progresses. When using Berendsen ap-

proach, the system is assumed to be weakly coupled to a heat bath and there is

a time scale associated with the update of the velocities. The scaling factor λ,

depends on the coupling constant τ , according to Equation 2.19:

λ = 1 +
δt

τ
(
T

Tinst
− 1)

1

2 (2.19)

Where δt is the time step in the MD simulation. This thermostat does not also

preserve the energy fluctuation in the simulation

2.1.5.3 Anderson Thermostat

In Anderson thermostat, temperature control is through stochastic collision of

randomly selected particles with a heat bath at the target temperature. When

single–particle approach is used, a particle is selected randomly and its velocity is

re–assigned from the Maxwell–Boltzmann distribution at the target temperature.

In this scheme, the strength of the coupling to the heat bath is chosen, and this

is a function of the frequency of collision of the selected particle with the heat

bath. [56] Anderson thermostat generates a canonical distribution but there is

decorrelation of particle velocities and as a result does not preserve molecular

kinetics. Transport property computed from the trajectory generated using this

thermostat is unrealistic.
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2.1.5.4 Nosé–Hoover

Nosé–Hoover [57, 58] is considered the most accurate of the thermostats men-

tioned as it gives correct canonical ensemble which yields accurate structural and

dynamical properties of system of interest. Temperature control in Nosé–Hoover

thermostat involves modification of the equation of motion by introducing a fric-

tion parameter through which the motion of particles is controlled until the system

temperature, T approaches the target value T0 . The modified equation of motion

is expressed as Equation 2.20: [56]:

d2~ri
dt2

=
Fi
mi

−
Pξ

Q

d~ri
dt

(2.20)

Where ξ is the friction factor that controls the motion of particles so that tem-

perature T approaches the set value T0. The parameter Q, controls the friction

dynamics and P is the particle momentum.

2.2 Statistical mechanics and molecular simula-

tion

Molecular dynamics (MD) simulation gives detailed information about the evolu-

tion of a microscopic system. Computation of macroscopic properties from MD

trajectories requires the application of statistical mechanics. The application of
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statistical mechanics in molecular simulations provides a theoretical framework

which makes it possible to predict average properties of a system using statistical

tools (such as probability, averages and deviations). In statistical mechanics, the

collection of all possible configurations a system can be in that is consistent with

an imposed constraint (such as temperature, pressure, number of particles) gives

rise to a statistical ensemble. The total number of ways a system can be prepared

that is consistent with the constraints is referred to as the partition function. Once

the partition function of a system is known, all thermodynamic properties of the

system can be calculated.

2.2.1 Ensemble

A statistical ensemble is a collection of different possible representation of a system.

It is a probability distribution for the state of a system and comprises of virtual

copies of the system of interest each possessing the same macroscopic properties

but differ microscopically. An ensemble is usually defined given certain constraints

on the system. The constraint variable could be number of particles in a simulation

box, volume of the box, total energy of the system, temperature, pressure and

chemical potential. A system which has fixed number of particles, volume and

energy is said to be in micro–canonical (NVE) ensemble. NVE is the foundation

on which other ensembles are built. Since it is much easier to keep temperature

constant rather than energy, canonical ensemble where number of particles, volume

and temperature (NVT) are kept constant becomes very useful. Experiments are

usually performed at constant temperature and pressure, therefore, it is imperative
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to impose constraints which make comparison with experimental data possible.

NPT ensemble then becomes an option to achieve this purpose. Another ensemble

that is used for simulating phase transitions is the Grand canonical ensemble where

volume, temperature and chemical potential are kept constant.

In molecular dynamic simulation, thermodynamic properties are obtained as av-

erages over successive configurations generated from the simulation by numerical

integration of Newtons equation of motion for every time step. The calculation of

these averages has been made possible as a result of an assumption that averages

calculated over multiple realization of a system is the same as time averages ob-

tained from MD trajectories. This assumption is referred to as Ergodic hypothesis.

Ergodicity can be achieved when the system is allowed to evolve for a long period

of time. A system which can sample all possible configurations in phase space

when allowed to evolved for a long time is said to be ergodic.

In this ensemble, the number of particles (N), volume (V), and temperature (T)

of the system are kept constant. The system temperature is maintained at the

desired value with the aid of a thermostat through which the system is coupled to

a heat bath with which it can exchange energy. The average energy of the system

is obtained from the energy of each microstate, m and is given by Equation 2.21:

〈E〉 =
ω
∑

m=1

P (m)Em (2.21)

〈E〉 is the average energy, P (m) is the probability of observing state m, Em is the

energy of state m and ω is the total number of possible states. The probability
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Table 2.1: Partition function of common ensembles

Ensemble Imposed constraints Partition function
Canonical N,V,T

∑ω
m=1 exp(−βUm)

Isothermal-Isobaric N,P,T
∑ω

m=1 exp(−βUm − βPV )
Grand canonical µ, V, T

∑ω
m=1 exp(−βUm +

∑

iNiµi)

of observing a state can be computed if the partition function is known. The

partition function of the canonical ensemble ZNV T , is the sum over all possible

states of the Boltzmann factor expressed in Equation 2.22:

ZNV T =
ω
∑

m=1

exp(−βEm) (2.22)

Where β = 1
KbT

, Kb is Boltzmanns constant. Partition function of common en-

sembles are presented in Table 2.1 with Um as internal energy of state m, V as

volume, µ as chemical potential, P as pressure and N as number of particles.

2.3 Techniques for result analysis

Statistical averages of macroscopic properties can be computed from MD trajecto-

ries. These include thermodynamic properties (such as temperature and pressure),

transport properties (such as diffusion coefficient) and structural properties (such

as radial distribution function and structure factor). These properties are esti-

mated as ensemble averages from MD simulations.
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2.3.1 Radial distribution function (RDF)

The radial distribution function (also called pair correlation function) is a proba-

bility distribution function that shows how molecules are radially packed around

a reference molecule. It describes how density varies with the radial distance from

the reference molecule. RDF is commonly used for describing the structure of flu-

ids and solids in material science. The computation of RDF involves determining

the number of particles that can be found within a distance r and r + δr from

a reference particle and a histogram of the particles is constructed. RDF gives

information about the relative probability of finding atom i in the vicinity of j at

separation distance r. The running integral of RDF is the number of atoms j in a

sphere of specified radius r around atom i. The radial distribution function of a

system of N molecules can be computed using Equation 2.23:

g(r) =
ρ(r)

ρ
(2.23)

Where ρ(r) is the local density at a distance r from a reference atom, ρ is the

system average bulk density. The local density is calculated from the ratio of the

number of molecules or atoms whose centre lie within a spherical shell of radius

δr at a distance r from the reference molecule or atom, to the volume of the shell

ρ(r) = n(r)
4πr2δr

. The global density (average bulk density of the system) is obtained

as (ρ = N/V ). A typical RDF of a liquid is shown in Figure 2.2

The RDF of a solid has peaks whose heights and separations give information about

the lattice structure. In a liquid, RDF is characterised by peaks at short distances
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Figure 2.2: Radial distribution function of a liquid

which decay to a steady value (usually one) at long separations. The position of

the first peak corresponds to the location of the first coordination shell and that of

the second peak locates the second coordination shell. The coordination number

in the first shell is estimated as the integral of RDF up to the first minimum.

2.3.2 Mean Square Displacement (MSD)

The translational dynamics of a condensed fluid or gaseous system is usually quan-

tified in terms of diffusion coefficient. In MD simulation, diffusion coefficient can

be obtained from a numerical implementation of Einstein relation [59] where the

diffusion coefficient is obtained from the long time limit gradient of a plot of the

mean square displacement (MSD) as a function of time. The MSD is expressed as

Equation 2.24:

MSD(t) = 〈|r(t)− r(0)|2〉 (2.24)
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Figure 2.3: MSD plot showing ballistic and diffusive regimes

Albert Einstein related MSD to the self diffusion coefficient Ds, according to the

relation given in Equation 2.25:

Ds = lim
t→∞

1

2dt
〈|r(t)− r(0)|2〉 (2.25)

d in Equation 2.25 is the dimensionality of the system. For a 2D MDS, d is equal

to 2, and equal to 3 for a 3D system. A typical MSD plot is shown in Figure 2.3.

At very short time, MSD plot is non-linear because the motion of a particle does

not resemble a random walk until it collides with its neighbours and the distance

covered is proportional to the square of the time taken. This region is known as

the ballistic regime and the MSD is parabolic. At longer times, MSD becomes

proportional to time and the plot approximates a straight line. This region is

the diffusive regime. The diffusion coefficient computed from Einstein relation

is only reasonable after a long simulation time. Only the linear part of the plot

(diffusive regime) is used for the calculation of self-diffusion coefficient with the

linear relationship verified by log-log plot of MSD versus time.
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2.3.3 Residence Correlation function (RCF)

To quantify how long fluid molecules spend in a specific region in the pore, the

residence correlation function, CR(t) is used. CR(t) is defined as Equation 2.26

CR(t) =
〈Ni(t)Ni(0)〉

〈Ni(0)Ni(0)〉
(2.26)

In Equation 2.26, Ni(t) = 1 if molecule i resides in the layer of interest at time

t and 0 otherwise. If molecule i belongs to the layer at time t = 0, Ni(t) = 0

and remains equal to 1 as long as molecule i stays in the layer; but this quantity

becomes 0 when molecule i leaves the layer of interest. CR(t) decays from 1 to 0.

The faster CR(t) decays to zero, the faster the molecules leave the layer of interest.

The dynamics of orientation of a molecule can be studied using the dipole-dipole

autocorrelation functions. This can be computed using Equation 2.27:

CDM(t) =
〈Mi(t)Mi(0)〉

〈Mi(0)Mi(0)〉
(2.27)

Where M(0) is the dipole moment of molecule i at t = 0 and M(t) is the dipole

moment of molecule i at time t. As in the case of residence autocorrelation func-

tion, if a molecule leaves the layer considered, it does not contribute anymore to

the dipole-dipole moment autocorrelation function. The faster CDM(t) falls to

zero, the faster the molecule changes its orientation.
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2.3.4 Spatial Distribution function

The Spatial distribution function (SDF) quantifies the three-dimensional density

distribution of molecules coordinating a specific molecule of interest. SDF is ba-

sically RDF presented in 3D and is usually represented as an iso-surface of the

density distribution of the coordinating fluid molecules. To calculate SDF, posi-

tions of molecules in a specified shell around a reference molecule are extracted

from MD trajectories. These coordinates are extracted as volume maps that can

be displayed as iso-surfaces.



Chapter 3

Aqueous Hydrogen Sulfide in Slit-Shaped Silica

Nanopores: Confinement Effects on Solubility,

Structural, and Dynamical Properties

The material presented in this Chapter was published in 2018 in volume 122,

pages 14744-14755 of The Journal of Physical Chemistry C

3.1 Abstract

It is known that confinement in nm-size pores affects many structural and trans-

port properties of water and co-existing volatile species. Of particular interest for

fluids in sub-surface systems, in catalysis, and in separations are reports that con-

finement can enhance the solubility of gases in water. Here, equilibrium molecular

dynamics simulations for aqueous H2S confined in slit-shaped silica pores at 313K

27
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are reported. The effect of pore width on H2S solubility in water, molecular dis-

tribution of the various fluid molecules within the pores, the hydration structure

for solvated H2S molecules, and the dynamical properties of the confined fluids

were investigated. The simulation results demonstrate that confinement reduces

the H2S solubility in water, and that the solubility increases with pore size. Data

analysis suggests that these results are due to perturbations on the coordination

of water molecules around H2S due to confinement. Confinement also dampen the

dynamical properties of aqueous H2S. Comparing the results obtained for aqueous

H2S to those reported elsewhere for aqueous CH4, it can be concluded that H2S

permeates hydrated slit-shaped silica nano-pores faster than CH4. These observa-

tions could have important implications for developing new natural gas sweetening

technologies and contribute to better understanding of fluid behaviour in subsur-

face formations.

3.2 Introduction

Natural gas is widely considered as a high quality, clean and economical energy

source. However, it usually contains undesirable substances such as hydrogen

sulphide (H2S) and carbon dioxide (CO2). H2S is of special interest because of

its high toxicity, tendency to corrode pipelines and other process equipment, [21]

ability to form clathrate hydrates, [22, 23] which can plug pipelines, and its cat-

alyst deactivation property. [24, 25] It has been reported that the occurrence of

acid gases including H2S, as well as CO2 impurities, strongly affect many sub-

surface phenomena, including water-rock geochemical reactions with implications
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on the optimal strategies for carbon sequestration technologies.[60] The removal of

sour gases from natural gas is done industrially by gas-liquid absorption-stripping

processes using amine-based compounds, [61] membrane separations,[62] and ad-

sorption. [61, 63] In a theoretical study by Phan et al., [26] it was suggested that

hydrated nanopores show large selectivity to H2S permeation, compared to other

typical natural gas components. This Chapter seeks to quantify the molecular

mechanisms responsible for the observation of Phan et al. MD simulation results

on adsorption and selectivity of H2S in Metal–Organic Frameworks (MOFs) have

also previously been reported in the literature. [64]

Silica-based porous materials are widely used as representative substrates for aca-

demic investigations because silica is one of the most abundant materials on Earth.

Results from these studies could contribute to improving applications such as sep-

arations, [11] nanofluidics, [11] catalysis,[10] environmental remediation, [12] and

sub-surface geo-energy, [65]although many investigations focused on structural and

dynamical properties of fluids confined in silica nanopores of varying pore size [66]

and different morphologies.[11, 32, 67, 68] This Chapter presents results for H2S

as a guest molecule adsorbed in confined water. The structural and dynamical

properties of confined water is strongly affected by the confining pore surfaces;

[69] and it is expected that the perturbation due to confinement dictates the be-

haviour of guest molecules adsorbed within the hydrated pore. The solubility of

volatile gases in different solvents under confinement is receiving increasing atten-

tion. [13–17] Several studies reported enhancement of solubility of gases in liquids

confined in small pores, a phenomenon referred to as oversolubility. For example,
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Luzar and Bratko [17] found enhancement of the solubility of nitrogen (N2) and

oxygen (O2) in water by 5-10 folds when confined in hydrophobic pores of width

38-43Å. A study by Phan et al. [13] revealed higher solubility of methane (CH4)

in water confined in a partially filled 1nm-wide silica pore. Ho et al.[14] reported

enhancement of CO2 and H2 uptake in a MCM-41 pore containing octamethyl-

cyclotetrasiloxane (OMCTS). Hu et al. [66] reported oversolubility of CH4 in

confined benzene, and the dependence of such solubility on pore width. Gadikota

et al.[20] documented the solubility of CH4, CO2, and argon (Ar) in water con-

fined in Na-montmorillonite pores. Based on experiments and simulations, these

authors reported higher solubility for CO2 and Ar in confined water compared to

bulk water, whereas results obtained for CH4 suggest that confinement reduces

CH4 solubility. The enhanced solubility of gases under confinement has been con-

firmed experimentally. [18, 19] Pera-Titus et al. [18] studied the solubility of H2

in CHCl3, CCl4, n-hexane, ethanol and water when confined within γ-alumina,

silica and MCM-41, and found that H2 solubility was enhanced by up to 15 times

the corresponding bulk value in pores less than 15nm in size. Rakotovao et al.

[19] confirmed the results of Pera-Titus et al. using 1H NMR.

According to Ho et al, [14] oversolubility could be due to one, or a combination of

the following mechanisms: (i) the solute interacts more strongly with the surface

than the solvent, favouring its adsorption close to the pore walls; (ii) the pore

is partially filled, resulting in gas/solvent interface which facilitates adsorption of

the gas into the solvent-rich phase; and (iii) the solubility follows a confinement-

induced mechanism where adsorption of the gas is favored in regions of low solvent
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densities generated due to layering of the solvent. A balance between solute-

substrate, solvent-substrate, and solvent-solute interactions is expected to dictate

the resultant oversolubility. [66] Gadikota et al. [20] showed that solute size and

the presence of salt in confined water are also important in modulating the free

energy of dissolution of various gases in confined water.

H2S is chosen in this study because of its polar nature and its relevance to industrial

applications. Comparison of the predicted solubility of H2S in confined water to

that predicted for CH4 discussed elsewhere, [13] will facilitate better understanding

of the controlling mechanisms for gas solubility in confined water. The results

will also complement those of Gadikota et al., [20] who considered both CH4

and CO2, a non-polar compound with large quadrupole, in water confined within

montmorillonite pores.

In this study, molecular dynamics (MD) simulations were used to investigate the

effect of confinement on the solubility of H2S in confined water as well as structural

and dynamical properties of the confined fluids. The simulations were conducted

at 313K and pressures in the range of ∼ 5− 26 bar with focus on the comparison

of the properties of the confined fluids with that of the bulk.
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3.3 Simulation Methods and Algorithms

3.3.1 Simulation set up

3.3.1.1 Pseudo-bulk systems

To calculate the solubility of hydrogen sulphide (H2S) in water, as well as the

interfacial tension (IFT), equilibrium MD simulations were conducted for 2-phase

systems in the canonical ensemble (NVT) at 313K. The initial configuration was

built by placing a thick slab of 400 water molecules in a simulation box of dimension

19.6Å x 19.6Å x 30Å. The water slab was first equilibrated in canonical ensemble

for 1ns and then centred in a tetragonal periodic cell of 19.6Åx 19.6Å x 90Å,

where it was allowed to come in contact with H2S vapour. H2S molecules were

placed in the vapour phase on both sides of the water slab as shown in 3.1a.

The simulation set up is similar to what has been described in previous studies.

[70, 71] The number of H2S molecules was varied to manipulate the pressure of

the system while keeping the number of water molecules constant. The pressure

of the system was calculated from H2S density above the water slab using the

Peng-Robinson equation of state. [72] Note that the density of water in the gas

phase is low compared to that of H2S (vapour pressure of H2O at 313K is 0.073bar)

and is not used for the bulk system pressure calculation. The compositions of the

systems simulated and the corresponding bulk pressures are shown in Table 3.1.

To study the solvation of H2S in bulk liquid water additional simulations were

conducted for bulk systems without interfaces in the canonical ensemble (NVT).

The composition for these simulations was taken from the solubility simulations.
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Figure 3.1: Initial configuration for the pseudo-bulk simulation containing 400
molecules of water and 40 molecules of H2S is shown in the panel (a). Simulation
snapshots of the simulated pores are shown in panels (b–d). The pore widths
are (b) 1, (c) 1.49, and (d) 2.2 nm. For the fluid molecules, oxygen atoms are

shown in red, sulfur atoms in yellow, and hydrogen atoms in white

Table 3.1: Composition and bulk pressure for the 2-phase systems

System (Bulk) Composition (molecules) Bulk Pressure (bar)
1 8H2S-400H2O 5.5 ± 0.5
2 18H2S-400H2O 10.9 ± 0.7
3 24H2S-400H2O 14.0 ± 0.3
4 32H2S-400H2O 18.9 ± 0.7
5 40H2S-400H2O 22.6 ± 0.6

The simulation box was cubic with size of 40Å x 40Å x 40Å, and periodic boundary

conditions were implemented in all directions.
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3.3.1.2 Confined system

The silica substrates used in this study were obtained from β-cristobalite SiO2 by

cutting the crystal along the (1 1 1) crystallographic plane. By placing two silica

slabs parallel to each other with a separation distance d (i.e., the pore width), the

slit-shaped pores were created. The distance d is the shortest center-to-center dis-

tance between the oxygen atoms of the -OH groups on the silica surface measured

across the pore volume along the Z-direction. Consistent with low pH conditions,

all non-bridging oxygen atoms of silica were protonated, resulting in –OH sur-

face density of 4.54 per square nanometer. This is in reasonable agreement with

experiments.[68] Each silica slab is parallel to the X-Y plane of the simulation box

and has dimensions of 104.05 x 100.8 Å2. Atoms of the silica slabs were kept fixed

throughout the simulation except the hydrogen atoms on the surface, which were

allowed to vibrate. The X and Y dimensions of the simulation box remain con-

stant for all simulations at 224.78Å and 100.8Å, respectively, while the Z dimension

changes depending on the pore width. The Z dimensions of the simulation box

are 42.92Å, 47.80Å and 54.92Å for 1nm, 1.49nm and 2.2nm pores, respectively.

The simulation box is periodic in X, Y and Z directions, but the silica slabs are

only periodic along the Y direction as they are exposed to two bulk regions along

the X direction (see Figures 3.1b - d). The simulation setup is similar to the one

implemented in previous studies. [13, 73] The initial configuration for the 1.0 nm-

wide pore was obtained by first placing 6,000 water molecules in the unconfined

region of the simulation box. A simulation was then conducted for 3 ns to allow

the water molecules to adsorb within the pore. The 6,000 water molecules fully fill
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the 1nm pore and yield a thin water film near the pore entrances. H2S molecules

were then placed in the unconfined space (bulk) on both sides of the silica pore.

As the simulation progresses, H2S molecules exchange between the hydrated pore

and the bulk. At equilibrium, some H2S are adsorbed in the pore while the re-

maining H2S molecules occupy the bulk region as shown in Figure 3.1b. The bulk

pressure of the system was estimated from the H2S density in the bulk region

calculated along the X-direction using the Peng-Robinson equation of state. [72].

The density profile in X-direction for the 1nm pore is shown in Figure 3.2. The

errors in the estimated bulk pressure are due to fluctuation of H2S density in the

bulk region. The H2S solubility was calculated from the composition of water and

H2S in the pore. The pressure of the system was manipulated by changing the

number of H2S molecules in the bulk region. The same procedures were followed

to study the effect of pores size on the results. The composition of the simulated

systems and the corresponding bulk pressures are shown in Table 3.2 - 3.4.

3.3.2 Force fields

The rigid SPC/E model was used to describe water as it gives reasonable estimates

for structure, density, and diffusion coefficient of liquid water under ambient con-

ditions. [74] The model developed by Kamath and Potoff was used to describe

H2S. [51] The CLAYFF [48] force field was implemented to model the silica slabs.

CLAYFF is a general force field widely used for simulating fluids interacting with

clay and clay-related substrates. Nonbonded interactions were modeled by disper-

sive and electrostatic interactions. The dispersive interactions were described by
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Figure 3.2: Density profiles of H2S in X-direction at different H2S loadings
for 1nm pore.

Table 3.2: Confined system composition with corresponding bulk pressure for
1nm pore

H2S-H2O composition Bulk Pressure (bar)
120-6000 5.2 ± 0.1
240-6000 10.4 ± 0.2
360-6000 14.9 ± 0.3
600-6000 23.0 ± 0.4

the 12-6 Lennard Jones (LJ) potential and the electrostatic interactions were de-

scribed by the Coulombic potential. The Lorentz-Berthelot combination rules [47]

were used to calculate LJ parameters for unlike atoms. The cutoff distance for all

interactions was set to 9 Å. The long-range corrections to electrostatic interactions

were implemented using the particle mesh Ewald method.[75]
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Table 3.3: System composition for 1.49nm pore with corresponding bulk pres-
sure

Composition H2S-H2O Bulk Pressure (bar)
200-7600 7.4 ± 0.2
400-7600 14.4 ± 0.3
600-7600 20.5 ± 0.3
800-7600 26.0 ± 0.6

Table 3.4: System composition for 2.2nm pore with corresponding bulk pres-
sure

Composition H2S-H2O Bulk Pressure (bar)
300-10000 9.2 ± 0.4
500-10000 14.6 ± 0.3
700-10000 20.1 ± 0.5
900-10000 24.2 ± 0.5

3.3.3 Algorithms

All simulations were performed using the simulation package GROMACS version

5.1.2 [76, 77] in the canonical ensemble (NVT). Newtons equations of motion were

solved using the leapfrog algorithm. [78] The temperature of the system was main-

tained at 313 K using the Nosé–Hoover thermostat [57, 58] with a relaxation time

of 100 fs. The bonds and angles in H2O were kept fixed using the SETTLE algo-

rithm. [79] For bulk and pseudo-bulk simulations, each system was equilibrated

for 18 ns, followed by a production run of 12 ns conducted for data analysis. For

confined systems, simulations were conducted for a total time of 120ns and the last

10ns trajectory was used for analysis. The systems were considered equilibrated

when H2S densities fluctuate around constant values, and the system energy fluc-

tuates within 10% of its average value.



Chapter 3. Aqueous Hydrogen Sulfide in Slit-Shaped Silica Nanopores 38

3.4 Results and discussion

3.4.1 Pseudo-bulk systems

The atomic density profiles of water oxygen (OW) and sulfur of H2S (S) for the

2-phase simulations with compositions shown in Table 3.1 are reported in Figure

3.3. The Z-direction of the simulation box is perpendicular to the liquid water

slab. The results are obtained as number density of OW and S. In the gaseous

phase, the density is low as expected, whereas in the liquid phase the density is

consistent with the density of bulk liquid water at 313K. The solubility of H2S

in bulk water is estimated as the ratio of the average number density of S to the

average number density of OW in the liquid slab. The region between points A

and B shown in Figure 3.3 was used for the solubility calculation to exclude the

two interfaces. The solubility results are reported as a function of pressure in

Table 3.5. The uncertainties in the estimated pressures reflect density fluctuations

in the gaseous phase and was estimated using block averaging. In Figure 3.4, top

panel, comparison of the solubility results against the experimental data reported

by Kuranov et al. [80] is shown. It is clear that the force fields implemented

here under–estimate the solubility of H2S in bulk water and the discrepancy in-

creases as the pressure increases. The under–estimation of the solubility in water

could be a consequence of the fact that the H2S force field implemented here was

developed for pure H2S. The mixing rules implemented may not adequately repre-

sent the physical interactions between H2S and water. The solubility results were

compared with the experimental data reported by Kuranov et al. [80] as they
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Figure 3.3: Density profiles of sulfur of H2S (S) and oxygen atom of water
(OW) along the Z–direction of the simulation box at different bulk pressures.
Only one profile is shown for OW because it does not change significantly with

pressure.

were obtained at similar thermodynamic conditions as those chosen in this study.

Other experimental data at conditions different from those chosen here are also

available for H2S solubility in water. [81–85] While at low to moderate pressure

(P < 5 bar), there is agreement between experimental results by different groups,

[81, 84] the agreement diminishes as pressure increases. For example, Selleck et al.

[82] suggested that H2S solubility in water increases rapidly as pressure increases,

whereas Gillespie et al. [85] do not agree with this trend. Rather than attempting

to resolve this argument, the simulation results provide benchmark data for H2S

solubility in bulk water to quantify the effect of confinement.



Chapter 3. Aqueous Hydrogen Sulfide in Slit-Shaped Silica Nanopores 40

Figure 3.4: Comparison of (a) Simulated solubility of H2S in water compared
against the experimental data of Kuranov et al.[80] (b) Simulated water IFT
compared against the experimental data of Shah et al.[86] In both cases, the
results are shown as a function of H2S pressure. In the simulations, the errors

were estimated as standard deviation from the mean
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Table 3.5: H2S solubility in H2O and H2O IFT at different bulk pressures

Bulk pressure (bar) H2S solubility ×103 IFT (mN/m)
5.5 ± 0.3 4.3 ± 1.1 52.1 ± 1.6
10.9 ± 0.7 6.9 ± 1.0 47.8 ± 1.4
14.0 ± 0.4 8.1 ± 0.4 46.7 ± 1.3
18.9 ± 0.7 11.0 ± 1.2 43.8 ± 1.6
22.6 ± 0.6 13.2 ± 0.8 42.2 ± 1.8

To validate the force fields against experimental data, as well as to assess whether

the implemented simulation algorithms are reliable, effect of H2S on the IFT of

water, γ is quantified. γ is estimated using Equation 3.1[87]

γ =
1

2
Lz[〈Pzz〉 −

1

2
(〈Pxx〉+ 〈Pyy〉)] (3.1)

In Equation 3.1, Lz is the length of the simulation box along the Z–direction per-

pendicular to the interface, while Pxx, Pyy, and Pzz are the pressure tensors along

X, Y, and Z directions respectively. The IFT results are presented in Table 3.5 and

Figure 3.4b. The IFT results are in reasonable agreement with experiments, [86]

as shown in Figure 3.4b. The slight difference between simulated and experimen-

tal IFT data could be due to the truncation of the dispersive interactions, which

were not corrected for in the calculations. [88] For completeness, the IFT of pure

SPC/E water at 313K has been reported to be 60.7 mN/m, [89] whereas in this

study, 55.1 ± 1.8 mN/m was obtained. Both simulated and experimental results

show that H2S decreases water surface tension and that the effect is stronger as

the H2S pressure increases. Because the density profiles of Figure 3.3 show an

accumulation of H2S at the interface, it suggest that H2S acts as a surfactant,

consistent with what has been reported by Riahi and Rowley. [70] According to
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Riahi and Rowley, [70] contacting a slab of water simulated with the polarizable

model SWM4-NDP at the density of 764 kg/m3, with liquid H2S of density 764

kg/m3 at 313 K reduced the IFT from 63 to 20 mN/m, which is in good agreement

with experimental data. [86]

To quantify the solvation of H2S molecules in bulk liquid water, an equilibrium

MD simulation was conducted for a bulk system, in the absence of interfaces,

as described in section 3.3.1. The system comprises 2123 H2O molecules and 3

H2S molecules, and gives solubility under ambient conditions. The simulation was

conducted at atmospheric pressure and 313 K. To quantify the hydration structure,

radial distribution function (RDF) between the sulfur (S) of H2S and the oxygen

of water (OW) was calculated, as well as the RDF between S and the hydrogen

atoms of water (HW). The results are in good agreement with the ab initio study

of Riahi and Rowley, [70] conducted using the CP2K package. [90] The three-

dimensional (3D) distribution of oxygen atoms of water (OW) around the bulk

H2S was also calculated. The results are shown in Figure 3.6. This system was

also used to compute the self–diffusion coefficient of both water and H2S in the

bulk. The values obtained were 3.2 ± 0.8 and 3.5 ±0.5× 10−9 m2/s for H2S and

water, respectively and are consistent with previous simulation results.[70, 91] The

estimated diffusion coefficient of H2S in water is in reasonable agreement with the

value of 2.6 ±0.1 × 10−9 m2/s reported by Riahi and Rowley,[70] who conducted

simulations using polarizable force fields. Tamimi et al.[92] reported experimental

diffusion coefficients of 2.55 ×10−9 m2/s for H2S in bulk water at 308 K.
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3.4.2 Confined systems

3.4.2.1 Density profiles

The distribution of molecules within the 1.0 nm–wide pore is quantified in terms of

molecular density profiles in the direction normal to the pore surfaces. The density

profiles for water oxygen atoms (OW) and sulfur atoms of H2S (S) are shown in

Figure 3.7 at different H2S pressures. Because the density profile of OW does not

change significantly with H2S pressure, only one OW profile is shown for clarity.

For all density profiles shown, Z = 0 corresponds to the center of the pore. For the

1 nm wide pore, +5 and 5Å represent the location of oxygen atoms of the –OH

groups on the two silica slabs . The OW density profiles reveal layering of water

molecules with two distinct hydration peaks formed at a distance of ∼ 1.25 Å from

the pore walls. This suggests that water molecules interact strongly with the pore

surfaces, possibly through hydrogen bonds, as discussed in detail elsewhere. [93]

The results reveal that H2S molecules distribute primarily in the region close to the

pore center while they seem excluded from the interfacial region. The exclusion of

H2S from the regions near pore walls could be due to the limited ability of H2S to

form hydrogen bonds with the OH groups on the surface, as well as to the large

water density near the interfaces, which could yield steric hindrance. The limited

ability of H2S to form hydrogen bonds was attributed by Riahi and Rowley to its

large size and weak polarity. [70] The small shoulder in the RDF between bulk S

and HW supports the limited ability of H2S to form hydrogen bonds with water

(see Figure 3.5b).
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Figure 3.5: Hydration structure of H2S in bulk water under atmospheric
conditions. (a) RDF between sulfur (S) of H2S and oxygen of water (OW), (b)
RDF between sulfur of H2S and hydrogen atoms of water (HW).In panels (a,b),

the literature datasets are from Riahi and Rowley. [70]

3.4.2.2 Solubility

The solubility of H2S in water confined within the 1.0 nm–wide pore is estimated as

the ratio of the number of adsorbed H2S to the number of water molecules within

the pore at equilibrium. ∼ 1 nm from the pore entrances were excluded to eliminate

pore entrance effects. The results, reported in Table 3.6 and Figure 3.8, show that

the solubility of H2S in confined water increases as the bulk pressure increases, but

in all cases, it is much lower compared to the solubility of H2S in bulk water. The
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Figure 3.6: 3D distribution of OW around H2S. The iso-density surface is
drawn at 0.363 Å−3

observation that confinement reduces H2S solubility in water is contrary to most

studies on gas solubility in confinement as the results from those studies show that

solubility of a gas increases in confinement. [13, 15–17] However, lower solubility

of a gas in confinement compared to the bulk value has been reported in some

cases. [20, 94] For example, Hu et al. [66] reported lower solubility for methane

in benzene confined within graphite pores for pore width in the range ∼ 16 –

32Å. The results discussed so far suggest that, for water–H2S in the 1.0 nm–wide

silica pore, there is no preferential adsorption of H2S close to the pore walls and

there is no fluid–fluid interface inside the pore as the pore is fully hydrated. H2S

adsorption does not occur where local water density is low, suggesting that there

is no enhancement of H2S density via filling molecular cavities. Thus, it appears

that none of the mechanisms leading to oversolubility described by Ho et al. [14] is

observed for the system considered here. For completeness, it should be noted that

Ho et al.[14] found enhanced solubility of H2 gas in OMCTS confined in MCM-41,

and observed accumulation of H2 in low OMCTS density regions close to the pore
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Figure 3.7: Density profile of oxygen atoms of H2O (OW, red line) at 23 bar
and sulfur atom of H2S (S) along the direction perpendicular to the pore surface

at different bulk pressures for a 1 nm slit pore

Table 3.6: Solubility of H2S in Confined Water for 1nm porea

Bulk Pressure (bar) Solubility ×103

5.2 ± 0.2 3.0 ± 0.5
10.4 ± 0.2 3.7 ± 0.7
14.9 ± 0.4 5.1 ± 0.6
23.0 ± 0.4 8.1 ± 1.0

Table 3.7: Solubility of H2S in Confined Water for 1.49nm porea

Bulk Pressure (bar) Solubility ×103

7.4 ± 0.2 3.7 ± 0.2
14.4 ± 0.3 6.9 ± 0.4
20.5 ± 0.3 9.9 ± 0.5
26.0 ± 0.6 10.5 ± 1.5

center.

3.4.2.3 Hydration structure

To investigate if there exist a relationship between lower solubility of H2S in con-

fined water and its hydration structure, the atomic RDF was calculated between
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Table 3.8: Solubility of H2S in Confined Water for 2.2nm porea

Bulk Pressure (bar) Solubility ×103

9.1 ± 0.4 5.1 ± 0.8
14.6 ± 0.3 7.5 ± 0.6
20.1 ± 0.5 10.4 ± 0.5
24.2 ± 0.5 13.8 ± 0.5

aThe errors are standard deviations from the mean obtained from five blocks of
production simulations, each of which lasts 2 ns

Figure 3.8: H2S solubility in water as a function of bulk pressure. The results
are shown for bulk water and confined water in all pore sizes simulated. Lines

are only guides to the eye.

sulfur of H2S and oxygen of water (gSOW ) as well as the 3D spatial distribution

function (SDF) of the oxygen atoms of H2O molecules within the first hydration

shell of H2S. Note that in all the simulations for the 3D SDF analysis, the H2S

molecules are free to move. For these calculations, MD-analysis code [95, 96] was

implemented in an in-house Python algorithm. The radius of the first hydration

shell corresponds to the position of the first minimum in the S-OW radial distri-

bution function (gSOW ). For the SDF calculation, an independent simulation was
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conducted within a 1 nm–wide pore with no bulk regions. The X and Y dimen-

sions of the simulation box for this simulation are 104.78 and 100.82 Å respectively.

Because of periodic boundary conditions, the pore is effectively infinite along X

and Y directions. This simulation was conducted for 30 ns and the last 4 ns were

used for analysis. The composition of the confined system represents the equili-

brated hydrated pore exposed to H2S at a pressure of 23 bar (see Table 3.9 for the

composition of the simulated system). 23 bar is chosen because it is the highest

pressure simulated in the 1nm pore. The RDF and SDF for the confined system

are compared to a bulk system simulated at the same condition (23 bar and 313

K). A two–dimensional (2D) in-plane RDF was calculated for the confined system

because the silica slabs confine the system along the Z-direction, whereas 3D RDF

was calculated for the bulk system. The results are presented in Figure 3.9. The

RDFs in Figure 3.9a show a higher first peak for the bulk than for the confined

system, while the peak position is similar. This suggests a stronger interaction

between coordinating water molecules and H2S in the first hydration shell of bulk

H2S. These results are consistent with the SDF of water oxygen atoms within the

first hydration shell of H2S shown in Figure 3.9(b and c). These data suggest that

bulk water is able to provide a more complete hydration structure to H2S than

water confined in the 1.0 nm wide silica pores considered in this study.

Although confinement reduces H2S solubility in water, while it enhances CH4 sol-

ubility as reported elsewhere,[13] results from this study reveal that H2S solubility

in confined water is higher than that of CH4. This comparison holds even though

the study on CH4 solubility was conducted at 300 K, a lower temperature than
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Figure 3.9: Comparison of RDF between S of H2S and OW of H2O in the
1.0 nm–wide pore and in the bulk(a); 3D SDF of OW in the first hydration
shell of H2S (b) in bulk water and (c) confined in a 1 nm–wide pore. The
iso–density surfaces are drawn at 0.364 and 0.303 Å−3 for bulk and confined
water respectively. It was necessary to consider slightly different iso-density
surfaces for computational reasons. The results show that the distribution of

OW is denser in the hydration structure of bulk H2S.

that chosen in this study, and at pressures higher than those considered here.

3.4.3 Effect of pore size

To investigate the effect of pore size on the solubility of H2S in confined water,

additional simulations were conducted in silica nanopores of width 1.49 and 2.2 nm.

The atomic density profiles for OW and S for these systems are shown in Figure
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Table 3.9: Composition of the Fluid Systems Simulated at 23 bar in Pores with
Period Boundary Conditions Implemented along Both the X and Y Directions

as Well as in the Bulk

Pore size (nm) Number of H2O molecules Number of H2S molecules
1 2875 28
1.49 4680 49
2.2 7140 91
Bulk 2064 58

3.10. The density profiles for OW do not change significantly as the pressure

increases and only one profile is shown. The results reveal that the heights of first

and second hydration layers, LO1 and LO2 in Figure 3.10, are similar for both pore

sizes. This suggests that the pore hydration structure does not change significantly

with pore width for the pores considered in this study. For the two pores presented

in Figure 3.10, the results show that water density near the pore center approaches

the value expected for bulk liquid water (0.033 molecules Å−3). Layering of H2S

molecules is observed, with the formation of a pronounced H2S layer (LS1) near

the position of the second hydration layer (LO2). The H2S density increases with

pore size and bulk pressure, suggesting that solubility also increases with pore size

and pressure. The solubility of H2S in confined water for all simulated pores is

shown in Figure 3.8. The results show that the solubility in confined water at the

conditions considered is always lower than the corresponding bulk value and that

the solubility increases as pore width increases.

To investigate the increase in H2S solubility in confined water with pore width,

simulations were conducted for water and H2S confined in infinite pores of width

1.49nm and 2.2nm. The simulations were conducted for 30 ns and the last 4 ns

were used for data analysis. The composition of the systems was chosen to mimic



Chapter 3. Aqueous Hydrogen Sulfide in Slit-Shaped Silica Nanopores 51

Figure 3.10: Density profile of oxygen atoms of H2O (OW, red line) and
sulfur atom of H2S (S) along the direction perpendicular to the pore surface at
different bulk pressures for (a) 1.49nm (b) 2.2nm pores. LS1 denotes the H2S
layer near the second hydration layer. Note that density profiles OW of H2O

(red line) for panels (a and b) are at 26.0 and 24.2 bar respectively

the equilibrated systems at 23 bar (see Table 3.9). Note that more water molecules

are required to fill the pores as the pore size increases. The amount of H2S present

within the pores is determined based on the solubility data at 23 bar. While the

solubility data point at 23 bar is available for the 1 nm pore, it was obtained

by interpolation for the two larger pores based on the simulation results at other

pressures. RDF and SDF results are presented in Figure 3.11 and 3.12 respectively.
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Note that the RDFs were calculated in 3D for bulk systems and in 2D for confined

systems. The first peak in the RDFs is located at the same distance for all systems,

but the peak intensity is the lowest for the 1 nm pore and the highest for the bulk

system. The heights of the first peak in the RDF for the 1.49 nm and the 2.2 nm

pore are similar to that of the bulk, but there is a tendency for the peak intensity

to increase with pore width. These results suggest a significant difference in the

hydration structure of confined H2S molecules in 1.0 nm width pore compared

to the bulk, but as the pore width reaches ∼ 1.5 nm in width the hydration

structure approaches that of the bulk. This observation is consistent with the

density distributions along the direction perpendicular to the pore surface (see

Figures 3.7 and 3.10). The results are also consistent with the fact that the water

density near the center of the 2.2 nm wide pore is similar to that of bulk liquid

water. The 3D SDF results (Figure 3.12b) confirm that the molecular structure

within the first hydration shell of H2S becomes very similar to that observed in

the bulk when the pore width is of 2.2 nm, whereas it is significantly different

in 1.0 nm pore. The hydration structure results just discussed are consistent

with results for the interaction energies between H2S and water estimated in bulk

water and in water confined in the various pores. The results (shown in Table

3.10) reveal that H2S has the most attractive interaction with water in the bulk

and the least in the 1 nm pore, consistent with the trend of solubility decrease

with decreasing pore width.

The results of solubility in confinement presented here are qualitatively consistent

with those reported for aqueous NaCl reported by Malani et al.[94] This group
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Figure 3.11: RDF between sulfur atom of H2S and water oxygen in all simu-
lated pores and in the bulk

Table 3.10: Water–H2S interaction energies in the bulk and the simulated
pores. The errors in the Coulombic and LJ interaction energies are standard
deviation from the mean while errors in the total interaction energies were
obtained from the errors in Coulombic and LJ interaction energies using error

propagation method

System Coulombic (kJ/mol) LJ (kJ/mol) Total (kJ/mol)
Bulk -11.8 ± 0.2 -13.2 ± 0.1 -25.0 ± 0.2
2.2nm -11.5 ± 0.1 -12.2 ± 0.2 -23.7 ± 0.2
1.49nm -11.1 ± 0.1 -11.7 ± 0.3 -22.8 ± 0.3
1nm -10.3 ± 0.1 -9.8 ± 0.2 -20.1 ± 0.2

reported a lower solubility of NaCl in water confined within graphene pores of

width 0.8 nm compared to bulk water and that the solubility increased with pore

width. The increase in solubility was attributed to increase in the coordination

number of water molecules around the ions as the pore size changed from 0.8 to

2.0 nm. However, NaCl is a salt and therefore rather different from H2S. It is

possible that the mechanisms responsible for the undersolubility in confined water

are different in these two cases.
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Figure 3.12: 3D SDF of water oxygen atoms in the first hydration shell of
H2S in all pores and in bulk water. The iso-density surfaces are drawn at 0.364,
0.303, 0.318 and 0.345 Å−3 for a,b,c and d respectively. For computational

reasons, the iso-density surfaces are drawn at slightly different densities

3.4.4 Structural properties

3.4.4.1 Orientation of confined fluid molecules

The density profiles shown in Figure 3.10 reveal layering of H2O molecules and

H2S molecules. The orientation of H2O molecules in these layers is quantified by

plotting the distribution of the angle theta, formed between the dipole moment

vector of H2O and the normal vector to the surface, and that of the angle between

the H–H vector of H2O and the vector normal to the surface. The result shows

that water molecules in LO1 show preferential orientation and lay at ∼ 67◦ to

the Z–axis. In this configuration, water molecule preferentially point one of its

hydrogen atoms towards the surface, probably in an attempt to form hydrogen
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bond with the –OH groups on the silca surface. The density profiles of water

oxygen (OW) and water hydrogens (HW) presented in Figure 3.14 complement

the angle distribution results. In Figure 3.14, Z= +5 and Z= -5 denote the

pore walls while Z=0 is the location of the pore centre. Note that the density

profiles are symmetrical about the pore centre reflecting the symmetry of the pore

and as a result, only the peaks in the region to left of the line of symmetry are

discussed ( between z=-5 and z=0). As shown in Figure 3.10, the closest peak

to the pore surface in OW density profile (LO1) is located at ∼1.25Å from the

surface and the closest peak to the surface in the HW density profile is located

at ∼0.8Å from the surface with nearly equal density. This shows that water

molecules preferentially orient with one hydrogen pointing towards the surface; this

configuration perhaps maximizes the hydrogen bonding formation between water

molecules in the first hydration layer and the –OH groups on the silica surface.

These results are consistent with prior investigations that interfacial properties of

water changes when it interacts with silica surface.[11, 93]

The orientation of confined aqueous H2S molecules is quantified in terms of the

angle formed by the S–M vector, pointing from the sulfur atom to the mid-point

(M) of the H–H vector in H2S, and the surface normal vector, as well as the angle

formed by the H–H vector of H2S and the surface normal vector. The results,

shown in Figure 3.15, show that there is no preferential orientation for aqueous

H2S in LS1 and at the middle of the pores.



Chapter 3. Aqueous Hydrogen Sulfide in Slit-Shaped Silica Nanopores 56

Figure 3.13: Distribution of angle theta, formed between the dipole moment
vector and H-H vector of water and the vector normal to the surface

3.4.4.2 In-plane density distributions

The in–plane density distributions of oxygen atoms of water OW in layers LO1

and LO2 and that of S atoms of H2S in layer LS1 were calculated to obtain more

information about the structure of the confined fluids. For these calculations, only

the pores of width 1.49 and 2.2 nm were considered as layer LS1 is not visible in

the 1nm pore (see density profiles in Figure 3.7). Please refer to Figure 3.10 for

the positions of layers LO1, LO2, and LS1. The in-plane density distributions of

OW and S for 1.49 nm pore are shown in Figure 3.16. Only the results for 1.49nm

are shown as they are not significantly different from those obtained for the 2.2nm

pore. The simulations were conducted at 26 bar, the highest pressure considered in
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Figure 3.14: Density profiles of OW and HW in the direction perpendicular
to the pore surface for 1nm pore

the 1.49nm pore. The results present an X–Y section of thickness 1.5 Å centered on

the atomic density peak. The contour plots show a well-structured LO1 hydration

layer, in which OW atoms distribute near the vertices of the hexagonal rings formed

by the silicon atoms in the solid substrate. This observation is consistent with what

has been reported previously.[11, 93] Water molecules in layer LO2 show a uniform

distribution suggesting that water molecules in this layer are less influenced by the

silica substrate. This result is consistent with what has been reported previously in

the literature.[11] The in-plane distribution of H2S molecules in layer LS1 suggests

no preferential distribution and tendency of aqueous H2S aggregation.
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Figure 3.15: Distribution of angle theta, formed between the S-M vector and
the H-H vector of H2S and the vector normal to the surface for H2S molecules
in LS1 and middle of the pore for (a) 2.2nm (b) 1.49nm (c) 1nm at 23 bar. For
1nm-size pore, only angle distribution for H2S molecules at the middle of the

pore is shown in panel (c)

3.4.5 Dynamical properties

3.4.5.1 Diffusion coefficients

To study the mobility of H2S and water through the pores, the mean square

displacement (MSD) of the fluid molecules as a function of time was calculated.

The MSD plots are shown in Figure 3.17. The systems whose composition is

reported in Table 3.9 were used for this calculation. From the MSD data, the

diffusion coefficients were calculated for H2S and water using the Einstein equation
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Figure 3.16: In-plane density distribution of oxygen atoms of water (OW) in
layer LO1 (a) and LO2 (b). In plane density distribution of sulfur atoms of H2S
in layer LS1 (c). The results are obtained for the 1.49 nm-wide silica pore. The

pore contains 800 H2S and 7600 H2O molecules

shown in Equation 3.2[59]

D = lim
t→∞

1

2dimt
〈|ri(t

′ + t)− r(t′)|2〉 (3.2)

In Equation 3.2, ri(t) and ri(t
′) are the positions of molecule i at time t and time

origin t′, respectively, and dim is the dimensionality of the system. The parameter

dim equals 2 for H2S in confined water and 3 in bulk water. The calculated

diffusion coefficients are shown in Table 3.11.

The results suggest that confinement slows down the diffusion of aqueous H2S.
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Table 3.11: Diffusion coefficients for H2S in watera

System D (H2S) 10
−9 m2/s D (H2O) 10−9 m2/s

1nm pore 2.2 ± 0.3 1.3 ± 0.2
1.49nm pore 2.4 ± 0.2 1.9 ± 0.3
2.2nm pore 2.7 ± 0.1 2.3 ± 0.2
Bulk 3.0 ± 0.2 3.7 ± 0.2

aThe results are shown for the bulk system, as well as for the three confined
systems. The bulk pressure is 23 bar

The diffusion coefficient of H2S has the lowest value in the 1 nm pore. It is worth

noting that even though this diffusion coefficient is lower than what was observed

in bulk water, it is ∼ 3 times faster than that calculated for hydrated CH4 in the

same pore (7.83 ×10−10 m2/s). [26] In the case of H2S in water, confinement only

reduces the diffusion coefficient by ∼ 20 − 30%, while for aqueous CH4 in 1nm

silica pore, confinement reduces the diffusion coefficient by ∼ 50− 60%. From the

results in Table 3.11, it is also evident that confinement dampens the diffusion of

confined water, the obsevation that has been reported in previous studies.[97] It is

noteworthy that in the bulk, the diffusion coefficient of water is higher than that

of aqueous H2S, in confinement however, the opposite is observed. This is likely

a consequence of the fact that water molecules adsorbed close to the pore walls

have very slow mobility.

To quantify whether the diffusion of H2S through the hydrated pores is isotropic

or anisotropic, positions of H2S molecules at time t and t + ∆t (∆t = 250 ps)

were extracted from the simulation trajectory, from which 2D X–Y vectors were

calculated. The last 20 ns of the simulations were used for this analysis. The end-

points of the vectors are shown in Figure 3.18. The principal component analysis

(PCA) [98] described elsewhere [99] was then applied to calculate the eigenvalues
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Figure 3.17: Mean square displacements of sulphur of H2S (a) and oxygen of
water (b) in the simulated hydrated pores compared with that of bulk water at

23 bar.

and eigenvectors. PCA reduces the datasets to lower dimension that maximizes the

variance of the data. When the eigenvalues are similar, the diffusion in X–Y plane

is isotropic; when the eigenvalues are different, the diffusion is anisotropic. The

eigenvalues for all the simulated pores are reported in 3.12. The results suggest

that diffusion of H2S in all simulated pores is isotropic along X and Y directions,

similar to CH4 diffusion in the hydrated silica pore of width 1 nm.[99]
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Table 3.12: Eigenvalues from PCA of H2S diffusion in all hydrated pores

System eigenvalue 1 eigenvalue 2
1nm pore 1.06 0.94
1.49nm pore 1.00 1.00
2.2nm pore 1.01 0.99

The permeability, P of H2S in confined water can be obtained from its solubility, S

and its diffusion coefficient, D, through the hydrated pore using the relation:[100]

P = S ×D (3.3)

In Equation 3.3, P is measured in mol/ms, S in mol/m3, and D in m2/s. The

estimated permeability of H2S through the hydrated 1 nm pore is estimated as

8.01 ×107 mol/ms. This value is higher than the permeability of CH4 through

the same hydrated pore estimated as 5.63 ×107 mol/ms. [26] The difference in

permeability is due to higher solubility and diffusion coefficient values for H2S in

confined water compared to CH4. The larger permeability for H2S compared to

methane supports hypothesis by Phan et al.[26] that hydrated nano–pores could

be used as perm-selective materials for natural gas sweetening.

3.4.5.2 Residence times and Rotational dynamics

The residence times for individual molecules within layers of interest in the hy-

drated pores were calculated from the autocorrelation function CR(t)[101]
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Figure 3.18: End point of vectors connecting positions of H2S molecules at
time t and t+∆t (∆t=250ps) in (a) 1nm pore (b) 1.49nm pore and (c) 2.2 nm

pore
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CR(t) =
〈Ni(t)Ni(0)〉

〈Ni(0)Ni(0)〉
(3.4)

In Equation 3.4, Ni(t) = 1 if molecule i is found in the layer of interest at time t

and 0 otherwise. If molecule i belongs to the layer at time t = 0, Ni(0) = 1 and

remains equal to 1 as long as molecule i remains in the layer; but becomes 0 when

molecule i leaves the layer of interest. CR(t) decays from 1 to 0. The faster CR(t)

decays to zero, the faster the molecules leave the layer considered. In Figure 3.19a,

CR(t) for H2O found within LO1, LO2 and the middle of 1.49 nm pore are shown.

The results are compared with CR(t) for bulk water. In bulk water, the residence

time was calculated as the time, on average, spent by water molecules within a

slab of the same dimensions as those considered in the pores. In the simulations

considered in Figure 3.19, the confined system consists of 800 H2S molecules and

7600 water molecules, while the bulk system contains 58 H2S molecules and 2064

water molecules. The thickness of the layers centered on peak positions in LO1

and LO2, as well as those in the bulk used for the CR(t) calculation is 1.5 Å in

all cases. From the CR(t) curves, the residence times were obtained as the time

it takes CR(t) to decay from 1 to 1/e [101]. The residence times are reported in

Table 3.13

The residence time results show that H2O in the first hydration layer (LO1 in

Figure 3.19) remain within the layer longer than H2O in layer LO2 and the middle

of the pore. When compared with bulk water, H2O in all regions of the pore show
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Figure 3.19: Residence autocorrelation function for water molecules found
within layers LO1, LO2 and in the middle of the pore of width 1.49 nm compared
to that of bulk liquid water (a). Residence autocorrelation function for water
molecules in layer LO2, H2S molecules in layer LS1, and bulk water molecules
(b). The confined system consists of 800 H2S and 7600 H2O molecules. The

bulk system consists of 58 H2S and 2064 H2O molecules.
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Table 3.13: Residence times for water and H2S molecules in different regions
in 1.49nm pore and bulk water

Region Residence time (ps)
LO1 10.0
LO2 2.0
LS1 1.6
Middle 1.2
Bulk 0.9

longer residence times. CR(t) is also computed for H2S molecules found within a

layer of thickness 1.5 Å centered on LS1 located near LO2. The results, presented

in Figure 3.19b and Table 3.13, show that H2S has a shorter residence time than

H2O in the same region. The faster dynamics of H2S in this region could be due

to its limited ability to form hydrogen bonds with water molecules in this layer

and its weaker interaction with the silica surface compared to water molecules.

The rotational dynamics of the fluid molecules found within layers considered in

CR(t) discussed above is quantified by calculating autocorrelation functions for

the dipole moment of water molecules and the S–M vector of H2S molecules. The

S–M vector is the vector pointing from the sulfur atom to the midpoint (M) of

the H–H vector of H2S molecule. The vector–vector autocorrelation function is

defined as:[101, 102]

Cv(t) =
〈vi(t)vi(0)〉

〈vi(0)vi(0)〉
(3.5)

In Equation 3.5, vi(0) is either the dipole moment vector or the S–M vector of

molecule i at time t = 0. The results are shown in Figure 3.20 and suggest that
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water molecules in layer LO1 rotate more slowly than those in layer LO2. Water

molecules in LO2 rotates more slowly compared to bulk water. The results are

in agreement with prior simulation results [11] and confirms that the interactions

of hydration water molecules with the silica surface slow down the rotation of

interfacial water molecules. This effect becomes weaker as the distance between

water molecules and the solid–liquid interface increases. Figure 3.20 also shows the

result obtained for H2S molecules. When the results for bulk H2S are compared

to those for H2S molecules in layer LS1, it seems confinement slows down the

rotational dynamics of H2S molecules, but not very significantly. Comparison

of the autocorrelation function result obtained for H2S in layer LS1 with those

obtained for H2O in layer LO2 shows that H2S molecules rotate much faster than

water molecules at this distance from the silica surface. Note that LS1 is located

close to LO2. This observation is likely due to H2S molecules not able to form

strong hydrogen bonds with water molecules and is consistent with the residence

times results presented in Figure 3.19.

3.5 Conclusions

Atomistic equilibrium MD simulations were conducted for systems composed of

different loadings and ratios of water and H2S in slit-shaped silica pores of different

widths at 313 K. The study was performed to investigate the effect of confinement

on the solubility of H2S in water, as well as on structural and dynamical properties

of the confined fluids. In all cases, system pressure is manipulated by changing
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Figure 3.20: Vector–vector autocorrelation function for fluid molecules at
different regions of the 1.49 nm pore compared with that of bulk water. The

systems considered are the same as those in Figure 3.19

the number of H2S molecules in bulk regions. The simulation results are quanti-

fied in terms of atomic density profiles, solvation structure, as well as dynamical

properties including permeability of H2S across the hydrated 1.0 nm–wide pore.

The results reveal that confinement reduces H2S solubility in water. Analysis of

the hydration structure suggests that confinement strongly perturbs the hydra-

tion of H2S molecules when the silica pores are narrower than ∼ 1.5 nm. The

diffusion coefficients computed for H2S molecules in confined water show that con-

finement reduces the diffusion coefficient by ∼ 20 − 30% in the narrowest pores

considered here compared to bulk values. From the solubility and diffusion co-

efficient obtained for H2S molecules in confined water, its permeability through

hydrated silica pores was computed. The H2S permeability in a 1 nm–wide silica
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pore filled with water at 313 K was found to be higher than that of CH4 under

similar conditions, suggesting the possibility of using hydrated slit- shaped silica

nanopores for natural gas sweetening. The results presented here could contribute

to understanding of the behaviour of fluids in subsurface formations.
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Chapter 4

Factors Governing the Enhancement of

Hydrocarbon Recovery via Acid Gas Injection:

Insights from A Molecular Dynamics Study in

Dry Nano-Pores

The material presented in this Chapter was published in 2019 in volume 123,

pages 23907-23918 of The Journal of Physical Chemistry C

4.1 Abstract

Although enhanced oil recovery (EOR) is often achieved by CO2 injection, the use

of acid gases has also been attempted, for example in oil fields in west Canada. To

design EOR technologies effectively, it would be beneficial to quantify the molecu-

lar mechanisms responsible for enhanced recovery under various conditions. Here,

70
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molecular dynamics simulation results that probe the potential of recovering n-

butane confined from silica, muscovite and magnesium oxide nano-pores, all prox-

ies for sub-surface materials are reported. The three model solid substrates makes

it possible to identify different molecular mechanisms that control confined fluid

behaviour, and to identify the conditions at which different acid gas formulations

are promising. The acid gases considered are CO2, H2S, as well as their mixtures.

For comparison, in some cases the presence of inert gases such as N2 is consid-

ered. In all cases, the nano-pores are dry. The recovery is quantified in terms of

the amount of n-butane displaced from the pore surface as a function of amount

of gases present in the pores. The results show that the performance of the gas

depends on the chemistry of the confining substrate. While CO2 is more effective

at displacing n-butane from silica pore surface, H2S is more effective in muscovite,

and both gases show similar performance in MgO. Analysis of the interaction en-

ergies between the confined fluid molecules and the surface demonstrates that the

performance of the acid gas depends on its interaction with the surface, which

suggests experimental approaches that could be used to formulate the gas mix-

tures for EOR applications. The structure of the acid gas films at contact with

the solid substrates is also quantified, as well as the self-diffusion coefficients of

the fluid species in confinement. The results reported could contribute to design-

ing strategies for achieving both improved hydrocarbon production and acid gas

sequestration.
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4.2 Introduction

The growing concern about greenhouse gas emissions has stimulated research into

developing new technologies for capturing and sequestering CO2. CO2 injection

into geological formations has received much attention,[27, 28, 31, 103–106] some-

times as a long-term storage opportunity, while in some other cases, CO2 has been

injected in oil and gas fields to simultaneously achieve enhanced hydrocarbon re-

covery and CO2 sequestration.[107] For these strategies to be fully optimized, it is

important to understand, and ultimately control the molecular mechanisms that

are responsible for rock-fluid interactions, inclusive of fluid sorption, migration,

and fixation. Enhanced oil recovery (EOR) is investigated in this Chapter. The

EOR methods commonly used in oil and gas production include water, gas, and

surfactant injection.[108–111] The technology follows either the flooding or the

huff-n-puff mode. The huff-n-puff mode is sometimes preferred for shale formations

due to their ultra-low permeability, which delays gas and pressure propagation

from the injector to the producer well.[112] It has been reported that waterflood-

ing can yield much lower recovery compared to gas injection, which sometimes

justifies the use of gas injection as the preferred option.[29] Several studies have

been reported in the literature concerning efforts directed towards understanding

the mechanisms responsible for CO2–based EOR.[31, 36–39, 45, 106, 111, 113, 114]

In general, the enhancement of hydrocarbon recovery is either attributed to prefer-

ential adsorption of CO2 on pore surfaces,[30–32, 115] or the dissolution of CO2 in

oil, which swells the oil and reduces its viscosity.[33–35, 105] Previous research by

Le et al.[32] reported that CO2 preferentially adsorbs on silica surfaces, weakening



Chapter 4. Enhanced hydrocarbon recovery 73

n-butane adsorption, and effectively acting as a molecular lubricant that lowers

the activation energy for n-butane diffusion. Santos et al.[39] conducted molec-

ular dynamics simulations in slit-shaped calcite pores to study the effect of CO2

on n-alkanes displacement from the pore surface. They identified several factors

that control the preferential adsorption of CO2 on calcite surface, including the

amount of CO2 present, temperature, hydrocarbon length, and pore size. Wang

et al.[113] observed an increase in n-decane diffusion as CO2 loading increases,

and reported a maximum diffusion coefficient obtained at high pore loadings due

to pore crowding. Experimental studies on CO2 based EOR have also been re-

ported in literature.[40–43] Jin et al.[40] carried out experimental studies on core

samples from the Bakken shale formation, and found that supercritical CO2 in-

jection facilitates the recovery of up to 65% of hydrocarbon in place; they also

reported that CO2 becomes trapped in the reservoir over a wide pressure range

which demonstrates the possibility of CO2 sequestration. Eide et al.[41] reported

experimental results on oil recovery by CO2 injection into fractured core sample

using nuclear magnetic resonance (NMR) and X-ray computed tomography; they

reported oil recovery in excess of 90% of the original oil in place. Current re-

search on EOR focuses on CO2 injection as EOR can then be coupled with CO2

sequestration. However, sequestering H2S generated from oil and gas process-

ing into geological formations is also desirable, and could promote hydrocarbon

recovery. In fact, acid gases (CO2+H2S) have been injected into geological forma-

tions to reduce atmospheric emissions and at the same time enhance hydrocarbon

recovery.[116] Field tests have been reported where acid gases were injected into

geological formations in the Alberta basin of western Canada.[117] However, Khan
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et al.[116] performed reservoir simulation studies complemented by experimental

data from Clean Gas Technology Australia (CGTA) as input; based on those reser-

voir simulations, injecting a mixture of CO2 and H2S yields a lower recovery factor

compared to injecting pure CO2. Because it is possible that the performance of

an EOR strategy depends on the formation features (rocks, pressure, tempera-

ture, hydrocarbons in place, porosity, presence of other fluids such as water, etc.),

a detailed molecular-level understanding of the mechanisms responsible for EOR

is desirable. This could be achieved by extensive molecular simulations. While

results have been reported for CO2, CH4 and other hydrocarbons in nanopores,

few studies explicitly attempted to quantify the behaviour of H2S and its mixtures

with CO2 within narrow pores. An exception is the study reported in Chapter

3 where it was observed that H2S solubility in water confined in narrow pores is

much lower compared to the H2S solubility in bulk water because confinement in

nano-pores can strongly affect the hydration shell of aqueous H2S.

This chapter investigates n–butane displacement due to pure H2S, pure CO2 as well

as their mixtures within slit-shaped nano-pores carved out of silica, muscovite, and

magnesium oxide (MgO). The three pores are chosen because silica and muscovite

are considered representative of many sub-surface formations, while MgO is a

model substrate useful for quantifying the molecular phenomena responsible for

the results obtained. It should be noted that the MgO surface considered here is

not hydroxylated. As such, it provides a model surface useful for understanding the

molecular driving forces at play for the systems considered, but it does not provide

a good model for real substrates e.g brucite. Because the systems considered



Chapter 4. Enhanced hydrocarbon recovery 75

are dry, pH effects on the pore surfaces are not described. An exception is the

silica substrate, which is protonated. Since the presence of water would certainly

affect the results presented in this Chapter, future studies conducted perhaps

with reactive force fields should address such effects. This Chapter focusses on the

molecular behaviour of the fluids at the solid-fluid interface, as well as the transport

of the confined fluids. Atomistic molecular dynamics (MD) simulations is employed

to probe the effect of molecular interactions on the results obtained. While EOR

performance cannot be directly quantified by the MD approach implemented here,

the results are analysed in terms of the preferential adsorption of n-butane versus

acid gases on the solid surfaces. The implicit assumption is that the dislocation

of n-butane from the proximity to the solid substrates promotes EOR.

4.3 SIMULATION MODELS AND METHOD-

OLOGY

4.3.1 Simulation set up

Molecular dynamics (MD) simulations were conducted for binary and ternary fluid

systems composed of systems of C4H10 - H2S, C4H10 - CO2, C4H10 - N2, C4H10 - H2S

- CO2 and C4H10 - acid gas - N2 at various compositions confined within slit-shaped

pores of width 22Å carved out of silica, muscovite, and MgO. These substrates

are representatives of many minerals or mineral components found in sub-surface

formations. The silica surface was obtained by cutting β-cristobalite crystal along
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the (1,1,1) crystallographic plane. The non-bridging oxygen atoms were fully pro-

tonated yielding a reasonable proxy for hydrophilic surfaces.[118] The resulting

-OH surface density is 4.54 per square nanometer. The model MgO slab was

obtained from the space group Fm3m replicated along the (001) plane.[119, 120]

The exposed MgO surface was not hydroxylated. While this model might not be

realistic, it makes it possible to quantify the mechanisms responsible for prefer-

ential adsorption. Muscovite was considered a model for clays and it has been

used in previous studies. Details regarding this substrate have been documented

in literature.[121–123] Brief description of muscovite is given as thus: Muscovite

is a phyllosilicate mineral with structure similar to illite.[124] In muscovite, an

interlayer of potassium ions holds a Tetrahedral-Octahedral-Tetrahedral (T-O-T)

structure of Al-centred octahedral sheet sandwiched between two Si-centred tetra-

hedral sheets in which one Al atom substitutes one out of every four Si atoms. The

potassium ion-bearing interlayer balances the negative charge due to Al substitu-

tion and holds the T-O-T layers via electrostatic interactions.[121] Each octahedral

sheet contains two oppositely pointing -OH groups. The surface of each muscovite

slab is not protonated, but it contains potassium ions resulting from cleavage along

its basal plane (001). Muscovite with this surface termination has been used in

several studies.[121–123, 125–127]. No water is considered in this study, although

it would certainly affect the result, for example through potassium ion solvation.

All solid substrates bear no net charge and were kept rigid throughout the simula-

tion. Exceptions were the surface hydrogen atoms on silica surface and potassium

ions on muscovite, which were allowed to vibrate. Each solid slab was maintained

parallel to the X-Y plane of the simulation box. The X and Y dimensions for



Chapter 4. Enhanced hydrocarbon recovery 77

Figure 4.1: Simulation snapshots for binary systems containing n-butane and
H2S in silica (a) MgO (b) and muscovite (c). All systems shown contain 300
n-butane and 500 H2S molecules. Cyan spheres are -CH3 and -CH2 in n-butane,
purple are sulphur, white are hydrogen, red are oxygen, yellow are silicon, green

are potassium, grey are aluminium, blue are magnesium

the three systems were 51.7 x 100.8, 47.2 x 73.4, and 47.2 x 73.6 Å2 for silica,

muscovite and MgO, respectively. The Z dimension of the simulation box was set

to 54.92, 58.3 and 53.52 Å for silica, muscovite, and MgO, respectively. These

dimensions yield slit-shaped pores of width 22Å, measured as the shortest centre-

to-centre distance between the oxygen atoms of the –OH groups on silica slabs,

surface potassium ions in muscovite slabs and magnesium atoms in MgO across

the pore volume. Because periodic boundary conditions (PBC) were applied in all

directions, the simulated systems are infinitely long in X and Y directions. The

initial configuration of the pure n-butane system was built by loading the pores
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with 300 n-butane molecules. This number of n-butane molecules is estimated

to correspond to approximately 60% of n-butane maximum loading in silica pore.

Details regarding the simulations and the maximum amount of n-butane, CO2

and H2S that can fill the pores are reported in section B.1 of Appendix B. Binary

systems containing n-butane and H2S were simulated at different compositions:

300 molecules of n-butane were diluted with H2S at different loadings. These are

systems 1-3 in Table 4.1. Note that the number of n-butane molecules is kept

constant for all these simulations. Snapshots for n-butane-H2S systems for the

maximum acid gas loading in all simulated substrates are shown in Figure 4.1.

Binary systems of n-butane-CO2 and n-butane-N2 were also simulated at different

compositions: 300 molecules of n-butane were diluted with CO2 and with N2

at different loadings. These are systems 4-6 and 7-9 respectively, in Table 4.1.

Representative snapshots for n-butane-CO2 and n-butane-N2 systems confined

in the three pores are shown in Figure 4.2 and in Figure B.2 of Appendix B

respectively. The results obtained from the systems described above are compared

with a system of pure n-butane containing 300 molecules. To study the effect of

H2S-CO2 mixture and the presence of an inert gas (nitrogen) on the displacement

of n-butane from the pore surface, ternary systems of n-butane - H2S - CO2 with

varying composition of the acid gases were simulated.These are systems 10-12 in

Table 4.1. n-butane - acid gas - N2 systems are systems 13-16 in Table 4.1.

The pressure of the various systems will change as the number of molecules con-

fined in the pores changes. To relate the system composition to bulk pressure,

simulations were performed in which the pores are exposed to bulk reservoirs. The
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Figure 4.2: Simulation snapshots for binary systems containing n-butane and
CO2 in silica (a) MgO (b) and muscovite (c). All systems shown contain 300
n-butane and 500 H2S molecules. Cyan spheres are -CH3 and -CH2 in n-butane,
purple are sulphur, white are hydrogen, red are oxygen, yellow are silicon, green

are potassium, grey are aluminium, blue are magnesium

number of n-butane was constrained inside the pore, while CO2 or H2S molecules

were allowed to exchange between the pores and the reservoirs. The reservoirs con-

tain H2S or CO2 molecules. The bulk pressure was calculated from the density in

the reservoir. Details of these simulations are available in section B.2 of Appendix

B. The range of pressure for binary systems of n-butane–H2S and n-butane–CO2

in silica, muscovite and MgO are reported in Table 4.2. Pressures for muscovite

and MgO pores were similar, while silica pores were at somewhat lower pressures.
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Table 4.1: Composition of all simulated systems

System No of n-butane No of H2S No of CO2 No of N2

1 300 200 - -
2 300 375 - -
3 300 500 - -
4 300 - 200 -
5 300 - 375 -
6 300 - 500 -
7 300 - - 300
8 300 - - 500
9 300 - - 700
10 300 250 250 -
11 300 125 250 -
12 300 250 125 -
13 300 400 - 100
14 300 300 - 200
15 300 - 400 100
16 300 - 300 200

Table 4.2: Bulk Pressure corresponding to the system summarised in Table
4.1. For each pore, the lower and upper pressures are reported, as estimated at

increasing acid gas loading. For details, please refer to Appendix B2

Substrate Pressure/MPa (n-butane-H2S) Pressure/MPa (n-butane-CO2)
Silica 14.2 ± 0.3 - 7.8 ± 0.3 14.0 ± 0.2 - 7.6 ± 0.3
Muscovite 21.0 ± 0.2 - 11.2 ± 0.2 19.2 ± 0.1 - 10.9 ± 0.2
MgO 23.2 ± 0.2 - 12.1 ± 0.3 20.1 ± 0.1 - 11.2 ± 0.2

4.3.2 Force field

The CLAYFF force field was implemented to model silica, muscovite, and MgO.[48]

N-Butane, and CO2 were modeled using the TraPPE force field.[49] In TraPPE,

CO2 is rigid with all atoms on a straight line forming a bond angle of 180◦. N-

butane is flexible, described by angle bending and dihedrals. The united-atom

formalism was implemented to describe -CH3 and -CH2 groups of n-butane. H2S

was described by the model developed by Kamath and Potoff.[51] Nitrogen (N2)

was described as a single LJ sphere without coulombic interactions.[52] The N2
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model implemented here was found to reasonably reproduce the experimental ad-

sorption isotherm of N2 in silica pores [52]. In all cases, non-bonded interactions

were modeled by dispersive and electrostatic interactions. The electrostatic in-

teractions were described by Coulombic potential and the dispersive interactions

by 12-6 Lennard-Jones (LJ) potentials. The LJ parameters for unlike atoms were

obtained using Lorentz-Berthelot combination rules.[47] The cut-off distance for

all interactions was set to 14Å. The particle mesh Ewald method was implemented

for long-range corrections to electrostatic interactions.[75]

4.3.3 Algorithms

All simulations were performed within the canonical ensemble, in which the num-

ber of molecules, volume, and temperature were maintained constant (NVT). The

simulation package GROMACS, version 5.1.2,[76, 77] was used for conducting the

simulations. Numerical integration of Newton's equations of motion was carried

out using the leapfrog algorithm with a time step of 1fs. The temperature of the

solid substrates and of the fluid molecules were controlled separately using two

Nosé–Hoover thermostats with relaxation times of 200fs. The simulations were

conducted at 350K, a temperature representative of depths between 11,000 and

15,000 feet in sub-surface formations. The total simulation time for each system

was in the range of 60-80 ns, depending on the system and the loading. The sys-

tem was considered equilibrated when n-butane and acid gas densities fluctuates

around constant value, and the system energy fluctuates within 10% of its average

value. Representative data for interaction energy as a function of time for the last
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10ns of the simulation for the systems are reported in Figure B.3 of Appendix B.

The results confirms the equilibration of the systems as interaction energy remains

stable. The production run was conducted after equilibration and data analysis

was performed over the last 10 ns of each simulation.

4.4 RESULTS AND DISCUSSION

4.4.1 Binary Systems: Enhancement of butane displace-

ment by H2S and CO2

4.4.1.1 Density profiles

The distribution of fluid molecules in the pore is quantified in terms of the molecu-

lar density profiles along the direction orthogonal to the pore surface. The density

profiles calculated for the centre of mass (COM) of n-butane for pure n-butane

system and the binary systems at different H2S, CO2 and N2 loadings are shown in

Figure 4.3. The density profile results show preferential adsorption of n-butane

on the pore surfaces, as evidenced by the high peak density. The height of the

density peak closest to the solid substrate reduces as the H2S density in the system

increases, suggesting that the amount of n-butane at contact with the pore sur-

face decreases. The results in Figure 4.3 also show that adding CO2 reduces the

intensity of the density peak closest to the solid substrate. Conversely, addition

of N2 leaves the density profile relatively unchanged. The density profiles of the

hydrogen and sulphur atoms of H2S and of the carbon and oxygen atoms of CO2
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Figure 4.3: Density profile of the COM of n-butane in the binary system with
H2S loading (a), CO2 loading (b) and N2 loading (c). The density profile for a
system with pure n-butane is also shown for comparison. All systems contain

300 n-butane molecules

and of N atom of N2 in the binary systems considered in Figure 4.3 are shown in

Figure 4.4. The distribution of H2S in the pore is similar to that of CO2 in the

binary systems. At low loading, most of the H2S and CO2 in the pore are adsorbed

close to the pore surface while at higher loadings, some H2S and CO2 molecules

occupy regions close to the pore centre, as the pore surface becomes more sat-

urated. The amount of acid gas in the layer close to the pore surface increases

with acid gas loading. The density profile of H of H2S shows that H2S molecules

in the first layer lay with one hydrogen pointing towards the surface while CO2

molecules lay slightly inclined to the surface. The orientation of the adsorbed acid

gases is described in section 4.4.4. To quantify n-butane dislocation from silica
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Table 4.3: Percentage of n-butane removed from FAL with H2S and CO2

loading

Loading % removal (CO2 loading) % removal (H2S loading)
200 28 34
375 48 55
500 58 65

pore surface, the percentage of n-butane removed from the first adsorbed layer

(FAL) is calculated using Equation 4.1:

ηdisplaced =
Ninitial −Ngas

Ninitial

(4.1)

In Equation 4.1, Ninitial and Ngas represent the amount of n-butane in the first

adsorbed layer in the system without acid gas and with acid gas respectively .

ηdisplaced is calculated within the narrow region confined between the position of

the first peak in n-butane COM density profile and the pore surface . The results

are shown in Table 4.3 and confirm that both CO2 and H2S aid removing n-

butane from the pore surfaces. It appears that CO2 is slightly more effective than

H2S at displacing n-butane from silica surface. For completeness, systems of n-

butane in silica pores in the presence of N2 were also simulated, without acid gases.

The density profiles of COM of n-butane and N of N2 for the binary systems are

shown in Figure 4.3c and 4.4e, respectively. The n-butane density profiles remain

almost unchanged despite the presence of N2. Even though N2 density profile in

Figure 4.4e show adsorption of N2 close to the pore surface, it is not effective at

displacing n-butane from the surface. Comparing the density profiles of the acid
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Figure 4.4: Density profile of S of H2S (a) H of H2S (b) C of CO2 (c) O of
CO2 (d) and N of N2 (e) in the binary systems at different acid gas and N2

loadings in silica pores.
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gases in Figure 4.4a and 4.4c to that of N2 in Figure 4.4e shows that the acid

gases are more strongly adsorbed on the silica surface than N2. The density profile

of N2 in Figure 4.4e shows that more N2 occupy the middle of the pore, where

it probably mixes with n-butane and potentially reduces its viscosity. To test

this latter possibility, bulk systems with densities approximately equal to those

in the middle of the pore were simulated. viscosity of n-butane was calculated

using the procedure described elsewhere, [128] and 0.16cP was obtained for pure

n-butane and 0.21cP for n-butane-N2 systems containing 200 n-butane and 200

N2. These results suggest that N2 increase the viscosity in the simulated pores,

which is opposite of what was expected. This however is probably a consequence

of the increased density of the confined systems upon N2 addition.

4.4.1.2 Interaction energy in silica pores

To quantify the fundamental mechanism responsible for the results summarized

in Table 4.3, the interaction energy between selected fluid molecules and the sil-

ica substrate were calculated. For the n-butane-surface interaction energy, corre-

sponding LJ potential was calculated. The Coulombic potential was not considered

as n-butane molecule is not charged. Plots of interaction energy against time for

all fluid molecules over the last 10ns of the simulation times are shown in Figure

B.3 of Appendix B, and show that the interaction energy is stable. The n-butane-

surface interaction energy normalised by the amount of n-butane is shown in Table

4.4. The results are consistent with an attraction between n-butane and the pore

surfaces (negative interaction energies). The magnitude of the interaction energy
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quantifies the strength of the attraction. As H2S or CO2 are added to the system,

the n-butane–surface interaction energy becomes less attractive. This result is

qualitatively consistent with the percentage displacement of n-butane shown in

Table 4.3, as higher percentage displacement correlates with less attractive inter-

action energy. The interaction of the acid gases with the pore surface is quantified

by calculating CO2–surface and H2S–surface interaction energies (ECO2−surface and

EH2S−surface). For acid gas–surface interaction energy, both LJ and electrostatic

contributions to the interaction energy were considered. The results are normalised

by the amount of CO2 or H2S in the system. The results, presented in Table 4.5

show that CO2 is more strongly attracted to the pore surfaces than H2S. This

difference could explain why CO2 is slightly more effective than H2S at reducing

n-butane density near the silica pore surface. The results also indicate that the

normalised interaction energy is more attractive when fewer acid gas molecules

are present in the system. This is consistent with previous reports for CO2–CH4

confined in calcite [30] and in silica pores,[129] and suggest that the first acid gas

molecules in the system adsorb on the preferential adsorption sites, possibly via

electrostatic interactions related to hydrogen bonds. The formation of hydrogen

bonds between the acid gases and the –OH groups on the surface was not analysed

in this study. It has been reported that CO2 can form hydrogen bond with wa-

ter [130], suggesting the possibility of hydrogen bonding between CO2 and –OH

groups on silica surface. For the specific conditions considered, the preferential

adsorption sites are expected to be the –OH groups on the silica surface. Analysis

of the simulations suggests that 232 CO2 and 238 H2S molecules saturate each of

the two pore surfaces available on the silica substrate. Density profiles in Figure
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Table 4.4: N-butane interaction energy with the silica surface. All systems
contain 300 n-butane molecules

Acid gas loading With H2S (kJ/mol) With CO2 (kJ/mol)
200 -3.13 ±0.01 -3.11 ±0.01
375 -2.65 ±0.02 -2.51 ±0.02
500 -2.37 ±0.02 -2.23 ±0.01
Pure n-butane -3.74 ±0.01

4.4 show that some CO2 or H2S molecules occupy the region close to the centre

of the pore even before the surface becomes saturated due to increase in peak

intensity in the density profiles with acid gas loading, suggesting some exchange

between gas molecules adsorbed on the pore surfaces and those at the middle of

the pore.

4.4.1.3 Residence times

To further characterise the systems considered in Figure 4.3, the residence time

correlation function (RCF), CR(t), for n-butane molecules found within a layer of

thickness 5Å from the pore surface was calculated. Molecules found in this region

belong to the first adsorbed layer. The CR(t) is defined as[131]:

CR(t) =
〈Ni(t)Ni(0)〉

〈Ni(0)Ni(0)〉
(4.2)

In Equation 4.2, Ni(t)=1 if molecule i resides in the layer considered at time t,

and 0 otherwise. Ni (0)=1 if molecule i belongs to the layer at time t=0 and

becomes 0 only when molecule i leaves the layer and remains equal to zero even

though the molecule returns to the layer. The faster CR(t) decays from 1 to 0 the

faster molecules leave the layer considered, which is the first adsorbed layer. The
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COM of butane is used to represent the position of one n-butane molecule in this

calculation. The calculated CR(t) for n-butane molecules in the first layer as a

function of H2S and CO2 loading are shown in Figure 4.5 (a and b) respectively.

The results show that in both n-butane – H2S and n-butane – CO2 systems, the

autocorrelation functions decay to zero faster as the acid gas loading increases.

Comparing results obtained for H2S with that of CO2 at the same loading shows

faster decays in the presence of CO2. This suggests that the interactions between

CO2 and the pore surface weaken the n-butane–surface interactions more effec-

tively than those between H2S and the surface. This supports the claim earlier

made that CO2 is slightly more effective at displacing n-butane from silica surface.

The CR(t) for H2S and CO2 molecules in the first adsorbed layer are shown in

Figure 4.5c and d. The C of CO2 and the S of H2S were chosen to identify CO2

and H2S respectively for the CR(t) calculation. The results show that the residence

times of acid gas molecules in the first adsorbed layer decreases as acid gas loading

increases. This is probably due to fast exchange between acid gas molecules in

the adsorbed layer and those close to the centre of the pore. This observation is

consistent with previous reports in literature [32], with the density profiles, and

also with the interaction energies discussed in section 4.4.1.2 above.
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Table 4.5: Acid gas – Surface interaction energy in silica pores normalised by
acid gas loading

Loading
H2S CO2

Electrostatic (kJ/mol) LJ (kJ/mol) Electrostatic (kJ/mol) LJ (kJ/mol)
200 -10.63 ±0.09 -2.77 ±0.01 -18.0 ±0.1 -4.1 ±0.02
375 -9.31 ±0.05 -2.57 ±0.01 -13.5 ±0.1 -3.4 ±0.01
500 -8.54 ±0.03 -2.42 ±0.01 -11.2 ±0.2 -2.9 ±0.01

Figure 4.5: RCF for n-butane molecules in the first layer at different H2S
loading (a) and CO2 loading (b). The RCF for system containing pure n-
butane is also shown for comparison. RCF of H2S molecules in the first layer
at different loading are shown in (c) and for CO2 molecules at different loading

in (d)
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4.4.2 Ternary systems

4.4.2.1 Effect of H2S-CO2 mixture on n-butane displacement

To investigate whether mixtures of H2S and CO2 could act synergistically in terms

of n-butane displacement from the pore surfaces, the effect of 50%-50% mixtures of

CO2 and H2S in the presence of n-butane (system 10 in Table 4.1) was quantified.

The density profiles for n-butane in these systems are compared in Figure 4.6a.

The results show that the distribution of n-butane in the presence of the H2S-

CO2 mixture is between those obtained when either CO2 or H2S is present at

similar loading, yielding a % removal of ∼ 62%. Therefore, the results suggest

that mixing the acid gases is not synergistic, but rather reduces the ability of CO2

to displace n-butane from the pore surfaces by ∼ 5%. This is consistent with the

report of Khan et al.,[116] who used reservoir simulations to quantify the effect

of acid gas injection on enhanced gas recovery. Results for the n-butane CR(t),

shown in Figure 4.6b, are also consistent with the density profiles of n-butane

just discussed.

To further understand the performance of H2S–CO2 mixtures at the displacement

of n-butane from silica pore surfaces, additional ternary systems with fraction of

the acid gas varied were simulated while maintaining a constant acid gas loading

of 375 molecules. CO2:H2S ratios of 1:2 and 2:1 were considered. These systems

are 11 and 12 in Table 4.1. The density profiles for the systems are presented in

Figure 4.6c and show that the higher the CO2 fraction in the acid gas mixture,

the better the performance of the acid gas mixture at displacing n-butane from
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silica surface. This is consistent with the claim that CO2 is better at displacing

n-butane from silica surface than H2S.

4.4.2.2 Effect of acid gas-N2 mixture on n-butane displacement

The results discussed so far in this Chapter suggest that the ability of CO2 and

H2S to displace hydrocarbons from silica surface is related to their strong attrac-

tions with the pore walls, sometimes due to electrostatic interactions. To further

test this observation, additional simulations were conducted in which an inert

Figure 4.6: Comparison of density profiles of n-butane in the presence of pure
acid gas and their mixture (a) and RCF for the same system (b). The binary
systems comprises 300 n-butane and a total of 500 molecules of the acid gas.
The mixture comprises 250 molecules of each acid gas. Density profiles of n-
butane for varying composition of acid gas is shown in (c). The systems in (c)

have a total acid gas loading of 375 and 300 molecules of n-butane
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gas (nitrogen) was added to various binary systems. Simulations were conducted

for 80%CO2-20%N2 and 60%CO2-40%N2 for a total gas loading of 500 molecules

(systems 15 and 16 shown in Table 4.1). The same set of simulations were also

conducted for mixture of H2S and N2 (systems 13 and 14 of Table 4.1 for com-

position). The results are shown in Figure 4.7. The density profiles for COM of

n-butane are shown in Figure 4.7 (a and b) and those for C of CO2, S of H2S

and N of N2 in Figure 4.7 (c and d). The estimated % removal for the various

systems is shown in Figure 4.7 (e and f). The results show that as N2 fraction

in the mixture increases, the % removal decreases suggesting that N2 does not

contribute to the displacement of n-butane from silica surface.

4.4.3 Effect of Pore Surface Chemistry

4.4.3.1 Density profiles and percentage removals

It is possible that the behaviour of fluids confined within narrow pores depends

on the nature of the confining surface. To investigate whether the performance of

the acid gases depends on the nature of the substrate, additional simulations were

performed in muscovite and magnesium oxide (MgO). The system composition is

the same as in the case of silica reported in Table 4.1. The number of n-butane

molecules was kept at 300. It should be noted that the bulk pressures for n-butane

– CO2 and n-butane – H2S are similar (see Table 4.2). The density profiles for

n-butane at different acid gas and N2 loadings in muscovite and MgO are shown

in Figure 4.8 . The calculated % removals of n-butane from the pore surfaces
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Figure 4.7: Density profiles for COM of n-butane for (a) H2S – N2 system
(b) CO2 – N2 system. Density profiles for N of N2 for (c) H2S – N2 (d) CO2 –
N2 systems. There are 300 n-butane molecules in all cases. The total number
of gas molecules is 500. Percentage of hydrocarbon displaced is also shown for

H2S – N2 (e) and CO2 – N2 systems (f)
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based on the density profiles are presented in Table 4.6. The results show that

addition of H2S into muscovite pores displaced up to 98 % of original n-butane

in the FAL, while in MgO, only about 21 % of the original n-butane in the FAL

is displaced. Addition of CO2 displaces about 86% and 21% of original n-butane

in FAL in muscovite and MgO respectively. The results in Table 4.6 demonstrate

that H2S performs better than CO2 at displacing n-butane in muscovite, while

CO2 performs better than H2S in silica as previously explained in this Chapter.

Both CO2 and H2S show similar performance in MgO pores. It is obvious from

the density profiles in Figure 4.8 (e and f) that addition of N2 into muscovite

and MgO does not result in displacement of n-butane from the surface. Hence,

N2 is not efficient for displacing n-butane from the surfaces. Similar result was

obtained for systems containing N2 in silica pores ( see Figure 4.3c). It should

be noted that the pressures considered in the silica substrate (see Table 4.2) are

somewhat different compared to those considered in the other two substrates.

However, because the results are due to preferential fluid–surface interactions,

this difference is not expected to affect qualitatively the results presented. These

results are certainly dependent on the protonation states of the surfaces considered

here, as these affect the interactions between the various fluid molecules and the

pore surfaces. Because water was not considered in all systems, effect of varying

surface protonation on the results is not explicitly quantified.

The density profiles of carbon and oxygen of H2S, sulphur and hydrogens of H2S

and N of N2 for binary systems in muscovite and MgO pores are presented in Fig-

ure 4.9 and Figure 4.10 respectively. In all cases, H2S and CO2 are preferentially
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Figure 4.8: N-butane density profiles at different acid gas loadings for H2S
in muscovite (a) CO2 in muscovite (b) H2S in MgO (c) and CO2 in MgO (d).
Density profiles of n-butane at different N2 loadings in muscovite (e) and MgO

(f). All systems comprises 300 n-butane molecules
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Table 4.6: Percentage of n-butane displaced from FAL in all simulated sub-
strates for acid gas injection at different acid gas loading

Loading
Muscovite Magnesium oxide Silica
H2S CO2 H2S CO2 H2S CO2

200 73 62 13 11 28 34
375 94 81 16 17 48 55
500 98 86 21 24 58 65

Figure 4.9: Density profile of S of H2S (a) H of H2S (b) C of CO2 (c) O of
CO2 (d) and N of N2 (e) in the binary systems at different acid gas and N2

loadings in muscovite pores.
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adsorbed on the surfaces. The results in general show that the acid gases show

preferential adsorption on muscovite and MgO pore surfaces while fewer molecules

occupy the middle of the pores. The amount of acid gas adsorbed on the surfaces

and in the middle of the pore increases with acid gas loading. The results in Fig-

ure 4.9 and 4.10 show that H2S and CO2 adopt different orientation on muscovite

and MgO surface similar to that of silica. This is discussed in details in the later

section of this chapter.

4.4.3.2 Interaction energy

Results for n-butane–surface interaction energies (shown in Figure 4.11) show

that both CO2 and H2S reduce n-butane–surface attractions in all substrates con-

sidered as n-butane interaction energy decreases with acid gas loading. The reduc-

tion in n-butane–surface interaction energy upon acid gas addition is somewhat

not significant in MgO. The results for the normalised interaction energies between

the acid gases and the substrates are shown in Figure 4.12 and show that while

CO2 is more strongly attracted to silica than H2S, H2S is more strongly attracted

to muscovite than CO2. Both acid gases have similar interaction with MgO. These

results suggest that the more strongly a gas is attracted to a porous substrate,

the more effective that gas is expected to be at displacing hydrocarbons from the

corresponding pore surface.
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Figure 4.10: Density profile of S of H2S (a) H of H2S (b) C of CO2 (c) O
of CO2 (d) and N of N2 (e) in the binary systems at different acid gas and N2

loadings in MgO pores.
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Figure 4.11: Magnitude of total interaction energy of n-butane at different
acid gas loading for silica (a) muscovite (b) and MgO (c). The systems comprise
300 n-butane molecules and each of the acid gas. The interaction energies are
normalised by the number of n-butane molecules in the system. The interaction
energy shown is only due to van der Waals interaction as n-butane molecules

bear no charge

4.4.3.3 Residence times

The RCF for n-butane in muscovite and MgO pores are shown in Figure B.4 of

Appendix B. In muscovite, n-butane residence time decreases with H2S loading

while RCF curves essentially overlap with CO2 loading, suggesting that n-butane

exchange between adsorbed molecules close to the pore walls and at the pore

centre occurs at the same frequency irrespective of the amount of CO2 in the



Chapter 4. Enhanced hydrocarbon recovery 101

system. However, the residence times are always less than that of pure n-butane

for all loadings considered. On the other hand, in MgO, residence times of n-

butane increases with CO2 and H2S loading and always greater than the residence

time of pure n-butane. For silica (previously discussed), residence time of n-

butane decreases with CO2 and H2S loading and always less than residence time

of pure n-butane. The residence time results in the various substrate could in part,

explain why the acid gases perform relatively better in silica and muscovite with

maximum percentage removal of 98% and 65% in muscovite and silica respectively.

In MgO, the maximum percentage removal obtained was 24%. The results just

discussed suggests that the interaction between adsorbed n-butane molecules in

the first layer and those near the middle of the pore affects the residence time

of n-butane in the first layer. In silica and muscovite, addition of the acid gases

results in significant increase in the density of n-butane close to the centre of the

pore due to substantial displacement of the adsorbed n-butane molecules. In MgO,

the density of n-butane at the middle of the pore remains relatively unchanged,

and the residence time of n-butane in the first layer increases upon CO2 and H2S

loading. This increase might be a consequence of overall increase in the density of

fluid confined within the pores.

In general, the results discussed so far in this Chapter suggests that for dry sys-

tems, it is possible to discover gases that could effectively displace short linear

hydrocarbon from pore surfaces by considering the interactions of such gases with

the solids. The gases that are more strongly attracted to the pore surfaces are
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Figure 4.12: Magnitude of total interaction energy of acid gases at different
acid gas loading for silica (a) muscovite (b) and MgO (c). The systems comprise
300 n-butane molecules and each of the acid gas. The interaction energies are
normalised by the number of acid gas molecules in the system. The interaction

energy shown is the sum of the LJ and electrostatic contributions.

likely to be more effective at displacing the hydrocarbons. Because realistic ma-

terials are heterogeneous, lab-scale experimental tests should be conducted before

field campaigns.

4.4.3.4 Effect of Nitrogen

Additional simulations were conducted in which nitrogen was added to n-butane

confined in muscovite and MgO. The density profiles shown in Figures B.5 and

B.6 of Appendix B, are consistent with those discussed for silica pores as density
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profiles seem to overlap with N2 loading. The results suggest that N2 has little or

no effect on n-butane displacement from the pore surfaces. In all cases, nitrogen

seems to preferentially distribute near the pore centre.

4.4.4 Molecular Structure of Adsorbed Gases

The results discussed in previous sections demonstrate that different gases can have

various effects in displacing short linear hydrocarbons from pore surfaces because

of their different interactions with the pore surfaces. Because the interaction

energies depend on the various chemical species found on the pore surface, it is of

fundamental interest to quantify how the various fluid molecules assemble within a

pore, with relevance to the distribution of the atomic species on the solid substrate.

Gas molecules adsorbed within the FAL were considered because of the relevance

of the FAL in determining the distribution and the diffusion coefficients of various

fluid molecules within narrow pores.[32]

4.4.4.1 Orientation of adsorbed gases in the first adsorbed layer

To gain insight into the relation between the structure of adsorbed acid gas and

its ability to displace n-butane from the pore surface, preferential orientation of

the adsorbed CO2 and H2S molecules in contact with all simulated substrates was

calculated. The results are shown in Figure 4.13. The molecules considered in

the calculation are those found within 2Å from silica and muscovite surface and

5Å from MgO surface. The results are obtained at the pore maximum loading
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condition. The thickness of the adsorbed layers considered (5Å and 2Å) are cho-

sen based on the density profiles of the gas molecules to focus on the FAL. The

orientation of CO2 molecules were quantified in terms of the distribution of the

angle theta, formed between CO2 backbone and the normal to the surface. If theta

is equal to 0◦ or 180◦, CO2 is perpendicular to the surface, when it is 90◦, CO2

lays parallel to the surface. For H2S, the distribution of the angle theta, formed

between the vector pointing from S to the midpoint of the H-H vector and the

normal to the surface is presented. When theta is equal to 0◦, H2S points the two

hydrogens away from the surface, and when it is equal to 180◦, H2S points both

hydrogens towards the surface. When theta is 90◦, H2S either points one hydrogen

to the surface or lays parallel to the surface. Figure 4.13 show that the acid gases

adopt different orientation on each of the substrate. In the bulk, where there is

no preferred orientation, the angle distribution is expected to be isotropic, and

the corresponding angle distribution is also shown in Figure 4.13 for comparison.

On silica, CO2 lays at an angle of ∼ 75◦ to the surface. A similar orientation of

CO2 has been previously reported for silica.[114] For muscovite and MgO, in the

models considered here, CO2 lays parallel to the surface. On the other hand, H2S

on muscovite is almost in 2-hydrogen down orientation, while on silica and MgO,

its orientation seems to be with either one hydrogen towards the surface or parallel

to it. Both CO2 and H2S molecules adsorbed close to each of the surfaces con-

sidered show anisotropy in the angle distribution when compared to an isotropic

distribution, and this indicates that there is preferred orientation for the adsorbed

gases. The results in general show that the nature of the substrates dictates the

structure of the adsorbed gas, which could influence the EOR performance of the
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gas. For example, H2S tends to perform better than CO2 in muscovite where

it almost points its two hydrogen atoms towards the surface when compared to

its performance in silica where it preferentially points one hydrogen down or lays

parallel to the surface. Note that CO2 performs better than H2S in silica. This

suggests that H2S could be effective at displacing hydrocarbons from substrates in

which active sites are available on the solid surfaces where both hydrogen atoms

of H2S could be strongly attracted.

Figure 4.13: Probability distribution of angle theta for CO2 molecules (a) and
H2S molecules (b) adsorbed within 2Å from silica and muscovite surfaces and
5Å from MgO surface. The results are compared with the isotropic distribution.

All systems contain 300 n-butane and 500 acid gas molecules

4.4.4.2 Planar density distribution

To further quantify how the solid substrates determine the distribution of H2S and

CO2 within the FAL, the in-plane density distributions of the gases are calculated

which are then related to the distribution of atoms on the surfaces. In Figure 4.14,
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the in-plane density distribution of sulphur (S) of H2S in all simulated substrates

is shown. The correspondent results for hydrogen atoms (H) of H2S are shown in

Figure B.7 of Appendix B. The results reveal preferential adsorption sites for H2S

and CO2. For example, in silica, S of H2S preferentially interacts with the vertices

of the hexagonal ring formed by the silicon atoms of the substrate. In muscovite,

it preferentially adsorbs on the hydroxyl groups in muscovite interlayer. On the

other hand, for MgO, S of H2S adsorbs near the oxygen atoms on the surface.

The in-plane distribution of C of CO2 in all simulated substrates is shown in Fig-

ure 4.15. The distribution of the oxygen atoms of CO2 are shown in Figure B.8

of Appendix B. In silica and muscovite, the high density regions correspond to the

location of silicon atoms in both substrates. In MgO, these regions correspond

to the region between two oxygen atoms in the substrate as the oxygen atoms of

CO2 preferentially adsorb close to the oxygen atoms in MgO (see Figure B.8).

The density of the gas on the various substrates correlates with the strength of

interaction with the surface, which could influence its performance at n-butane

displacement from the surface. The results in Figures 4.14 and 4.15 show that

fewer acid gas molecules are adsorbed on MgO surfaces compared to other sub-

strates and that could explain why the acid gases perform poorly at n-butane

displacement from MgO surfaces.

4.4.4.3 Diffusion Coefficient of confined fluids

To quantify diffusion coefficients, mean square displacements (MSDs) were calcu-

lated following established procedures.[59] From the MSD of the COM of n-butane,
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Figure 4.14: In-plane density distribution of S of H2S in silica (a) muscovite
(b) and MgO (c). Snapshot of a section of silica (d) muscovite (e) and MgO (f)

are also shown. All systems contain 500 H2S and 300 n-butane

acid gases, and N2 as a function of time, diffusion coefficients were determined.

It should be noted that simulation box size affects diffusion coefficient estimates

from MD simulation [132–134] and an analytical correction that is proportional to

N−1/3 (N is number of molecules) has been proposed.[133] The MSD of COM of

n-butane for binary systems of n-butane–H2S and n-butane–CO2 in all substrates
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(a) (b)

(c)

Figure 4.15: In-plane density distribution of C of CO2 in silica (a) muscovite
(b) and MgO (c). All systems contain 500 H2S and 300 n-butane

are shown in Figure 4.16. The MSD plots of CO2 and H2S are shown in Figure

B.9 of Appendix B and those of n-butane and N2 for n-butane–N2 systems are

shown in Figure B.10 of Appendix B. The diffusion coefficients calculated from

the MSD plots are shown in Tables 4.7 – 4.9. The results show that CO2, H2S

and N2 in general, slow down the diffusion of n-butane in all simulated substrates

probably due to pore crowding. An exception is in the case of the lowest CO2

loading (200 CO2) in silica, wherein the self diffusion coefficient obtained for n-

butane is slightly higher than that observed for pure n-butane when no CO2 is

present.



Chapter 4. Enhanced hydrocarbon recovery 109

Table 4.7: Self-diffusion coefficient for n-butane, acid gases and N2 in silica
pores. The system composition is shown in Table 4.1

System D(n-butane) D(H2S) D (CO2) D (N2)
—— (10−8 m2/s) (10−8 m2/s) (10−8 m2/s) (10−8 m2/s)
1 6.5 ±0.1 1.8 ±0.02 - -
2 6.2 ±0.2 1.5 ±0.02 - -
3 5.5 ±0.2 1.3 ±0.04 - -
4 7.0 ±0.4 - 0.6 ±0.03 -
5 6.4 ±0.3 - 1.0 ±0.01 -
6 6.6 ±0.4 - 1.1 ±0.01 -
7 5.8 ±0.2 - - 4.2 ±0.05
8 5.8 ±0.2 - - 2.6 ±0.04
9 5.2 ±0.1 - - 2.0 ±0.04
Pure n-butane 6.5 ±0.2 - - -

To check whether CO2 could enhance the n-butane diffusion at lower loading

(molecular lubrication), additional systems where 300 n-butane molecules were

diluted with either 125 or 75 CO2 molecules were simulated. The results obtained

are 6.4 x 10−8 and 6.5 x 10−8 m2/s for n-butane diffusion coefficient when 75

and 125 CO2 molecules were present within the silica pore respectively. These

results are similar to those obtained for pure n-butane, suggesting that CO2 could

enhance n-butane mobility, but pore crowding quickly suppresses this effect, at

the conditions considered in this report. For completeness, the self-diffusion co-

efficients obtained for CO2 when either 75 or 125 CO2 molecules were present in

silica pores containing 300 molecules of n-butane were found to be 2.7 x 10−9 and

3.9 x 10−9 m2/s, respectively.

The results in Tables 4.7 – 4.9 show that H2S and CO2 have lower self-diffusion

coefficients than n-butane reflecting the stronger interaction of the gases with the

substrates than n-butane, as discussed above. The results suggest that H2S travels

faster than CO2 through the silica pores, consistent with the weaker attraction to
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Figure 4.16: COM MSD for binary systems of n-butane and (a) H2S in silica
(b) CO2 in silica (c) H2S in muscovite (d) CO2 in muscovite (e) H2S in MgO

(f) CO2 in MgO pores
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Table 4.8: Self-diffusion coefficient for n-butane, acid gases and N2 in mus-
covite pores. The system composition is shown in Table 4.1

System D(n-butane) D(H2S) D (CO2) D (N2)
—— (10−8 m2/s) (10−9 m2/s) (10−9 m2/s) (10−9 m2/s)
1 3.7 ±0.1 3.7 ±0.1 - -
2 3.5 ±0.3 3.1 ±0.1 - -
3 2.9 ±0.2 1.9 ±0.1 - -
4 3.8 ±0.3 - 4.8 ±0.1 -
5 3.5 ±0.2 - 3.4 ±0.1 -
6 2.9 ±0.1 - 2.5 ±0.1 -
7 0.9 ±0.2 - - 5.3 ±0.3
8 0.9 ±0.1 - - 2.6 ±0.2
9 0.7 ±0.1 - - 1.0 ±0.2
Pure n-butane 4.1 ±0.2 - - -

Table 4.9: Self-diffusion coefficient for n-butane, acid gases and N2 in MgO
pores. The system composition is shown in Table 4.1

System D(n-butane) D(H2S) D (CO2) D (N2)
—— (10−8 m2/s) (10−9 m2/s) (10−9 m2/s) (10−9 m2/s)
1 3.1 ±0.2 11.4 ±0.2 - -
2 2.3 ±0.1 5.9 ±0.1 - -
3 2.0 ±0.2 3.7 ±0.1 - -
4 3.4 ±0.3 - 11.3 ±0.1 -
5 2.7 ±0.1 - 5.9 ±0.1 -
6 2.3 ±0.2 - 3.7 ±0.1 -
7 3.3 ±0.2 - - 16.5 ±0.4
8 2.1 ±0.2 - - 8.1 ±0.3
9 2.4 ±0.1 - - 3.1 ±0.2
Pure n-butane 4.2 ±0.3 - - -

this substrate. In muscovite pores, CO2 travels faster than H2S while both CO2

and H2S has similar diffusion coefficient in MgO pores. These results are consistent

with interaction energy results presented in Figure 4.12. Results in Tables 4.7

– 4.9 also show that N2 travels faster than H2S and CO2 especially at low N2

loading, perhaps due to smaller size of N2 molecule and also reflecting the weak

adsorption of N2 on the pore surfaces in the systems considered here.

Some prior studies reported an enhancement of the mobility of hydrocarbons

within model pores upon low CO2 loading.[32, 115, 135] This was not observed in
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the present simulations, because the systems considered here are very dense, and

pore crowding is expected to inhibit diffusion. In fact, prior studies have reported

a decrease in hydrocarbon mobility at higher CO2 loadings.[135]
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4.5 Conclusions

Equilibrium MD simulations were performed to investigate the energetics, struc-

ture and transport properties of n-butane confined within slit-shaped nano-pores

of width 2.2nm carved out of silica, muscovite and MgO surfaces in the presence of

CO2, H2S, N2 and their mixtures at 350K. The study was performed to compare

the performance of H2S with that of CO2, the effect of the presence of an inert

gas (N2), and the effect of pore-surface chemistry on the behaviour of the confined

hydrocarbon. Because all the pores considered are dry, pH effects on the pore sur-

faces were not investigated. The results show that CO2 is more efficient than H2S

in displacing n-butane from silica pore surface, while H2S performs better than

CO2 in muscovite pores. The two acid gases show similar performance in MgO.

Analysis of the fluid-substrate interaction energy reveals that the results strongly

correlate with the attraction between each acid gas and the pore surfaces. While

H2S is more strongly attracted to muscovite surface compared to CO2, it is more

weakly adsorbed on silica. Both gases show similar interaction with MgO. The

results also show that mixtures of CO2 and H2S do not yield synergetic effects in

displacing n-butane. The orientation and planar distribution of the adsorbed acid

gases on the three solid surfaces further reinforce the observation that the nature

of the pore surface dictates the structure of the adsorbed fluids, thus affecting

how the acid gases control the structure of confined hydrocarbons. In most cases

considered, it was observed that the self-diffusion coefficient of n-butane decreases

when the gases are added probably due to pore-crowding effect. The results could
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contribute to the design of enhanced oil recovery strategies for improvement in hy-

drocarbon production and in acid gas sequestration. Future investigations should

address the effect of water and the presence of ions on the results presented.
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Chapter 5

Competitive Adsorption and Mobility:

N-Octane, CO2 and H2S in Alumina and

Graphite Pores

The material presented in this Chapter is in preparation for submission to The

Journal of Molecular Physics.

5.1 Abstract

Because gas injection into geological formations is often practiced to achieve en-

hanced oil recovery (EOR), it is important to understand at the molecular level

the relations between competitive adsorption and fluid mobility at the single-pore

level. To achieve such an understanding, here, molecular dynamics simulation re-

sults are reported to document structural and dynamical properties of n-octane,

CO2 and H2S confined in slit-shaped alumina and graphite pores. The substrates

115
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are chosen as proxy models for inorganic and carbon substrates. It was found

that CO2 and H2S could displace n-octane from alumina surface but not from

graphite surface. Analysis of the results shows that the stronger attractions be-

tween n-octane and graphite than CO2/H2S and graphite are responsible for this

observation, with the opposite observed in alumina pores. In all pores, the results

suggest that, limited to the conditions chosen for this study, adding CO2 or H2S en-

hances the diffusion of n-octane. The mechanisms responsible for this observation

are however different, as preferential adsorption sites are evident on the alumina

surface for both CO2 and H2S, but not on graphite. The results could contribute to

the design of advanced EOR technologies through the proposed possible molecular

mechanisms.

5.2 Introduction

The quest for sustainable and environmental-friendly energy sources coupled with

depletion of global oil reserves has stimulated research into shale gas production.

Shale rocks consist mainly of clay, quartz, pyrites, carbonates (inorganic) and kero-

gen (organic) with many pores in nanometer size range.[4, 136, 137] Pores found

in shale have poor connectivity resulting in low permeability. To overcome the

challenge of low permeability of shale, hydrocarbon production from shale plays

is achieved via horizontal drilling and hydraulic fracturing, although most of the

hydrocarbons remain in place and production rate drops rapidly.[112] Enhanced

oil recovery (EOR) has been proposed for increasing hydrocarbon production from

shale formations, and it is also widely practiced in conventional formations across



Chapter 5. Competitive Adsorption and Mobility in alumina and graphite 117

the world. The use of supercritical CO2 in EOR could help to achieve CO2 seques-

tration in geological formations while contributing to hydrocarbon production. In

Chapter 4, Molecular Dynamics (MD) simulation was employed to study whether

CO2 and/or H2S could displace n-butane from silica, muscovite and MgO surfaces.

It was found that both gases perform reasonably well in silica and muscovite, but

poorly in model MgO substrate. The study showed that the results depend on

competitive adsorption among the confined fluids (hydrocarbon and acid gases)

on the substrate. To complement the results presented in Chapter 4, where only

inorganic substrates were considered, in this Chapter, the ability of CO2 and H2S

to displace n-octane from surfaces of different chemistry is investigated. Because

hydrocarbons are more strongly attracted to carbon–based substrates, CO2 and

H2S might not be as effective in carbon pores as they are in inorganic ones. To

test this hypothesis, graphite was chosen as a simple model for carbon pore, and

alumina for inorganic pores. It should be noted that graphite has been extensively

used to model the organic matter present in shale.[138–143]

Several studies have been conducted for CO2–hydrocarbon systems confined in

inorganic[32, 36, 38, 39, 45, 113–115] and carbon nanopores.[37, 138, 143–146]

Yuan et al.[144] performed MD simulations to study methane (CH4) and CO2

confined in carbon nanopores and found that CO2 is more strongly adsorbed on

graphite than CH4, resulting in CO2 displacing CH4 form graphite surface. They

found an optimal pore diameter for CH4 recovery. Liu et al.[138] studied binary

systems of CH4 and CO2 in graphite nanochannel and found that CO2 shows

preferential adsorption on graphite surface and has longer residence times close to
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the surface. Wu et al.[143] found that both CO2 and N2 could displace adsorbed

CH4 from the surface of carbon nanochannel. They reported that while CO2

replaced the adsorbed CH4, N2 enhanced CH4 displacement by lowering its partial

pressure. Sun et al.[45] studiedCH4 and CO2 confined in silica, calcite and graphite

nanopores and found that CH4 is more strongly adsorbed on graphite compared

to silica and calcite, and that CO2 is more strongly attracted to calcite than silica

and graphite. Although most studies focussed on CH4, a few considered longer

alkane molecules on graphite.[147–149] To complement those studies as well as

the results reported in Chapter 4 on confined n-butane and acid gases, n-octane,

CO2 and H2S are simulated.

In this chapter, the displacement of n-octane from alumina and graphite surfaces

due to CO2 and H2S is investigated, including the structural and dynamical proper-

ties of the confined fluids. The pores simulated do not contain water and therefore,

pH effect on the pore surfaces are not considered. The remaining sections of this

Chapter are organized as thus: Simulation models and algorithms are explained

in the next section. Then, the results are presented followed by summary of main

findings.
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5.3 Simulation Methods and Algorithms

5.3.1 Simulation set up

Equilibrium molecular dynamics (MD) simulations were conducted for binary mix-

tures of CO2–n-C8H18 and H2S–n-C8H18 confined within slit-shaped alumina and

graphitic pores of width 2.2nm at 350 K. The pore width is chosen as it has been

documented that pores found in shale are in the range of 1.7 – 20nm.[150] The

simulations were conducted to investigate the effect of the addition of CO2 or H2S

on the behaviour of the confined n-octane. In Chapter 4, MD simulations were

conducted to investigate the displacement of n-butane from silica, muscovite and

MgO surfaces by addition of CO2 or H2S. All surfaces considered in Chapter

4 were inorganic, where it found that the effectiveness of the gas at displacing

n-butane from the surfaces depends on gas–surface interactions. In this Chapter,

an inorganic pore (alumina) and a carbon–based pore (graphite) are considered.

It is of interest to understand the interaction of the gases with the surfaces and

the implication on the behaviour of the confined n-octane. Alumina is chosen as

a representative inorganic component of shale and graphite as a simple model for

carbon–based pores. Alumina slabs are modelled as crystallographic faces of sap-

phire α-Al2O3 with space group R3c and C plane (0001). Two alumina slabs facing

each other within the simulation box form the slit shaped pore. The pore width

is the centre-to-centre distance between the hydroxyl groups on the two alumina

slabs across the pore volume. All the non-bridging oxygen atoms were protonated

yielding a realistic model for alumina surface.[151] Slit-shaped alumina pores have
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been used in several studies.[102, 152–154] Graphite pores were obtained from

two 4-layered graphite slabs with interlayer spacing of 0.34nm facing each other,

with slab-to-slab separation equal to the pore with of 2.2nm. The pore width of

the graphitic pore is defined as the distance between the planes passing through

the outermost graphene layers of the two slabs. The planar dimensions of each

alumina and graphite slab are 47.6 x 90.68 Å2 and 48.92 x 90.86 Å2 respectively

yielding alumina and graphite pores of approximately equal pore volume. Each

slab of the substrate is parallel to the X-Y plane of the simulation box. The Z-

dimension of the simulation box was set to 45.82 and 42.05 Å for alumina and

graphite respectively. All atoms of the solid substrates were fixed except the OH

groups on alumina, which were allowed to vibrate. Due to the application of pe-

riodic boundary conditions, the systems are infinitely long in X and Y directions

and the pore width is defined along Z direction.

Binary systems of n-C8H18 – CO2 and n-C8H18 – H2S were simulated at differ-

ent gas loadings and constant number of n-C8H18 molecules. The composition

and system pressure obtained from average pore density of n-octane and gas at

the middle of the pores using Peng-Robinson equation of state implemented in

REFPROF software version 9.1 are reported in Table 5.1. Figure 5.1 shows repre-

sentative snapshots for n-octane – H2S and n-octane – CO2 systems for maximum

gas loading in alumina and graphite pores.
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Table 5.1: Estimated pressure and composition of all simulated systems in
this work. In all cases, the simulation temperature was 350K (a = alumina and

b = graphite)

System No of n-octane No of CO2 No of H2S P (MPa)a P (MPa)g

1 200 200 - 6.0 7.5
2 200 350 - 39.2 17.5
3 200 500 - 177.3 73.6
4 200 - 200 1.9 3.0
5 200 - 350 28.3 5.8
6 200 - 500 120.0 60.1
7 200 - - 0.02 0.02

Figure 5.1: Simulation snapshots for n-octane - CO2 systems in (a) alumina
(b) graphite. Snapshots for n-octane–H2S systems in (c) alumina (d) graphite.
All systems shown contain 200 n-octane and 500 gas molecules. Cyan spheres
are -CH3 and -CH2 in n-octane, yellow are sulphur, white are hydrogen, red
are oxygen and grey are aluminium. For clarity, only a portion of the solid
substrates are shown. Please refer to Section 5.3.1 for the simulation boxes.
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5.3.2 Force fields

Alumina and graphite were modelled with the CLAYFF[48] force field and the

model developed by Steele[155] respectively. N -octane was modelled using TRAPPE-

UA force field,[49] CO2 with the EPM2 force field[50], and H2S with the model

of Kamath and Potoff.[51] n-octane is flexible, and is described by angle bending

and dihedrals. –CH3 and –CH2 groups in n-octane were described using the united

atom formalism. Non-bonded interactions were modelled by electrostatic and dis-

persive interactions. The dispersive interactions were described by 12-6 Lennard

Jones potential and the electrostatic interactions were modelled by Coulombic po-

tential. There is no electrostatic interactions between CO2 or H2S molecules and

graphite surface as graphite contains no charge. Lorentz-Berthelot combination

rules[47] were used to obtain LJ parameters for unlike atoms. The cut-off distance

for all interactions was set to 14Å. The particle mesh Ewald method was used for

long range corrections to electrostatic interactions.[75]

5.3.3 Algorithms

All simulations were performed using the simulation package GROMACS version

5.0.4, [76, 77] in the canonical ensemble (NVT) at 350K. The temperature of the

systems was controlled using the Nosé – Hoover thermostat [57, 58] with a relax-

ation time of 200fs. The temperature of the solid substrate and that of the fluid

molecules were controlled separately using two thermostats. The total simulation

time for each system was 60ns. Each system was considered equilibrated when



Chapter 5. Competitive Adsorption and Mobility in alumina and graphite 123

densities of fluid molecules fluctuates around a constant value, and the system

energy fluctuates within 10% of the average value. The last 10ns was used for

data analysis.

5.4 Results and Discussion

5.4.1 Density Profiles

The density profiles of confined fluid molecules in the direction normal to the pore

surfaces is used to quantify the distribution of fluid molecules within the pores.

The density profiles of the centre of mass (COM) of n-octane at different H2S

and CO2 loadings in alumina and graphite pores are shown in Figure 5.2. The

result reveals preferential adsorption of n-octane on the pore surfaces, especially

when neither CO2 nor H2S is present as shown by high peak positions close to

the pore walls compared to the middle of the pore. The adsorption of n-octane

onto graphite is stronger than on alumina pore as evidenced by the density of the

first adsorption layer in Figure 5.2. This result is consistent with the report of

Wang et al.[37] who observed higher peak density for n-octane confined in graphite

than in silica pore and signifies strong interaction and preferential adsorption of

n-octane within carbon nanopores. The results in Figure 5.2 show that addition

of H2S or CO2 to a system containing pure n-octane results in the displacement of

n-octane from alumina surface as revealed by the decrease in the first peak height

in the density profiles. In graphite however, the reduction in the peak height only

occurs when 200 gas molecules were added and remains relatively unchanged with
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further increase in gas loading. This suggests that CO2 and H2S are not effective at

displacing n-octane from graphite. The behaviour of n-octane in graphite pore just

described is in contrast with the results obtained for n-butane in silica, muscovite

pore and MgO pores reported in Chapter 4 where the addition of the CO2 or H2S

resulted in the continuous reduction in the density of n-butane molecules in the

first adsorbed layer for the loadings considered, indicating continuous displacement

of n-butane from the surfaces.

The density profiles of sulphur (S) of H2S and carbon (C) of CO2 in alumina and

graphite pores are shown in Figure 5.3. The density profiles of hydrogen (H) of

Figure 5.2: Density profiles of n-octane in (a) alumina (b) graphite at different
H2S loadings and density profiles of COM of n-octane at different CO2 loadings
in (c) alumina and (d) graphite. All systems contain 200 molecules of n-octane
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Figure 5.3: Density profiles of S of H2S in (a) alumina (b) graphite and density
profiles of C of CO2 in (c) alumina (d) graphite at different acid gas loadings.

All system contain 200 molecules of n-octane

H2S and oxygen (O) of CO2 are presented in Figure 5.4.

The results in Figure 5.3 show that CO2 and H2S gases are more strongly adsorbed

on alumina surface than graphite surface. This is due to electrostatic interactions

between the pore surfaces and the gas molecules which are possible in alumina but

not in graphite. The stronger attraction between the gases and alumina surface

correlates with their ability to displace n-octane from alumina surface. Although

it appears that more H2S molecules are adsorbed in the first layer in graphite pores

than CO2 based on the peak feature in Figure 5.3, the number of H2S and CO2 at

the same loading obtained from the integral of the first peak is similar.
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Figure 5.4: Density profiles of S of H2S in (a) alumina (b) graphite and density
profiles of C of CO2 in (c) alumina (d) graphite at different acid gas loadings.

All system contain 200 molecules of n-octane

5.4.2 Interaction Energy

To understand preferential adsorption of the confined fluid molecules the interac-

tion energy of respective fluid molecules with alumina and graphite surfaces were

calculated. Figure 5.5 shows n-octane–surface interaction energy in the binary

systems of n-octane–H2S and n-octane– CO2 at different loadings. The results

are normalised by the number of molecules in the system. As n-octane bears no

charge, there is no electrostatic contribution to the interaction energy. The nega-

tive sign signifies attraction between n-octane and the pore surfaces. The results

show that n-octane is more strongly attracted to graphite than alumina. The
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results also indicate that n-octane interaction energies do not change significantly

with gas loading especially at higher gas loading. The stronger interaction between

n-octane and graphite surface correlates with the poor performance of the gases

at displacing n-octane from graphite as shown in the density profiles in Figure 5.2

(b and d).

The gas–surface interaction energies are shown in Figure 5.6. The interaction en-

ergy is the sum of LJ and electrostatic contributions for calculations in alumina

Figure 5.5: n-octane–surface interaction energy for binary systems of n-
octane–H2S in (a) alumina (b) graphite and for binary systems of n-octane–CO2

in (c) alumina (d) graphite. All systems contain 200 n-octane molecules. The
interaction energies are normalised by the number of n-octane in the system
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pores. There is no electrostatic interactions between the gases and graphite pores

as graphite bears no charge. The results show that the acid gases are more strongly

attracted to alumina than graphite due to higher magnitude of interaction energy

in alumina. The results also show that the interaction energies does not change

significantly with acid gas loading especially in graphite pore. The stronger inter-

action of the acid gases with alumina pores than graphite pores is consistent with

n-octane density profiles in Figure 5.2, where the gases show better performance

at displacing n-octane from alumina surface than graphite surface.

5.4.3 Structure of adsorbed acid gas

5.4.3.1 In-plane density distribution

The results discussed previously in this chapter show that CO2 and H2S displaced

n-octane from alumina surface but not from graphite surface. The difference in

behaviour of the gases at the solid-fluid interface is attributed to different inter-

actions of each gas with the respective solid substrates. As reported in Chapter

4, the in-plane density distribution of gas molecules adsorbed on a solid substrate

reveals preferential adsorption sites on the substrate. Here, the in-plane density

distribution of CO2 and H2S molecules adsorbed on the layer closest to alumina

and graphite surfaces are reported. A layer of 2Å was selected for this calculation

and the COM of each gas molecule was used to identify its position. As shown

in Figure 5.7, the results of this calculation reveal preferential adsorption sites on

alumina as high density regions correspond to location of these sites. On the other
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hand, the distribution of the gases is random on graphite and suggests absence

of sites where the gas molecules preferentially adsorb. The results just discussed

corroborates the claim made in Chapter 4 that the presence of adsorption sites

where gas molecules could be preferentially adsorbed promotes the ability of the

gas to displace hydrocarbon from the surface.

Figure 5.6: H2S–surface interaction energy for binary systems of n-octane –
H2S in (a) alumina (b) graphite and CO2–surface interaction energy for binary
systems of n-octane – CO2 in (c) alumina (d) graphite. All systems contain
200 n-octane molecules at 350K. The interaction energies are normalised by the

number of H2S or CO2 in the system
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5.4.3.2 Molecular Length and Orientation of n-octane

To quantify the structure of adsorbed n-octane and those at the middle of the

pore, the probability distribution of the angle (θ1) formed between the C1-C8

vector of n-octane and the normal to the surface, the angle (θ2) formed between

the orthogonal vector to the plane formed by C1-C8 vector and C1-C2 vector are

calculated. When θ1 is 90◦ and θ2 is 0, all n-octane atoms are on the same plane

and parallel to the surface; when θ1 is 0 and θ2 is 90◦, the plane is orthogonal to

the surface.

The change in the end-to-end distance of n-octane, L defined as equation 5.1 is

also calculated to investigate the effect of n-octane–surface interactions on the

Figure 5.7: In-plane density distribution of COM of CO2 in (a) alumina (b)
graphite and same result for H2S in (c) alumina (d) graphite. All systems

contain 200 n-octane molecules and 500 molecules of the gas
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structure of confined n-octane. In all cases, n-octane molecules found within 5Å

in the first layer is considered for the calculation while the middle n-octane are

those found within a layer of 8Å centred at the middle of the pore. L describes

how the molecular length of n-octane changes during the simulation. The results

are shown in Figure 5.8.

L =
l − l0
l0

(5.1)

In Equation 5.1, l is the end-to-end distance of single n-octane molecule in the

simulations and l0 is the end-to-end distance in free state (8.81Å). The free state

of n-octane refers to when it is a straight chain. The results in Figure 5.8, panel

(a and b) show that n-octane molecules in the layer close the pore surfaces lay

parallel to the surface and it appears that the molecules are more parallel to

graphite surface than alumina surface. This has been previously observed for n-

octane confined in silica pore.[142] At the middle of the pore, n-octane still prefers

to lay parallel to the surface, although the carbon atoms are more out-of-plane

and there is wider distribution of the angles. This is probably due to small size

of the pores and n-octane being a relatively long molecule when compared to the

size of the pores. The distribution of the angles is similar at the middle of graphite

and alumina pores which suggests that the pore chemistry has little or no effect

on the structure of n-octane at the middle of the pores. The distribution of L

presented in Figure 5.8, panel (c and d) shows that n-octane molecules in the first

layer are more folded on graphite than on alumina surface. There is no difference

in the folding degree for n-octane molecules at the middle of graphite and alumina
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Figure 5.8: Probability distribution of angle between C1-C8 vector and normal
to the surface and the angle between the orthogonal vector to the plane of
C1-C8 vector and C1-C2 vector and the normal to the surface for n-octane
occupying (a) first layer (b) middle region. Probability distribution of χ for
n-octane occupying (c) first layer (d) middle region. The results are shown for

n-octane–H2S in graphite and alumina pores for 500H2S loading

pores. The results also show that n-octane molecules at the middle of the pore are

more folded than those adsorbed close to the pore walls. The results just discussed

suggests that the chemistry of both substrates influences the structure of n-octane

differently only in the layer closest to the surface and this difference vanishes close

to the middle of the pore.

5.4.4 Diffusion coefficient of confined fluids

The self-diffusion coefficients of confined fluid molecules were calculated from COM

mean square displacement (MSD) of n-octane, CO2 and H2S following established
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Table 5.2: Self-diffusion coefficient for n-octane, CO2 and H2S in graphite
pores. The system composition is shown in Table 4.1

System D(n-octane) D (CO2) D(H2S)
—— (10−8 m2/s) (10−8 m2/s) (10−8 m2/s)
1 1.3 ±0.2 3.5 ±0.1 -
2 1.1 ±0.1 2.4 ±0.1 -
3 0.7 ±0.1 1.3 ±0.1 -
4 2.1 ±0.2 - 3.4 ±0.1
5 2.1 ±0.1 - 2.5 ±0.1
6 0.9 ±0.1 - 1.3 ±0.1
Pure n-octane 3.9 ±0.2 - -

procedures.[59] As previously mentioned in Chapter 4, the diffusion coefficient

results depend on the system size but it is not checked in this study. The results

obtained for fluids confined in graphite and alumina pores are shown in Table

5.2 and 5.3 respectively. The results show that diffusion coefficient of n-octane

is higher when CO2/H2S is present in both graphite and alumina pores than in

pure n-octane systems. This suggests that CO2/H2S enhances the diffusion of

n-octane at the condition of our simulations. The results also show that within

graphite, n-octane diffusivity enhancement is larger for n-octane–CO2 systems

than n-octane–H2S systems. In alumina, n-octane diffusion coefficient seems to

be higher for n-octane H2S systems than n-octane–CO2 systems especially at

higher gas loadings. On the other hand, the diffusion coefficients of CO2 and H2S

are similar in both graphite and alumina for the same gas loading. The results in

Table 5.2 and 5.3 show that n-octane diffusion coefficients are about 3 orders of

magnitude higher than those of CO2 and H2S in both graphite and alumina pores.
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Table 5.3: Self-diffusion coefficient for n-octane, CO2 and H2S in alumina
pores. The system composition is shown in Table 4.1

System D(n-octane) D (CO2) D(H2S)
—— (10−9 m2/s) (10−8 m2/s) (10−8 m2/s)
1 7.9 ±0.2 1.4 ±0.2 -
2 4.6 ±0.2 0.9 ±0.1 -
3 2.8 ±0.1 0.5 ±0.1 -
4 8.8 ±0.2 - 1.5 ±0.1
5 5.0 ±0.1 - 1.0 ±0.1
6 2.7 ±0.1 - 0.5 ±0.1
Pure n-octane 15.9 ±0.2 - -

5.5 Conclusions

Equilibrium MD simulations were conducted to study energetics, structure and

transport properties of n-octane confined within slit-shaped alumina and graphite

nano-pores of width 2.2 nm in the presence of CO2 and H2S of different loadings

at 350K. The study compares the effect of the presence of H2S vs. that of CO2,

effect of pore-surface chemistry on the behaviour of confined n-octane. The effect

of pH on the systems are not considered because the pores are dry. Our results

revealed that H2S and CO2 are more efficient at displacing n-octane from alumina

pore surfaces than graphite pore surface because n-octane–surface interactions are

much stronger in graphite than in alumina pores and the gas–surface interactions

are much more attractive in alumina than in graphite pores. Analysis of in-plane

distribution of gas molecules at the solid gas interface reveals presence of adsorp-

tion sites on alumina but not on graphite and facilitates stronger interaction of

gas molecules with alumina pores which correlates with their ability to displace

n-octane from alumina surface. The structure of n-octane adsorbed at the solid

fluid interface is more perturbed compared to in the middle of the pores due to the
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difference in the extent of stretching for n-octane present in the various regions.

At the condition of our simulations, addition of CO2 or H2S enhances the mobility

of n-octane as revealed by increases diffusion coefficients with gas loading. Our re-

sults could contribute to the design of enhanced oil recovery and gas sequestration

technologies.



Chapter 6

Summary and Outlook

The study of confined fluid behaviour is crucial to better understand adsorption

and interfacial phenomena and their effects on properties of fluids such as solubility,

transport and structure. Gaining atomic level information about the behaviour of

fluid molecules at different conditions could help in the design of new technologies

and improvement of existing ones. This thesis provides molecular level insights

into structural and dynamical properties of selected fluid molecules such as water,

H2S, CO2, N2, n-butane and n-octane. Silica, muscovite, magnesium oxide, alu-

mina and graphite are solid substrates used throughout this thesis. Equilibrium

molecular dynamics (EMD) simulations were performed using GROMACS and in

some cases, it was integrated with PLUMED.

In Chapter 3, EMD simulations were employed to investigate effects of confine-

ment on the solubility, structural and dynamical properties of aqueous H2S in silica

pores. Lower solubility of H2S in confined water compared to the bulk was ob-

served. Analysis of the hydration shell of H2S revealed that the lower solubility of

136
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H2S under confinement is due to strong perturbation of water coordination in the

first hydration shell of H2S. This perturbation reduces as pore size increases result-

ing in increase in H2S solubility with pore size. The in-plane density distribution

and the probability distribution of angles of fluid molecules in the first hydration

layer close to the pore walls revealed that confinement perturbs the structural and

dynamical properties of water and H2S. Comparison of the diffusivity and perme-

ability of H2S through hydrated silica pore with that of CH4 revealed that H2S

permeates hydrated silica pore faster than CH4.

Chapter 4 investigates the effect of CO2, H2S and N2 injection on n-butane

displacement from silica, muscovite and MgO surfaces. This chapter contributes to

Enhanced Oil Recovery (EOR). The results show that CO2 and H2S can effectively

displace n-butane from the pore surfaces as the amount of n-butane adsorbed in

the first layer close to the pore walls decreases with gas loading. However, N2

could not displace n-butane from all surfaces considered. Analysis of the gas

– surface interaction energies shows correlation of the performance of the gas

with the interaction energy which consequently revealed the dependence of the

performance of the gas on the chemistry of the confining substrate. While CO2 is

more effective at displacing n-butane from silica surface than H2S, it is less effective

in muscovite and both gases show similar performance in MgO. The interaction

of the gases with the surface influences the orientation of gas molecules in the

first adsorbed layer (FAL) close to the pore walls. Analysis of the distribution of

angles formed by gas molecules in FAL shows that the assembly of the gas at the

fluid-wall interface could influence the performance of the gas. For example, H2S
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is in one-hydrogen down configuration in silica and it is less effective compared to

CO2, but in two-hydrogen down configuration in muscovite and it is more effective

than CO2.

The results presented in Chapter 5 complement those in Chapter 4 as it was

found that the efficacy of a gas for EOR applications depends on the fluid–surface

interactions. Consequently, simulations were conducted in which CO2 and H2S

were added to alumina and graphite pores to compare the ability of the gases

at displacing n-octane from the surfaces, and it was found that the gas could

displace n-octane from inorganic surface (alumina) and not from the organic one

(graphite). The enhancement of n-octane mobility was also observed.

The results presented in Chapter 4 and Chapter 5 were obtained in dry pores

in the absence of water. Future investigations should consider the effect of water

and the presence of ions on the results presented in these chapters. Since the

focus of these Chapters was on the fluid-wall interface, future study should also

consider the effect of the gas molecules coexisting with hydrocarbon at the middle

of the pore to better understand the mechanism of enhanced diffusion reported in

Chapter 5. Pores larger than 2.2nm could be used for this study with simulations

performed at lower densities to eliminate crowding effect.

As a concluding remark, the results presented in this thesis were obtained from

MD simulations at atomistic scale and give insightful observations about fluid be-

haviour in nanopores. Experimental studies should be performed at conditions of

the simulations (moderate temperatures and pressures) to validate the results be-

fore field applications. To validate results presented in Chapter 3, microvolumetry
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or 1H NMR experiments could be performed to study oversolubility or undersol-

ubility of gases in confined liquids. For more information about the experimental

set up, please refer to these references.[18, 19] For results reported in Chapter

4 and 5, core flooding can be performed. This experimental approach is usually

employed to study CO2–based EOR. The experiment provides information about

the mechanism of CO2–rock interactions, distribution of CO2 and long-term im-

mobilization of injected CO2. For details about the experimental set up, please

refer to this reference [44]

———————————————————————————
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Methodology

Force field parameters

Table A.1: Intramolecular interaction parameters (Bond)

Species i j Kij(kJ/mol) r0(nm)
Silica nO H 463700 0.1

Butane
CH3

CH2

CH2

CH2

-
-

0.154
0.154

Carbon Dioxide C O - 0.116
Water Ow Hw - 0.1
Hydrogen Sulphide S H - 0.134

Table A.2: Intramolecular interaction parameters (Angle)

Species i j k Kijk(kJ/mol) θ0(degrees)
Silica Si nO H 251.04 109.5

Butane
CH3

CH2

CH2

CH2

CH2/CH3

CH2

519.6417
519.6417

114
114

Carbon Dioxide O C O - 180
Water Hw Ow Hw - 109.47
Hydrogen Sulphide H S H 272.548 92.5
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Table A.3: Intermolecular interaction parameters

Molecule Atom Symbol ǫ(kJ/mol) σ(nm) q (e)

Silica

Silicon
Bridging oxygen
Non-bridging oxygen
Hydrogen

Si
bO
nO
H

7.7E-06
0.6502
0.6502
0.000

0.3302
0.3166
0.3166
0.000

2.1
-1.05
-0.95
0.425

Muscovite

Silicon
Bridging oxygen
Non-bridging oxygen
Hydrogen

Si
bO
nO
H

7.7E-06
0.6502
0.6502
0.000

0.3302
0.3166
0.3166
0.000

2.1
-1.05
-0.95
0.425

Alumina

Silicon
Bridging oxygen
Non-bridging oxygen
Hydrogen

Al
O
nO
H

5.5639E-06
0.6502
0.6502
0.000

0.4271
0.3166
0.3166
0.000

1.575
0.000
-0.95
0.425

MgO
Magnesium
Oxygen

Mg
O

3.778E-06
0.6502

0.5264
0.3166

1.050
-1.050

Graphite Carbon C 0.23305 0.34000 0.0000

CO2
Carbon
Oxygen

C
O

0.2245
0.6568

0.280
0.305

0.70
-0.35

H2S
Sulphur
Hydrogen

S
H

1.9289
0.0000

0.3720
0.000

-0.37
0.19

H2O
Oxygen
Hydrogen

Ow
Hw

0.6502
0.0000

0.3166
0.000

-0.8476
0.4238

n-butane
Methyl group
Methylene group

CH3

CH2

0.8148
0.3824

0.3750
0.3950

0.0000
0.0000

n-octane
Methyl group
Methylene group

CH3

CH2

0.8148
0.3824

0.3750
0.3950

0.0000
0.0000
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Supporting Information for

Chapter 4

B.1 Determination of the required number of

fluid molecules

The number of n-butane and gas molecules used for the simulations were deter-

mined by running simulations in finite pores for the pure fluids (system similar

to the one shown in Figure B.1, except that pure fluids are considered and no

artificial constraints are imposed on them). The pores are open at both ends

and exposed to bulk reservoirs. Initial configurations were obtained by placing

fluid molecules in the reservoirs. As the simulations progress, an exchange of fluid

molecules occurs between the reservoirs and the pores. The amount of fluids in

the reservoir is increased until the amount of fluid molecules adsorbed in the pores
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reaches a plateau. The correspondent number of fluid molecules adsorbed in the

pore is considered to be the maximum amount that fills the pore. The values are

reported in Table B.1, together with the correspondent density in the reservoir.

These simulations are conducted at 350 K.

Table B.1: Composition of all simulated systems in this work. In all cases,
the simulation temperature was 350K

Substrate Nbut−pore ρbut−res NCO2−pore ρCO2−res NH2S−pore ρH2S−res

Silica 437 6.8 1214 7.1 1276 5.7
Muscovite 351 4.7 1020 9.8 905 11.6
MgO 386 5.3 1062 9.9 962 11.9

KEY

Nbut−pore = Number of n-butane in the pore

ρbut−res = Density of n-butane in the reservoir

NCO2−pore = Number of CO2 in the pore

ρCO2−res = Density of CO2 in the reservoir

NH2S−pore = Number of H2S in the pore

ρH2S−res = Density of H2S in the reservoir

Unit of density = (1/Å)(10−3)

B.2 Pressure calculation

The number of fluid molecules simulated inside each pore is related to the pressure

in the reservoir. To estimate such pressure, we considered the system shown in

Figure S1. The pores are open at both ends to a reservoir. We implemented

the flat-bottomed potentials (artificial walls) using GROMACS integrated with
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PLUMED, version 2.3.4, for a total of 70 ns of simulations. 300 n-butane molecules

were constrained within the pores by artificial walls at the pore entrances. CO2

and H2S molecules were allowed to exchange between pores and reservoir. The

amount of fluid molecules in the system is manipulated until the desired amount

adsorbed within the pore. The bulk pressure is calculated from the reservoir

density as obtained in the last 5 ns of the simulations using the Peng-Robinson

equation of state. Snapshots representative of the highest pressures considered for

CO2 in contact with n-butane filled pores carved out of (A) silica, (B) muscovite,

and (C) MgO are shown in Figure S1.

Figure B.1: Snapshots for simulation set ups used for pressure calculation in
(A) Silica (B) Muscovite (C) MgO. All systems contain 300 n-butane molecules,
constrained within the pore. There are 3310, 4138 and 4459 CO2 molecules in
A, B and C respectively. The number of CO2 molecules in the pore is ∼ 500 in

A, B and C
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Figure B.2: Simulation snapshots for binary systems containing n-butane and
N2 in silica (a) Muscovite (b) and MgO (c). All systems shown contain 300 n-
butane and 500 H2S molecules. Cyan spheres are -CH3 and -CH2 in n-butane,
purple are sulphur, white are hydrogen, red are oxygen, yellow are silicon, green

are potassium, grey are aluminium, blue are magnesium
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Figure B.3: Interaction energy as a function of time over the last 10ns of the
simulation for (a) H2S in muscovite (b) CO2 in muscovite (c) H2S in silica (d)

CO2 in silica (e) H2S in MgO (f) CO2 in MgO
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Figure B.4: N-butane residence time for binary system of n-butane-H2S in
(a) muscovite (c) MgO and binary systems of n-butane-CO2 in (b) muscovite

(d) MgO.
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Figure B.5: Density profiles of (a) COM of n-butane in n-butane–H2S–N2

systems (b) COM of n-butane in n-butane–CO2–N2 systems (c) S and N of
H2S and N2 (d) C and N of CO2 and N2 at different acid gas-N2 ratios in

muscovite pores
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Figure B.6: Density profiles of (a) COM of n-butane in n-butane–H2S–N2

systems (b) COM of n-butane in n-butane–CO2–N2 systems (c) S and N of
H2S and N2 (d) C and N of CO2 and N2 at different acid gas-N2 ratios in MgO

pores
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(a) (b)

(c)

Figure B.7: In-plane density distribution of H of H2S in silica (a) muscovite
(b) and MgO (c). All systems contains 500 H2S and 300 n-butane
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(a) (b)

(c)

Figure B.8: In-plane density distribution of O of CO2 in silica (a) muscovite
(b) and MgO (c). All systems contains 500 H2S and 300 n-butane
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Figure B.9: COM MSD for acid gases in binary systems of n-butane-acid gas
in (a) silica (b) muscovite (c) MgO
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Figure B.10: COM MSD of n-butane for binary systems of n-butane–N2 in
(a) silica (b) muscovite (c) MgO; N MSD of N2 in (d) silica (e) muscovite (f)

MgO
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Torres, et al. Advancing CO2 enhanced oil recovery and storage in uncon-

ventional oil playexperimental studies on bakken shales. Applied Energy,

208:171–183, 2017.

[41] O Eide, G Ersland, B Brattekas, A Haugen, MA Graue, A an d Ferno, et al.

CO2 EOR by diffusive mixing in fractured reservoirs. Petrophysics, 56(01):

23–31, 2015.

[42] Essa Georges Lwisa and Ashrakat R Abdulkhalek. Enhanced oil recovery by

nitrogen and carbon dioxide injection followed by low salinity water flooding

for tight carbonate reservoir: experimental approach. In IOP Conference

Series: Materials Science and Engineering, volume 323, page 012009. IOP

Publishing, 2018.

[43] Øyvind Eide, Martin A Fernø, Zachary Alcorn, Arne Graue, et al. Visu-

alization of carbon dioxide enhanced oil recovery by diffusion in fractured

chalk. SPE Journal, 21(01):112–120, 2016.

[44] Baojian Du and Linsong Cheng. Experimental study of enhanced oil re-

covery with CO2 slug+ N2 flood in low permeability reservoir. Geosystem

Engineering, 17(5):279–286, 2014.

[45] Haoyang Sun, Hui Zhao, Na Qi, Xiaoqing Qi, Kai Zhang, and Ying Li.

Molecular insight into the micro-behaviors of CH4 and CO2 in montmoril-

lonite slit-nanopores. Molecular Simulation, 43(13-16):1004–1011, 2017.



Bibliography 161

[46] Santiago Romero-Vargas Castrillon, Nicolas Giovambattista, Ilhan A Ak-

say, and Pablo G Debenedetti. Effect of surface polarity on the structure

and dynamics of water in nanoscale confinement. The Journal of Physical

Chemistry B, 113(5):1438–1446, 2009.

[47] Michael P Allen and Dominic J Tildesley. Computer simulation of liquids.

Oxford university press, 2017.

[48] Randall T Cygan, Jian-Jie Liang, and Andrey G Kalinichev. Molecular

models of hydroxide, oxyhydroxide, and clay phases and the development of

a general force field. The Journal of Physical Chemistry B, 108(4):1255–1266,

2004.

[49] Marcus G Martin and J Ilja Siepmann. Transferable potentials for phase

equilibria. 1. united-atom description of n-alkanes. The Journal of Physical

Chemistry B, 102(14):2569–2577, 1998.

[50] Jonathan G Harris and Kwong H Yung. Carbon dioxide’s liquid-vapor co-

existence curve and critical properties as predicted by a simple molecular

model. The Journal of Physical Chemistry.

[51] Ganesh Kamath and Jeffrey J Potoff. Monte carlo predictions for the phase

behavior of H2S + n-alkane, H2S + CO2, CO2 + CH4 and H2S + CO2 +

CH4 mixtures. Fluid Phase Equilibria, 246(1-2):71–78, 2006.

[52] Benoit Coasne, Anne Galarneau, Francesco Di Renzo, and RJM Pellenq.

Molecular simulation of nitrogen adsorption in nanoporous silica. Langmuir,

26(13):10872–10881, 2010.



Bibliography 162

[53] William L Jorgensen. Intermolecular potential functions and monte carlo

simulations for liquid sulfur compounds. The Journal of Physical Chemistry,

90(23):6379–6388, 1986.

[54] David Chandler. Introduction to modern statistical mechanics. Introduction

to Modern Statistical Mechanics, by David Chandler, pp. 288. Foreword by

David Chandler. Oxford University Press, Sep 1987. ISBN-10: 0195042778.

ISBN-13: 9780195042771, page 288, 1987.

[55] H. J. C. Berendsen, J. P. M. Postma, W. F. van Gunsteren, A. DiNola,

and J. R. Haak. Molecular dynamics with coupling to an external bath. The

Journal of Chemical Physics, 81(8):3684–3690, 1984. doi: 10.1063/1.448118.

URL http://link.aip.org/link/?JCP/81/3684/1.

[56] Daan Frenkel and Berend Smit. Understanding molecular simulations: from

algorithms to applications. Technical report, Academic press, 2002.
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