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Abstract

The thesis presents research in non-orthogonal multi-carrier signals, in which:

(i) a new signal format termed truncated orthogonal frequency division mul-

tiplexing (TOFDM) is proposed to improve data rates in wireless communi-

cation systems, such as those used in mobile/cellular systems and wireless

local area networks (LANs), and (ii) a new design and experimental imple-

mentation of a real-time spectrally efficient frequency division multiplexing

(SEFDM) system are reported.

This research proposes a modified version of the orthogonal frequency

division multiplexing (OFDM) format, obtained by truncating OFDM sym-

bols in the time-domain. In TOFDM, subcarriers are no longer orthogonally

packed in the frequency-domain as time samples are only partially trans-

mitted, leading to improved spectral efficiency. In this work, (i) analytical

expressions are derived for the newly proposed TOFDM signal, followed by

(ii) interference analysis, (iii) systems design for uncoded and coded schemes,

(iv) experimental implementation and (v) performance evaluation of the new

proposed signal and system, with comparisons to conventional OFDM sys-

tems. Results indicate that signals can be recovered with truncated symbol

transmission. Based on the TOFDM principle, a new receiving technique,

termed partial symbol recovery (PSR), is designed and implemented in soft-

ware defined radio (SDR), that allows efficient operation of two users for

overlapping data, in wireless communication systems operating with colli-

sions. The PSR technique is based on recovery of collision-free partial OFDM

symbols, followed by the reconstruction of complete symbols to recover pro-

gressively the frames of two users suffering collisions. The system is evaluated

in a testbed of 12-nodes using SDR platforms. The thesis also proposes chan-

nel estimation and equalization technique for non-orthogonal signals in 5G

scenarios, using an orthogonal demodulator and zero padding. Finally, the

implementation of complete SEFDM systems in real-time is investigated and

described in detail.



Impact Statement

This thesis presents contribution to the design, implementation and practical

validation of non-orthogonal signals and systems, more specifically, spectrally

efficient frequency division multiplexing (SEFDM) and truncated orthogonal

frequency division multiplexing (TOFDM) signals and systems. Driven by

increasing user density and high data rate applications, such as real-time

video and audio streaming, the work in this thesis have been exploring new

solutions for utilizing the spectrum more efficiently. The proposed design of

SEFDM and TOFDM have the potential to make impact on future wireless

communication systems, such as the new generations of 802.11 and beyond

5G systems. Thus, network operators can increase the number of subscribers

by up to 60% with no need for additional spectrum license.

Over the past four years, research in this thesis summarized and doc-

umented the study of newly proposed guard interval techniques in non-

orthogonal signals and systems, hence, enhance the performance of the chan-

nel estimation and equalization techniques. Such technique will impact

the innovation in non-orthogonal communication systems and pave the way

for new research for the construction of simple multiple-input multiple-out-

put (MIMO) using spectrally efficient systems, which is expected to be of

paramount importance in future cellular networks. Furthermore, towards

the goal of achieving a full real-time SEFDM system, the work in this thesis

presents the design, implementation and realization of the world first real-

time SEFDM prototype. It is expected that this will impact the standard-

ization of future wireless systems. In addition, the research has presented

the proposal of a new non-orthogonal signal and system, termed TOFDM,

and the proposal of a new 802.11 receiver design, for successful decoding of
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colliding frames, termed partial symbol recovery (PSR). Such will impact

the existing wireless communication systems research and is already being

followed by researchers worldwide; for example, a group of researchers from

Harbin Institute of Technology has recently reported research on TOFDM

signals to enhance the security of internet-of-things (IoT) systems.

Most of the concepts presented in this thesis have been peer-reviewed

for international journals and conferences. I have authored and co-authored

eight papers. The equality of the work presented in this thesis have been ap-

preciated by two awards; the first is the best paper award from the IEEE/IET

International Symposium on Communication Systems, Networks and Digi-

tal Signal Processing (CSNDSP) in 2016 and the second being a finalist in

an industrial wireless communication engineering impact awards, given by

National Instruments in 2017.
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Chapter 1

Introduction

Since the commercial deployment of 4th Generation (4G) [1] and more re-

cently 5th Generation (5G) [2] networks, research into next generation net-

works (beyond 5G networks) has been developing rapidly with significant

achievements [3–5]. This is due to the end user requirement for high data

rates that support new media and data services. Thus, currently deployed 4G

networks rates maybe insufficient to support heavy data services. In future

XG networks, user demand is expected to be significantly in excess of the

total network supply. As predicted in [6], the number of devices connected

to the Internet by 2023 will be over three times the global population. More-

over, it is well known that radio spectrum is already heavily over subscribed,

leading to high-cost premiums, and as such, new physical layer designs or

modified versions of the existing ones that save spectrum are highly sought

after.

The well known Orthogonal Frequency Division Multiplexing (OFDM)

systems are a subset of MultiCarrier Modulation (MCM) systems, where

different subcarriers maintain orthogonality by frequency separation equal to

signalling rate (1/T ; T is the OFDM symbol duration) and where the data

rate of each subcarrier is a fraction of the overall data rate. Orthogonality

in OFDM is a crucial factor in its successful operation: loss of orthogonality

leads to interference and deterioration in bit error rate [7]. Orthogonality,

in time and frequency is maintained by ensuring that the spacing between
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the subcarriers is equal to the inverse of the symbol rate. Consequently, this

poses a constraint on the number of subcarriers that can fit into a given

frequency band, for a given system. Therefore, several non-orthogonal signal

formats have been introduced to provide higher spectral efficiency.

Recently a set of time- and frequency-domain techniques have been pro-

posed to enhance spectral efficiency by deliberate violation of the orthog-

onality criterion in multicarrier systems. Since 2003, Spectrally-Efficient

Frequency Division Multiplexing (SEFDM) signals and systems have been

proposed as a means to save bandwidth, yet avoid the degradation of bit

error rates, relative to OFDM [8]. Such bandwidth savings are achieved in

SEFDM by decreasing the spacing between subcarriers in the frequency-do-

main below 1/T while keeping the same data rate on each subcarrier [8].

SEFDM is a non-orthogonal scheme, which packs more subcarriers into the

same spectrum as OFDM, thereby improving spectral efficiency and therefore

data rates [8]. SEFDM’s ability to save spectrum makes it a topic of inter-

est, as exemplified by the great deal of work that is being carried out in this

field [5, 9–14]. SEFDM is not without disadvantages though and one of the

most significant disadvantages is the computational complexity requirements

of the receiver [8]. In addition, SEFDM channel estimation and equalization

become more challenging due to combined self-induced Inter-Carrier Interfer-

ence (ICI) and multi-path effects. Therefore, different time-domain channel

estimation and equalization techniques were employed in SEFDM systems to

alleviate the multi-path effects [15].

Similarly, multi-stream Faster-Than-Nyquist (FTN) systems have been

suggested to improve spectral efficiency by transmitting at a higher rate data

than imposed by the Nyquist limit for the same bandwidth [16–18]. FTN

fulfils this by signaling on each subcarrier at a rate higher than the frequency

separation between two adjacent subcarriers, effectively overlapping symbols

in the time-domain at the expense of a loss of orthogonality [16]. In addi-

tion, Hamamura and Tachikawa (2004), reported a non-orthogonal multicar-

rier system termed High Compaction-Multi Carrier Modulation (HC-MCM),

based on a similar concept to SEFDM and FTN, where enhanced spectral

efficiency is achieved by either reducing the subcarrier spacing or decreasing
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the transmission time for OFDM symbols [19].

More recently, a new time/spectral efficient technique, termed Truncated

Orthogonal Frequency Division Multiplexing (TOFDM) [20], was conceived

by the author of this thesis towards the enhancement of data rates over

existing systems. TOFDM is a non-orthogonal system format which modifies

OFDM signals by truncating (as opposed to overlapping) the time samples

of each OFDM symbol, in a way similar to what was studied in the context

of assessing the spectrum of oversampled OFDM and SEFDM signals [21],

where the latter can be generated by truncating the end of OFDM symbols.

However, the newly proposed TOFDM technique, allows the truncation of

the time samples from different locations of the OFDM symbols in the time-

domain. As such, this new format is termed Truncated OFDM. Here, each

OFDM time-domain symbol is truncated by a factor 1 − γ, with minimal

changes to the shape of the overall frequency spectrum. Therefore, time

samples are only partially transmitted, and part of the symbol is lost before

transmission. Furthermore, the fact that the TOFDM symbol time is shorter

than that of an OFDM one, implies loss of orthogonality and consequently

the introduction of ICI amongst the subcarriers. This TOFDM is one of the

focal points of this thesis.

1.1 Motivation and Aims

The work in this thesis focuses on two non-orthogonal systems, SEFDM and

TOFDM. Over the last 17 years, SEFDM systems have been demonstrated

through many research publications and laboratory experiments. Thus far,

only offline systems have been demonstrated, which simplifies the problem

and avoids the complexity of system-level development at the circuit and

Field-Programmable Gate Array (FPGA) level. This is due to the high

computational complexity of the receiver, which is the key challenge in the

realization of real-time SEFDM systems. Such computational complexity

requirements are due to two main reasons: (i) using time-domain channel es-

timation and equalization in SEFDM systems leads to higher computational

complexity at the receiver; and (ii) the decoding latency requirements, where
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complex detection structures, such as Sphere Decoders (SDs) and/or Iterative

Decoders (IDs) are utilized to cancel ICI and retrieve the transmitted data.

Therefore, after identifying/diagnosing the key problems, the aim is to

research, design and demonstrate real-time spectrally efficient multicarrier

systems and test these using Radio Frequency (RF) signals over realistic

channels. To achieve this aim, three objectives are set, (i) to explore new

methods of frequency-domain channel estimation and equalization in SEFDM

systems with reduced complexity in comparison to their time-domain equiva-

lent counterparts, (ii) to investigate and explore the use of different receiver

architectures, of relatively low computational complexity (or low latency)

with no loss in performance in comparison to conventional implementations

of SEFDM systems, and (iii) to explore the potential of changing the OFDM

signal structure itself for better spectral efficiency using new time-domain

techniques. This last objective led to the development of a new type of

signal termed TOFDM, which was conceived to open a new dimension for

possible enhancement of data rates.

For the first two objectives, a new frequency-domain channel estimation

technique, using OFDM pilots, for the SEFDM system is implemented in a

Software Defined Radio (SDR) platform to tackle the computational com-

plexity problem at the receiver, followed by a pipelined Iterative Decoder (ID)

structure to reduce the latency at the receivers. Second, a new frequency-

domain channel estimation and equalization using Zero Padding (ZP) with

SEFDM signals are introduced, designed and implemented.

For the third objective, the thesis investigates the integration of the newly

proposed TOFDM signals in existing Wireless Fidelity (WiFi) system with

minimal changes at the transmitters and design TOFDM decoders at the re-

ceiver, hence, increase the data rate of existing WiFi systems. Furthermore,

the design of new WiFi receivers to guarantee its successful operation in col-

lision environments are investigated both by modelling and experimentally.

25



Chapter 1. Introduction

1.2 Contributions

This thesis documents the theoretical and practical research of the well known

SEFDM systems and the newly proposed TOFDM signal and system. The

new research contributions are summarized in the list below.

� Real-time implementation of SEFDM system.

This work was published in [C02] [C03] [C04] [OA01] [DP02] in the list

of publications and appears in Chapter 3 of this thesis.

– Implemented the frequency-domain channel estimation using OFDM

pilot symbols in SDR for real-time SEFDM systems.

– Developed and implemented using SDR a Pipeline design archi-

tecture for SEFDM iterative decoder to reduce the overall system

detection latency and improve throughput.

� Proposal and mathematical modelling of using zero padding

in SEFDM and TOFDM systems.

This work was published in [J01] in the list of publications and presents

for ZP-SEFDM system in Chapter 4 and for ZP-TOFDM in Chapter 5.

– Proposed, designed and implemented the use of ZP instead of

Cyclic Prefix (CP) and Continuous Cyclic Prefix (CCP) for SEFDM

systems.

– Derived analytical expressions of channel estimation and equaliza-

tion using ZP, CP and CCP for SEFDM system.

– Implemented and tested the ZP in TOFDM systems using SDR

and realistic RF channels using channel emulator.

� TOFDM design, signal modelling, interference characteriza-

tion and uncoded and coded systems implementation.

This work was published in [C05] in the list of publications and appears

in Chapter 5.

– Proposed and developed the TOFDM signal and system.
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– Verified and implemented the newly proposed TOFDM signal and

system using SDR.

– Applied TOFDM principle and signals in the existing standard

802.11a,g system, WiFi system.

� Proposal, design and implementation the new receiving tech-

nique termed Partial Symbol Recovery (PSR).

This work is to be submitted as paper in [SJ01] in the list of publica-

tions (also in Appendix C) and is described in Chapter 6.

– Developed the TOFDM concept to operate the current 802.11a,g

systems successfully in collision environment, thus the new pro-

posed receiver retrieves the transmitted data of two overlapped

(collided) frames.

– Presented a new technique termed PSR, which is a physical-layer

and data link layer wireless receiver design technique that explic-

itly treats non- and partially-overlapping OFDM symbols differ-

ently from completely-overlapping OFDM symbols involved in a

collision, and therefore allow signal recovery even when serious

collisions occur.

– Designed and implemented the PSR receiver on the Wireless Open-

Access Research Platform (WARP) SDR platform and in trace-

based simulation using Network Simulator-3 (NS-3).

– Evaluated the operation of the new system using 12-nodes SDR

testbed spread over two rooms in a Non-Line-of-Sight (NLOS)

environment.

1.3 Outline

This thesis is in seven chapters organized as follows:

� Chapter 2 gives a detailed overview of published research relating to

SEFDM and other non-orthogonal signal and system.
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� Chapter 3 details the design and implementation of an experimental

test-bed to evaluate the performance of SEFDM systems in real-time

using frequency-domain channel estimation/equalization and iterative

signal detection. Furthermore, ID pipelining is designed and imple-

mented in SDR to reduce the overall system detection latency and

improve throughput. Thus, symbols are allocated to parallel IDs that

have no waiting time as they are received.

� Chapter 4 proposes a new method for frequency-domain channel esti-

mation and equalization for SEFDM systems, then presents numerical

evaluation for channel estimation and equalization in the frequency-

domain using ZP, CP and CCP.

� Chapter 5 presents the newly proposed TOFDM signal mathemati-

cally then compares it to those of SEFDM and FTN signals. In ad-

dition, the chapter provides two system designs-uncoded and coded-

using TOFDM signals. Furthermore, in this chapter detailed stud-

ies of TOFDM error rate performance in Additive White Gaussian

Noise (AWGN) and multipaths channels using different values of trun-

cation and oversampling factors.

� Chapter 6 presents a new receiving technique and design, termed

PSR, that allows efficient operation of overlapping (colliding) data in

wireless communication systems, such as WiFi systems. In the chapter,

evaluation of the new proposed technique is carried out in a testbed of

12-nodes using SDR platforms.

� Chapter 7 gives conclusions for the work presented in the previous

chapters, and provides some potential plans for future work.

1.4 Publications

The contribution of this work have been published in one journal publica-

tions, a second journal paper is under review, six publications in interna-

tional conference proceedings, one online article publication, three extended
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abstracts publications (one poster and two demonstration) in international

conferences and two awards. The publications are listed below in reverse

chronological order.

� Journal Publications:

[J01]− Ozan, Waseem, R. Grammenos, and I. Darwazeh. “Zero

Padding or Cyclic Prefix: Evaluation for Non Orthogonal Signals.”

IEEE Communication Letters. IEEE, 2020.

� Journal Paper to be submitted:

[SJ01]− Ozan, Waseem, I. Darwazeh, and K. Jamieson. “PSR: Par-

tial Symbol Recovery to Operate Interfering Wireless Networks in Colli-

sion Environments.” IEEE/ACM Transaction on Networking, IEEE/ACM,

2020.

� Conference Publications:

[C01]− Ozan, Waseem, P. A. Haigh, B. Tan, and I. Darwazeh.

“Time Precoding Enabled Non-Orthogonal Frequency Division Multi-

plexing.” In IEEE Personal, Indoor and Mobile Radio Communications

(PIMRC) 2019.

[C02]−Ozan, Waseem, H. Ghannam, T. Xu, P. A. Haigh, and I. Dar-

wazeh. “Experimental Evaluation of Channel Estimation and Equali-

sation in Non-Orthogonal FDM Systems.” In 2018 11th International

Symposium on Communication Systems, Networks & Digital Signal

Processing (CSNDSP), pp. 1-6. IEEE, 2018.

[C03]− Ozan, Waseem, P. A. Haigh, B. Tan, and I. Darwazeh. “Ex-

perimental SEFDM pipelined iterative detection architecture with im-

proved throughput.” In 2018 IEEE 87th Vehicular Technology Confer-

ence (VTC Spring), pp. 1-5. IEEE, 2018.

[C04]− Ozan, Waseem, H. Ghannam, P. A. Haigh, and I. Darwazeh.

“Experimental implementation of real-time non-orthogonal multi-carrier
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systems in a realistic fading channel.” In Radio and Wireless Sympo-

sium (RWS), 2018 IEEE, pp. 121-124. IEEE, 2018.

[C05]− Ozan, Waseem, K. Jamieson, and I. Darwazeh. “Truncat-

ing and oversampling OFDM signals in white Gaussian noise chan-

nels.” Communication Systems, Networks and Digital Signal Process-

ing (CSNDSP), 2016 10th International Symposium on. IEEE, 2016.

(Best paper Award).

� Other Publications:

[O01]− S. Stainton, Ozan, Waseem, M. Johnston, S. Dlay, P. A.

Haigh,. “Neural Network Equalisation and Symbol Detection for 802.11p

V2V Communication at 5.9 GHz.” In 2020 IEEE 91st Vehicular Tech-

nology Conference (VTC Spring), IEEE, 2020.

� Online Articles:

[OA01]− Ozan, Waseem, R. Grammenos, H. Ghannam, P. A. Haigh,

and I. Darwazeh. “Implementation of the First SEFDM 5G Transceiver

Prototype Using LabVIEW Communications System Design Suite and

USRP RIO.” National Instrument, 17 Aug. 2017, 〈 http://sine.ni.com

/cs/app/doc/p/id/cs17492 〉. (Online article). (Finalist for engineering

impact award).

� Demo and Poster Publications:

[DP01]− Xu, T., Ghannam, H., Ozan, W., & Darwazeh, I. (2018).

“Demonstration of Real Time Bandwidth Compressed Signal Trans-

mission at 2.4 GHz using Software Defined Radio (SDR).” 2018 IEEE

19th International Workshop on Signal Processing Advances in Wire-

less Communications. IEEE, 2018.

[DP02]− Ozan, Waseem, R. Grammenos, H. Ghannam, P. A. Haigh,

and I. Darwazeh. “Real-Time SEFDM Transceiver for 5G Systems

and Beyond.” Personal, Indoor, and Mobile Radio Communications

(PIMRC), 2017 IEEE 28th Annual International Symposium on. IEEE,

2017. (Extended abstract-Demo paper).
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[DP03]− Ozan, Waseem, P. Haigh and I. Darwazeh. “Frequency

Channel Estimation for Spectrally Efficient Frequency Division Multi-

plexing Systems.” Wireless Communications and Networking Confer-

ence (WCNC), 2017 IEEE. IEEE, 2017. (Extended Abstract).

� Awards:

[A01]− Finalist in wireless communication engineering impact awards

from National Instruments in 2017.

[A02]− Best paper award at the IEEE/IET symposium on commu-

nication systems, networks and digital signal processing (CSNDSP)

conference in 2016.
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Chapter 2

Preliminaries of

Non-Orthogonal Signals and

Systems

2.1 Introduction

An SEFDM system saves bandwidth by compressing conventional OFDM

subcarrier spacing beyond the orthogonality limit, thus increasing spectral

efficiency. This spectral efficiency improvement translates directly into a

gain in capacity, which is of paramount importance to network operators

who could use this technique to save 30 to 60 percent signal bandwidth

(depending on the modulation format). Hence, SEFDM becomes a timely

and key technique for future beyond 5G communication systems. However,

improvement in spectral efficiency comes at the expense of self-induced ICI

in the SEFDM signal, which requires more sophisticated receivers (equalizers

and detectors) to retrieve and decode the transmitted signals.

In this chapter, OFDM systems are briefly described in Section 2.2, then

a short summary of the non-orthogonal systems is given in Section 2.3, which

are candidates of beyond 5G systems. After that, the fundamental concept of

SEFDM and its signal model are provided in Section 2.4, and its challenges in

signal generation, channel estimation and signal recovery with all proposed
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solutions are presented in Section 2.5. In addition, a brief description of

Sphere Decoder (SD) and how it is applied in SEFDM systems for signal

detection is detailed in Section 2.5.4.

2.2 OFDM

OFDM systems are a subset of the multicarrier modulation systems, where

the given bandwidth is divided into several low rate orthogonal subcarriers

to form an OFDM symbol that is sent over the channel [22]. In general, an

OFDM signal can be expressed as:

xofdm(t) =
1√
T

∞∑

l=−∞

N−1∑

n=0

sl,n exp (j2πn(t− lT )∆f), (2.1)

where sl,n denotes the complex symbol modulated on the nth subcarrier of

the lth OFDM symbol, N represents the number of subcarriers, T is the

OFDM symbol duration, 1/
√
T is a normalization factor and ∆f = 1/T

is the frequency spacing between two subcarriers as shown in Figure 2.1,

which ensures orthogonality. Orthogonality in OFDM is a crucial factor

for successful operation, as loss of orthogonality leads to interference, which

results in deterioration in Bit Error Rate (BER) performance.

2.3 Non-Orthogonal signals and Systems

OFDM signals have been widely used in various existing systems, such as

Long Term Evolution (LTE) [23], 802.11x [24] and 5G [3, 25]. This widely

accepted paradigm of using orthogonal signals, however, has been challenged

in recent times by considering the use of non-orthogonal signals to enhance

efficiency and scalability [26].

A number of candidate waveform techniques are being considered for be-

yond 5G communications [5, 27], where these new waveform techniques can

be classified into two groups according to their aim. The first group aims
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Figure 2.1: OFDM spectrum of N subcarriers

to either increase transmission rate by reducing the transmission time, such

as FTN [13,16] or enhancing spectral efficiency by saving signal bandwidth,

such as SEFDM [28,29] and Fast-Orthogonal Frequency Division Multiplex-

ing (Fast-OFDM) [30]. The second group aims to reduce the out-of-band

(OOB) spectral leakage, which is achieved by several methods, such as gen-

eralized frequency division multiplexing (GFDM) [31], and Filterbank Based

Multicarrier (FBMC) [32] where each subcarrier is filtered.

In this section, brief introduction of non-orthogonal signals and sys-

tems are provided, which are Fast-OFDM, M-ary Amplitude Shift Keying

(MASK), Overlapped Frequency Division Multiplexing (OvFDM), HC-MCM,

FTN, Filterbank Based Multicarrier (FBMC), Universal Filter Multicar-

rier (UFMC) and Generalized Frequency Division Multiplexing (GFDM).

2.3.1 Fast-OFDM

Fast-OFDM [30, 33] is a subset of SEFDM. Fast-OFDM is one important

and widely discussed approach, in which the spacing between subcarriers is

compressed below the orthogonality limit to 1/2T , where T is the symbol

duration. Unlike OFDM, Fast-OFDM is a non-orthogonal scheme, which

packs twice as many subcarriers into the same spectrum as OFDM, thereby

doubling the spectral efficiency [30]. However, the compression in the fre-
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quency-domain causes interference exclusively from the real part of the signal

to the imaginary part and vice versa, thus limiting the modulation to one di-

mension formats, such as Binary Phase Shift Keying (BPSK) [34]. It should

be noted that BPSK with Fast-OFDM has the same spectral efficiency as

Quadrature Phase Shift Keying (QPSK) with OFDM, but with better power

efficiency.

The continuous time Fast-OFDM signal is expressed as [34]:

xfast−ofdm(t) =
1√
T

∞∑

l=−∞

N−1∑

n=0

dl,n exp

(
j2πn(t− lT )

2T

)
, (2.2)

where dl,n is the one-dimensional modulating signal modulated on the nth

subcarrier of the lth Fast-OFDM symbol, N represents the number of sub-

carriers, T is the Fast-OFDM symbol duration and 1/
√
T is a normalization

factor. Note, the factor of two is included on the numerator and denominator,

to highlight the factor-of-two difference with conventional OFDM.

In order to understand the interference among the subcarriers, the cross

correlation of two arbitrary subcarriers, mth and nth, are found as [34]:

cfast−ofdm(m,n) =
1

T

∫ T

0

exp

(
jπmt

T

)
exp

(
jπnt

T

)∗
dt

=
1

T

∫ T

0

exp

(
jπ(m− n)t

T

)
dt

= sinc (π(m− n)) + j
π(m− n)

2
sinc2

(
π(m− n)

2

)
(2.3)

where the real and imaginary parts are given as [34]:

<(cfast−ofdm(m,n)) =

{
1, m = n

0, m 6= n
(2.4)

=(cfast−ofdm(m,n)) =





0, m = n
π(m− n)

2
sinc2

(
π(m− n)

2

)
, m 6= n

(2.5)

where (<) and (=) are the real and imaginary parts of the complex signal,
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respectively. From (2.4), the real part of the signal is orthogonal among

the subcarriers, where the cross correlation between any two subcarriers are

equal to zero. However, from (2.5), it is clear that interference stemming

from the real part appears on the imaginary part of the signal. Therefore,

Fast-OFDM signal is limited for one dimension modulation formats.

2.3.2 MASK

MASK OFDM is another spectrally efficient waveform proposed in [35],

which is similar to Fast-OFDM. The authors show that orthogonality can be

maintained although the frequency spacing between subcarriers is equal to
1

2T
. However, this waveform is only applicable with one dimensional modu-

lation format, such as BPSK. Therefore, the spectral efficiency of MASK is

equal to that of using QPSK modulation format with OFDM signals. The

MASK OFDM signal is defined as [35]:

xmask−ofdm(t) =
N−1∑

n=0

dn cos

[
2πnt

2T

]
(2.6)

The orthogonality between the subcarriers is verified by finding the cross

correlation of two subcarriers, which is given by [35]:

cmask−ofdm(m,n) =

∫ T

0

cos

(
jπmt

T

)
cos

(
jπnt

T

)∗
dt = 0, m 6= n (2.7)

Similar to Fast-OFDM, the MASK OFDM signal saves the bandwidth

by 50% in comparison to the conventional OFDM using BPSK modulation.

Unlike Fast-OFDM, the MASK OFDM consists only of a real signal, where

the cosine function is used for modulation. Therefore, the signal is mod-

ulated and demodulated using Inverse Discrete Cosine Transform (IDCT)

and Discrete Cosine Transform (DCT), respectively. In terms of ease of

implementation, Fast-OFDM is more practical because it is modulated and

demodulated using Inverse Fast Fourier Transform (IFFT) and Fast Fourier

Transform (FFT), respectively [36].
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2.3.3 OvFDM

OvFDM [37], is a non-orthogonal spectrally efficient system where the funda-

mental concept of its signal is similar to (based on) that of SEFDM systems,

however with different methods for signal generation and detection. The

OvFDM signals generation process is composed of a two-stage modulation

process. The first stage of OvFDM signal generator, is a pre-coding stage,

which is a multiplication process between the complex data symbols and a

frequency-domain overlapping matrix [37]. While the second stage, is an

Inverse Discrete Fourier Transform (IDFT) process of the resulting signal of

the first stage [37]. The reason of using the pre-coding stage, is to modify the

complex symbols, thus the modulated signal after the IDFT process, is non-

orthogonally overlapped and hence, occupies less bandwidth compared to the

orthogonal signals [37]. In addition, the OvFDM system in [37], investigates

the employment of CP and ZP on the system performance [37]. For signal

detection at the receiver, Maximum Likelihood Sequential Detection (MLSD)

is used to retrieve the transmitted data [37].

In terms of computational complexity, the OvFDM is more complex com-

pared to SEFDM system. Where in SEFDM, the signals can be generated

using a single stage transmitter, which is a single IDFT with only minor mod-

ifications to the conventional OFDM signal generation. In addition, the use

of MLSD at the receiver to detect the OvFDM signals, restricts the number

of subcarriers and modulation format. This is due to the exponential increase

in computational complexity of the receivers with the number of subcarriers

and the modulation format order.

2.3.4 HC-MCM

HC-MCM is another non-orthogonal multicarrier system [19], which is based

on a similar concept to SEFDM and FTN, where enhanced spectral effi-

ciency is acheived by either reducing the subcarrier spacing or decreasing

the transmission time for OFDM symbols. In terms of signal generation and

reception, similar techniques of those used in SEFDM systems, are applied

in HC-MCM, where single IDFT is used for signal modulation. The work in
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[19], focuses on finding the spectral efficiency and the minimum Euclidean

distance for the HC-MCM symbols for different compression factors. For sig-

nal detection, Maximum Likelihood (ML) is used at the receiver to retrieve

the transmitted data, which results in a complex system, thus, only four

subcarriers were used for system evaluation. Further work on HC-MCM, (i)

replace the conventional OFDM signals with the HC-MCM signals in order

to enhance the spectral efficiency [38], (ii) investigate the use of continuous

phase modulation with HC-MCM systems [39], and (iii) propose decoder

similar to the sphere decoder [40], which is composed of two-stage, where the

first stage provides a preliminary decision and the second stage is to make

the final decision and recover the transmitted data.

2.3.5 Faster-Than-Nyquist

FTN, is a spectrally efficient technique that traces back to 1975 [41], in which

the data symbols in the time-domain with period T are sent faster within a

time period equal to τT , thus, the FTN symbols period is equal to τT , where

τ < 1 is a time acceleration factor. This results in introducing Inter Symbol

Interference (ISI) between the symbols in the time-domain, and therefore, the

symbols are no longer orthogonal. Despite that, the signals can be sent faster

by upto 25% (i.e. τ = 0.802 as derived by Mazo in [41]), than the Nyquist

rate without degrading the error rate performance [16, 41]. After that, the

concept of compressing the symbol in the time-domain has been extended

to multicarrier systems and hence, the new system is called multi-stream

FTN [42–44]. At the multi-stream FTN transmitters, two-stage FTN map-

per and modulator is used [42], in a similar method to OvFDM system. The

first stage, the FTN mapper, is responsible of projecting the symbols onto or-

thonormal basis function [43]. Thus the output of the second stage, the IFFT

output, are the multi-stream FTN signals. At the receiver, an iterative de-

coder utilizing the Bahl, Cocke, Jelinek and Raviv (BCJR) decoder is used

to recover the transmitted data [43]. The iterative decoder comprises two

parts, (i) the outer decoder, and (ii) the inner decoder. The outer decoder

is simply the BCJR decoder, while the inner decoder performs soft output
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calculation, successive interference cancellation, and the Log-Likelihood Ra-

tio (LLR) calculation (demapping) [43]. The hardware implenetations of this

design, is reported in the work of [44].

Furthermore, the concepts of compressing the symbols in time-domain

as in FTN system, and compressing the subcarriers in frequency-domain as

in SEFDM, are extended to time-frequency-domain compressed multicarrier

signals. This can be seen as combining two non-orthogonal systems, SEFDM

and FTN, in one non-orthogonal multicarrier system termed time-frequency

packing [45]. In the time-frequency packing, (i) the concept of compressing

the subcarriers, of multicarrier systems, beyond the orthogonality limit is

taken from the SEFDM system, (ii) while the concept of compressing the

consecutive symbols in time-domain is taken from the FTN systems.

2.3.6 FBMC

In conventional OFDM, the signal element in the time-domain is a rectan-

gular pulse based and hence, the modulated subcarriers have sinc shape in

the frequency-domain. Therefore, the subcarriers of an OFDM signal, causes

spectral leakage at neighbouring bands, Out-Of-Band (OOB) radiation, in

the frequency-domain [32]. In FBMC, each subcarrier is pulse shaped in-

dividually and hence, the OOB radiation between frequency sub-bands is

eliminated [32]. However, interference between the real and imaginary parts

of the signal is introduced [32]. Therefore, Offset Quadrature Amplitude

Modulation (OQAM) modulation format is used in FBMC system instead

of the Quadrature Amplitude Multiplexing (QAM). In OQAM, the real and

imaginary parts are separated, where the imaginary part of the complex

signal is delayed by half the symbol duration in time.

2.3.7 UFMC

In FBMC, where each subcarrier is pulse shaped individually, hence, the

length of the filter impulse response will be long compared to the symbols

period. Typically, the filter length is four times the symbols duration [31].

Therefore, high latency will be introduced in the FBMC system. To overcome
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this issue, a different multicarrier technique, termed UFMC is proposed to

reduce the OOB radiation, with shorter filter impulse response compared to

FBMC [46].

In UFMC, a group of subcarriers is filtered together instead of filtering

each subcarrier individually [31, 46]. Therefore, the filter impulse response

of UFMC is short. This means, unlike FBMC, UFMC is suitable for low

latency scenarios.

2.3.8 GFDM

Like FBMC, each subcarrier in GFDM is filtered to result in significant

reduction of the OOB radiation between the frequency sub-bands. Unlike

FBMC, QAM modulation format is used in GFDM systems [31]. Thus,

the self-induced interference among subcarriers due to the filtering of each

subcarrier, is eliminated with interference cancellation receivers [31].

2.4 The SEFDM Concept and Signal Model

In SEFDM, the separation between subcarriers is reduced below the Nyquist

criteria by a factor (α) as shown in Figure 2.2, where α 6 1, resulting in

enhanced bandwidth utilization compared to OFDM. However, this leads to

self-induced ICI in SEFDM signals, which in turn requires more sophisticated

detectors to recover the transmitted data. The SEFDM signal consists of a

stream of symbols, where each symbol carries N complex data symbols. Each

complex symbol is modulated onto one subcarrier. Therefore, the overall

continuous time-domain SEFDM signal xsefdm(t), consisting of l SEFDM

symbols, is expressed as [15]:

xsefdm(t) =
1√
T

∞∑

l=−∞

N−1∑

m=0

sl,n exp

(
j2πnα(t− lT )

T

)
(2.8)

The key difference between OFDM (2.1) and SEFDM is the bandwidth com-

pression factor, α. SEFDM offers a bandwidth saving equal to ((1−α)× total

bandwidth), compared to OFDM operates at the same transmission rate.
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Figure 2.2: SEFDM spectrum of N subcarriers

Setting l = 1 and considering a sampling period of ts = T/Q, where

Q = ρN and ρ is the oversampling factor, the discrete time-sampled SEFDM

data symbol is represented by

xsefdm(k) =
1√
Q

Q−1∑

n=0

sn exp

(
j2παnk

Q

)
(2.9)

where k = [0, 1, 2, ..., Q − 1] is the index of the time samples in an SEFDM

symbol.

Moreover, the discrete SEFDM data symbol can be given in matrix form

as:

xsefdm = Fs (2.10)

where xsefdm represents a Q-dimensional vector of a sampled SEFDM symbol

in the time-domain, s is an N -dimensional vector of a sampled input data

signal in the frequency-domain and F is a Q × N matrix representing the

sampled carrier matrix. The matrix elements of F are given by Fk,n =
1√
Q

exp (j2παnk/Q).
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Figure 2.3: SEFDM signal generation based on single IDFT

2.5 SEFDM Challenges

SEFDM is not without its challenges though, since the self-induced ICI gen-

erated between the subcarriers due to the bandwidth compression, requires

more sophisticated generation and recovery techniques [8].

2.5.1 Signal Generation

The conventional method of generating the SEFDM signals is using a bank

of modulators [8], where each modulator runs at a different subcarrier fre-

quency. However, the sensitivity of such system to frequency offsets increases

with the number of subcarriers [47]. In addition, considering systems with

large number of subcarriers, the modulation process bcomes cumbersome

[47]. Therefore, a simple method utilizing IDFT blocks is proposed in [47] to

simplify the SEFDM signal generation.

2.5.1.1 SEFDM generation using IDFT

The first SEFDM signal generation method is based on using an IDFT of size

(V = dQ/αc) as shown in Figure 2.3. Where (d∗c) is the round function that
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find the nearest integer number. Thus, the value of V has to be an integer,

which restricts both Q and α. Out of these V input values, N is the number

of active subcarriers, while the remaining (V −N) are fed with zeros, hence,

the input to the IDFT is given by:

s̃n =



sn , 0 ≤ n ≤ N − 1

0 , N ≤ n ≤ Q− 1

0 , Q ≤ n ≤ V − 1


 (2.11)

where the zeros of size (Q − N), in the second line of (2.11), refer to the

oversampling zeros and the zeros in the third line depict the required padded

zeros at the input of IDFT to generate the SEFDM signal. At the output of

the IDFT, the same number of (V −Q) = ((1-α)/α)×Q samples are discarded

as depicted in Figure 2.3, while the Q samples are taken forward to make up

a single SEFDM symbol. The SEFDM signal expression in the new format

after substituting (V = Q/α) in (2.9) is given as:

x̃sefdm(k) =
1√
Q

V−1∑

n=0

s̃n exp

(
j2πnk

V

)
(2.12)

where k = [0, 1, 2, ..., Q − 1] is the index of the time samples in an SEFDM

symbol.

2.5.1.2 SEFDM transmitters

SEFDM transmitters were designed and implemented in FPGA to prove the

practicability of signal generation in SEFDM systems. In [48, 49], FPGA

designs of SEFDM signal were presented, where the designs were based on

the multiple IDFTs method [47].

Other works on SEFDM systems show some modifications at the point

of signal generation for the purposes of reducing out-of-band- emission by

filtering each subcarrier [50]; optimizing the SEFDM signal shape to enhance

the spectral and energy efficiencies [9]; minimizing Peak-to-Average Power-

Ratio (PAPR) using time windowing [51] or applying tone reservation method

[52]; in addition, the precoding technique in [53], was introduced at the
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transmitter to reduce the receiver computational complexity.

2.5.2 Self-induced ICI characterization

The self-induced ICI can be studied by finding the cross correlation among

subcarriers. In which, the interference contribution of a subcarrier to the rest

of the subcarriers in the SEFDM symbols are characterized. The work in [54],

provides a full study of the ICI in the SEFDM signals and its mathematical

modelling. The interference modeeling is given in the correlation matrix C

[54], where its components can be found as:

C(l,n) = ΦH
(l,p)Φ(p,n)

=
1

Q

Q−1∑

p=0

exp

[−j2παlp
Q

]
exp

[
j2παpn

Q

]

=
1

Q

Q−1∑

p=0

exp

[−j2πα(l − n)p

Q

]

=





1, l = n

1

Q

Q−1∑

p=0

exp

[−j2πα(l − n)p

Q

]
, l 6= n

=





1, l = n

1

Q


1− exp [−jπα (l − n)]

1− exp
[
−jπα(l−n)

Q

]


 , l 6= n

(2.13)

where the l and n are the indices of the row and column of the correlation

matrix. The matrix quantifies the interference contribution on the lth sub-

carrier from its neighbouring nth subcarriers. From (2.13), it can be noticed

that two parameters affecting the interference coefficients in the correlation

matrix are the number of subcarriers (Q) in the SEFDM symbols and the

compression factor α.
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2.5.3 Channel Estimation

SEFDM channel estimation is challenging due to the combined self-created

ICI and multipath effects. In [11] and [15], channel estimation was carried out

in the time-domain. It has been shown that time-domain channel estimation

techniques provide a good estimate, and subsequently, a good equalization

of the channel [12]. In addition, Partial Channel Estimation (PCE) is used

to enhance channel estimation in the time-domain [15]. In this method, only

the orthogonal subcarriers in the SEFDM signals are used for estimation

and then, interpolation is used to find the channel estimate at each sub-

carrier [15]. However, the computational complexity of these time-domain

method, is relatively high, since time-domain estimation requires a matrix

inversion operation to perform the de-convolution process needed to estimate

the channel [12]. In principle, the same performance should be achievable in

the frequency-domain.

Xu and Darwazeh (2017), reported that the Mean Square Error (MSE)

reaches an error floor at high Eb/No values, when channels are estimated

using SEFDM pilots with a CP in frequency-domain [12]. Furthermore, work

in optical SEFDM [55] uses OFDM pilot symbols to estimate the channel.

This is followed by an interpolation process of the estimated Channel State

Information (CSI), which is used to compute the CSI for the compressed

subcarriers in SEFDM signals. In addition, Fan et al., argued that there is a

gap in the design and implementation of techniques which focus specifically

on effective channel estimation in non-orthogonal systems [13].

More recently, a new method utilizing OFDM symbols was used to esti-

mate channel characteristics, where a pilot OFDM symbol is sent at the start

of every frame followed by SEFDM data symbols [14,56]. The orthogonal pi-

lot symbols have the same bandwidth as the SEFDM symbols, however, the

OFDM symbols are longer in time compared to SEFDM symbols. The new

designed OFDM pilot symbols, have the same number of active subcarriers

and the same subcarriers location in the frequency-domain as the SEFDM

symbols, hence, no interpolation is needed at the receiver. However, due to

the increase in the pilot symbol duration in time-domain, modifications in
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the standard resource blocks, such as LTE resource blocks, are needed. In

addition, this increase in time-domain causes slight reduction in the data

rate of SEFDM systems.

2.5.4 Detection in SEFDM systems

Despite the self-generated ICI, the ML technique achieves the optimal er-

ror rate performance [8]. However, the computational complexity of the ML

increases exponentially with the number of the subcarriers and the cardi-

nality of modulation-mapping scheme. Linear detectors such as Zero Forc-

ing (ZF) and Minimum Mean Square Error (MMSE) present significantly in-

ferior error rate performances in comparison to ML detectors because of the

ill-conditioning interference matrix in SEFDM systems [8]. Another detection

technique termed Truncated Singular Value Decomposition (TSVD), which

was reported in [57], shows superior error rate performance compared to ZF

and MMSE detectors, while maintaining a fixed computational complexity

for the SEFDM system. However, TSVD offers sub-optimal performance in

comparison to ML detectors.

Sphere decoders, were deployed in SEFDM systems, firstly in [8], where

optimum performance with lower computational complexity compared to ML

is offered. However, SD suffers from variable complexity, which is dependent

on system parameters (number of active subcarriers, N , and the compres-

sion factor, α), and noise level. Therefore, a Fixed Sphere Decoder (FSD)

was introduced in SEFDM systems in [58], which fixes the number of visited

branches in every level of the searching tree and hence, removes some of the

computational complexity of the decoder. Although SD outperforms FSD in

terms of error rate performance, the fixed complexity property of FSD makes

it more attractive for practical implementation in hardware platforms. On

the other hand, by limiting the number of node visits in the FSD, the BER

performance degrades in some cases, such as for a high level of noise and

also low values of α. Therefore, linear detectors are used jointly with FSD to

enhance the BER performance, while maintaining a similar level of compu-

tational complexity as in FSD. The linear detectors will be used to specify
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how many branches will be visited at each level of the tree by calculating

the initial estimate of the transmitted symbols, hence, FSD adapts its nodes

visits to the noise level and α factor accordingly. For example, ZF and TSVD

were combined with FSD in [57], then an ID was deployed with FSD in [59]

to enhance the initial estimate of the transmitted symbols, also, the work of

hybrid ID-FSD was applied in [60] to detect SEFDM symbols over optical

communication links.

Another detector design in [61] redefines the ML searching area into a

Semi-Definite Programming (SDP) by reformulating the ML detection steps

into SDP detection problem, which trades the computational complexity for

performance optimality in SEFDM receivers. In addition, two-step detectors

were introduced to enhance the performance of the sub-optimum detectors,

such as in MMSE-ML [62], SDP-ML [61] and SDP-SD [63]. Another tech-

nique was proposed to precode the transmitted signals, hence, reduce the

computational complexity at the receiver, where only the subcarriers with

low Eigenvalues were decoded by ML while ZF detection was applied for the

remanining subcarriers [53]. The work in [64], was proposed to exploit the

machine learning base detection in SEFDM systems.

The aforementioned detector designs depict uncoded SEFDM systems,

where the main targets were either to reduce the computational complexity

of optimum detectors, or to improve the BER performance of sub-optimum

detectors. Those detectors, imposed restrictions on choosing system param-

eters, such as α and N , also, they were limited to low order modulations

(BPSK and QPSK). Moreover, 4G was launched using OFDM as the system

modulation scheme for downlink with N = 1200, up to 64-Quadrature Am-

plitude Multiplexing (64-QAM) with one tap equalizer. Therefore, to make

SEFDM a valid modulation scheme for future generations of communica-

tion systems, the above system parameters were to be followed in the second

generation of SEFDM systems [29], as explained in the next paragraph.

In the second generation of SEFDM systems, channel coding was firstly

introduced in 2014 [65], where recursive convolutional coding with code rate

Rc = 1/2, forward polynomial G1 = 1 + D + D2 and feedback polynomial

G2 = 1 + D2. For signal detection, an ID based on the turbo equalization

47



Chapter 2. Preliminaries of Non-Orthogonal Signals and Systems

technique with interference canceller was implemented to recover the trans-

mitted data. The fundamental idea of an ID is that the soft-decoded data

with the knowledge of the correlation matrix were used to estimate the in-

terference among subcarriers and then, subtract this interference from the

original signal before being passed to the next iteration; repetition of this

process enhances the estimation of the transmitted signal, however, the ID

introduces processing delay in every extra iteration being processed, while

providing improved BER. Where the computational complexity of each iter-

ation of the ID processes is independent of the modulation format, number

of subcarrier and the compression factor, restrictions on choosing the num-

ber of subcarriers in SEFDM symbols, N , and α are relaxed. In addition,

employment of different types, of channel coding in SEFDM systems were

further investigated in [66–68], such as convolutional, Reed-Solomon (RS),

turbo, serial concatenation and Low-Density Parity Check (LDPC) codes.

Experimental offline testbeds utilizing the turbo equalization technique

with an interference canceller were implemented in SEFDM systems to evalu-

ate the performance of Long Term Evolution-Advanced (LTE-A) like SEFDM

in [12] and to evaluate SEFDM signals in radio-over-fiber scenarios at 2.4

GHz [69] and 60 GHz [70]. The experimental evaluation of the testbeds

shows that SEFDM outperforms OFDM in terms of error rate performance,

however, with additional fixed latency introduced by the iterative decoder.

Finally, two real-time detectors were implemented in FPGAs, where the first

one is a TSVD detector [71] while the second detector uses FSD, with 16

subcarriers [72].

2.5.4.1 Detecting SEFDM Signal Using Sphere Decoder

The SD achieves a similar BER performance to the ML, with reduced com-

plexity by searching for the solution among the candidate points within a

predefined sphere radius, where the search is constrained by an initial ra-

dius, as long as the sphere search space of the SD is a part of the all-possible

combinations symbols for the ML search space.

Figure 2.4 depicts a searching tree that demonstrates the SD operation;
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Figure 2.4: The sphere decoder tree search of BPSK constellation for 4-subcar-
reris SEFDM systems

where the size of the searching tree varies according to N and the constel-

lation size. The number of levels is equal to N and the index present at

the right side of Figure 2.4 is the index of SEFDM subcarriers. The num-

ber of branches that come out from every node at each level is equal to the

cardinality of the mapping process, which is BPSK in this example that is

represented by 2 points in the constellation diagram [-1, 1]. For ML decoders,

the optimal solution is found after searching all the nodes in the tree, which

cover all the possible combinations of the transmitted symbols. In contrast,

a partial search is performed using the SD, where the nodes within a prede-

fined sphere-space are tested, while the rest of nodes are discarded from the

searching space. The solid arrows depict the nodes that appear inside the

search space that is being tested. The dashed arrows illustrate the nodes that

are found outside the search space, hence, excluded from the search process.

The blue arrows in the diagram (backward transition) depicts that the search

process at this branch is terminated and discarded with all its corresponding

successors.

The initial radius determines the complexity of the SD as it specifies

the search space of the SD. It is important to note that the probability

of achieving the optimal result would be reduced if the initial radius has

a low value, although, a reduction in computational complexity would be

yielded. However, a large radius will give a better BER performance at

the expense of increasing the computational complexity of the SD detector.

Trade off between complexity of SD and the BER performance should be
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considered. From Figure 2.4, it can be deduced that the throughput of an

SEFDM system using SD for signal detection is higher than the throughput

of the same system using ML, where the figure shows only 9 out of 31 points

are tested using SD, while ML tests the entire searching tree.

For the SEFDM signals, the initial radius of the search space, g, is deter-

mined by finding the distance between the received symbol, r, and the zero

forcing estimate, szf , which is found using szf = bC−1re. The initial radius

is found by the following equation [36]:

g =‖ r−Cszf ‖2, (2.14)

then the optimal estimation is obtained using the equation [36,57]:

ssd = arg min
s∈MN

‖ r−Cs ‖2≤ g, (2.15)

where C is the correlation matrix, s is all the possible combinations of the

transmitted SEFDM symbols and ssd is the estimated signal. In order to

simplify the calculation, the norm argument in (2.15) is expanded and then

p = C−1r is substituted, (2.15) is represented as [36,57]:

ssd = arg min
s∈MN

{(p− s)?C?C(p− s)} ≤ g (2.16)

where p is the unconstrained ML estimate of s [36].

Using Cholesky decomposition, the Euclidean distance calculation of (2.16)

is simplified. The decomposition is carried out by chol{C?C} = L?L [36,73],

where L is a N ×N upper triangular matrix, then (2.15) is written as [57]:

ssd = arg min
s∈MN

‖ L(p− s)) ‖2≤ g, (2.17)

Due to the triangular structure of the matrix L, the processes of finding

the optimal solution can be divided into N steps, where each step corre-

sponds to a dimension (a subcarrier in SEFDM signals), hence, (2.17) can
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be expanded as [36]:

g ≥ (lN,N(pN − sN))2

+ (lN−1,N−1(pN−1 − sN−1) + lN−1,N(pN − sN))2

+ . . .

(2.18)

where the term in the first line at the right hand, represents the expression of

the level N , and the second line represents the expression of the level N − 1.

The SD algorithm tests the nodes that satisfy the constraint condition to

find the best solution. The algorithm starts searching at the level N then

moves down to root level in the search tree, which is the level 1. At each

level, the radius will be updated and only the nodes that satisfy equation

(2.17) are kept. After that, by dividing the N -dimensional hyper-sphere into

N one-dimensional spheres each square term in (2.18) is easily analysed. The

expression for the N th term is represented by [36]:

l2N,N(pN − sN)2 ≤ gN (2.19)

where gN = g at the N th level. Then the search area of the N th level is found

from (2.19) as [36]:

d−
√
gN

lN,N
+ pNe ≤ sN ≤ b

√
gN

lN,N
+ pNc (2.20)

where d?e and b?c give the closest integer value that is larger and smaller from

the given value, respectively; the reason of using these function is because

the constellation is assumed to be with integer values. The point pN is the

center of the searching are within a circle of radius equal to

√
gN

lN,N
, which

contains the candidate solutions of sN . Then the radius for the next level

N − 1th is updated in (2.21) depending on the previous level N th:

gN−1 = gN − l2N,N(pN − sN)2. (2.21)
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The second line of the inequality expression of (2.18) is represented as:

(lN−1,N−1(pN−1 − sN−1) + lN−1,N(pN − sN))2 ≤ gN−1. (2.22)

which yields the upper and lower bounds:

d−
√
gN−1 − lN−1,N(pN − sN)

lN−1,N−1

+ pN−1e ≤ sN

≤ b
√
gN−1 − lN−1,N(pN − sN)

lN−1,N−1

+ pN−1c
(2.23)

After finding the possible candidate solutions in N th and N − 1th dimen-

sions in (2.20) and (2.23), respectively, similar enumerations are applied to

the lower levels to find the possible solutions. The processes are repeated un-

til the last level in the search tree, which is level one. The general expressions

to find the search space at the ith level are written as [36]:

gi = g −
N∑

j=i+1

l2j,j(ζj − sj)2 (2.24)

gi−1 = gi − l2i,i(ζi − si)2 (2.25)

ζi = pi −
N∑

j=i+1

li,j
li,i

(pj − sj)2 (2.26)

where equation (2.24) and (2.25) represent the needed calculations to update

the search radius at each level. Equation (2.24), depicts how to find the radius

at the ith level and equation (2.25) provides the needed calculation to find

the radius at level i− 1th out of level ith. After meeting the condition in the
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following equation:

‖ r−Cs ‖2=
N∑

i=1

l2i,i(ζi − si)2 ≤ g (2.27)

the best solution is given as a vector of length N at the last level, which is

the detected transmitted symbol [36].

2.6 Conclusions

This chapter aimed to provide a brief description for several multicarrier sig-

nals and systems with focus on the non-orthogonal ones. The well-known

OFDM signals and systems was illustrated at the beginning of the chapter

for two reasons, (i) due to its importance in current existing systems, such as

4G, 802.11x and more recently 5G, (ii) due to its rule as a benchmark against

which new signals and systems may be evaluated and compared. Then, the

chapter carried on providing a summary of potential waveforms candidates

for beyond 5G systems. Most of these candidates are non-orthogonal wave-

forms with aim to provide enhancements over the existing OFDM signals in

different sectors, such as the data rate, spectral efficiency and out-of-band

leakage.

After that, SEFDM concept and signal model were presented. SEFDM

is non-orthogonal signals that provides a transmission rate equal to that of

the OFDM signals, however, with lower bandwidth requirements. This is

achieved by compressing the frequency spacing between the subcarriers and

hence, reducing the total bandwidth of the SEFDM signals. In this chapter,

the SEFDM challenges in signal generation, channel estimation and signal

detection with solutions were reported to date. Furthermore, the application

of a SD for SEFDM signal detection has been presented.

The experimental work in SEFDM systems has been carried out using

offline systems only. Therefore, the next chapter of this thesis demonstrates

the design and implementation of the SEFDM experimental testbed. In ad-

dition, the chapter presents the system performance evaluation of SEFDM
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system in real-time using OFDM pilot symbols for frequency-domain chan-

nel estimation and using ID for signal detection. Furthermore, the chapter

demonstrates the ID pipelining design and implementation in SDR to reduce

the overall system detection latency and to improve the throughput.
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Experimental SEFDM Iterative

Detection

3.1 Introduction

One of the most significant disadvantages in SEFDM systems is the com-

putational complexity requirements of the receiver [61], where only offline

testbeds were implemented. These high computational complexity receivers

are due to two main reasons: first, the channel estimation and equalization

were applied in the time-domain only that requires matrix inversions, such

as in [12]. Second, the high latency introduced by SEFDM decoders, where

either SDs were utilized to undo the self-induced ICI [58], or IDs have been

demonstrated in the literature which are relatively low complexity in com-

parison [65] and [10], but introduce significant latency, due to their iterative

nature.

The successful employment of the orthogonal frequency-domain channel

estimation in real-time that was proposed in [56, 74, 75] and introduced and

discussed in Section 4.7 of this thesis, encouraged us to realize and build

a complete SEFDM system in real-time. Therefore, for the first time, a

pipelined ID structure is proposed to reduce the latency due to the iteration

in ID, and hence increase throughput at the cost of additional computational

complexity. This chapter demonstrates that, with no loss in performance in
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comparison to traditional implementations of SEFDM with an ID, latency

can be reduced linearly with the number of pipelined stages.

The chapter presents the following novel contribution: (i) proposal and

design of a pipeline iterative decoder for the SEFDM systems; (ii) a complete

real-time system implementation in SDR; and (iii) testing the implemented

system with realistic RF fading channel model using channel emulator.

It should be noted, that the new scheme of the channel estimation that

uses OFDM pilot symbols is designed by a collaborative colleague. However,

the contribution in this chapter, is the implementation of the new OFDM

pilot scheme for the channel estimation in SDR.

The outline of this chapter: The system transmitter specifications, frame

structures and system setup are detailed in Section 3.2. In Section 3.3, a full

receiver design description of the SEFDM testbed is given, which includes:

(i) synchronization and channel estimation and equalization are provided in

Section 3.3.1; (ii) the ID interference cancellation mechanism utilizing the

interference matrix is described in Section 3.3.2; (iv) the correlation matrix

generation and interference estimation are given in 3.3.3; (v) the pipeline

processing of the decoder is detailed and described in Section 3.3.4. The

experimental testbed setup with the fading channel models parameters and

the system performance are provided in Section 3.4. The system platform

parameters and their effects are given in Section 3.5 and then this chapter is

concluded in Section 3.6.

3.2 Signal Generation, System Transmitter

Design and Setup

In this section, signal generation, frame structures and system transmitter

design and setup are described. Figure 3.1, sketched in blue colour, depicts

the schematic block diagram of the transmitter setup. In Section 3.2.1, notes

on SEFDM signal model is provided. The system transmitter design using

SEFDM signals for data and pilot symbols and their frame structure design

are presented in Section 3.2.2. The system transmitter utilizes SEFDM sym-
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bols to carry data while using OFDM for pilot symbols, which is used for

channel estimation purpose is detailed in Section 3.2.3, in addition, the sub-

section provides the frame structure design using the OFDM pilot symbols.

At the end of this section, the system parameters are given in Section 3.2.4.

3.2.1 SEFDM signal model

The SEFDM signal model is described fully with mathematical representa-

tions in Section 2.4 of this thesis. In addition, Section 4.4 of this thesis

provides full details of the mathematical representation and signal descrip-

tion of SEFDM with CP. However, this chapter provides the full description

of a complete SEFDM system implementation in SDR.

3.2.2 SEFDM data and pilot symbols generation

In this section, the data and pilot symbols generation using SEFDM are

detailed.

3.2.2.1 SEFDM data symbol generation.

For the SEFDM data symbol generation, a stream of pseudorandom bits d

is generated before channel coding. The experiment in this chapter, employs

a recursive systematic convolutional coder with code rate Rc = 1/2, with

forward polynomial G1 = 1 +D+D2 and feedback polynomial G2 = 1 +D2

[65]. This is followed by a block interleaver before being mapped onto the

appropriate constellation. In this chapter, the system is tested using BPSK,

QPSK and 8-Phase Shift Keying (8-PSK) modulation formats.

In order to generate the SEFDM symbols, the mapped data symbols,

s, are divided into parallel streams by a serial-to-parallel converter. The

parallel streams are fed to an IDFT of size Q/α, however, only Q samples are

passed to a parallel to serial process. Each Q samples constructs an SEFDM

symbols in the time-domain. After that, a CP is added at the beginning of

every transmitted symbol. These processes are shown in Figure 3.1 in the

SEFDM symbols generation part.
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3.2.2.2 SEFDM pilot symbols generation

A stream of pseudorandom bits is used to generate the pilot symbols for

the experimental work presented in this chapter. The bits are mapped onto

the appropriate modulation format. After that, the complex symbols are

converted to parallel streams then fed to an IDFT to generate the SEFDM

symbols in the same manner of generating the SEFDM data symbols [74].

3.2.2.3 Frame structure I.

For the case of using SEFDM for pilot and data symbols, the frame structure

of the radio frame is similar to those of LTE, which consists of ten equally

sized subframes, each of length 1 ms and consists of two time slots. In this

chapter, normal CP length is considered and hence, in every time slot, there

are seven symbols. A resource block of using SEFDM symbols is depicted in

Figure 3.2.

Figure 3.2: A resource block of the transmitted frame using SEFDM symbols

Every LTE resource block consists of 12 subcarriers and where each sub-

carrier width ∆f = 15 KHz, hence the bandwidth of the LTE resource block
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is 180 KHz. However, using SEFDM signals the bandwidth of each resource

block is compressed by the factor α, which is equal to 180× α KHz.

3.2.3 SEFDM systems with OFDM pilot symbols

The work in [75] proposes a new channel estimation scheme, which allows

using orthogonal pilot symbols for channel estimation, while using SEFDM

symbols to convey data. Hence, this pilot scheme is investigated and its

performance is compared to the case of using SEFDM pilot symbols.

 f
0

f
1

f
2

f
3

Subcarriers' index

0

0.5

1

P
S

D

f
0

f
1

f
2

f
3

0

0.5

1

P
S

D

ICI

(b)
SEFDM

(a)
OFDM

Figure 3.3: Conceptual illustration of subcarriers in (a) OFDM pilot symbols
and (b) SEFDM symbols with α = 0.75

3.2.3.1 OFDM pilot symbols generation

The OFDM pilot symbols are generated by passing the complex pilot symbols

into an IDFT of size Q/α. Then, the output time samples of the IDFT are

passed to a parallel to serial process, then CP is added at the beginning of the

symbols. This is depicted in Figure 3.1 in the OFDM pilot symbol generation

part. Where the OFDM pilot symbols are longer in time compared to the

SEFDM symbols, hence their transmission rate at each subcarrier is lower
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than that of the SEFDM. Thus, the OFDM subcarriers are interference-

free. A comparison of the OFDM subcarriers to the SEFDM subcarriers is

depicted in Figure 3.3. From the figure, it can be noticed that the OFDM

subcarriers and SEFDM subcarriers are located at the same positions and

hence no interpolation process is needed to obtain the channel estimates.

3.2.3.2 Frame structure II

For the second frame structre using OFDM for pilot symbols while using

SEFDM symbols to carry data, the number of subframes and time slots

in each frame is maintained the same. However, the first symbol of each

subframe is an OFDM symbol. This is at the expense of slight increase in

the time duration of the pilot symbol, which is dependent on the α factor.

Therefore, a new frame structure should be considered [75] for each α. The

frame structure of the OFDM pilot symbols and SEFDM data symbols is

depicted in Figure 3.4. In general, the symbols are transmitted in subframes

of 14 symbols, where each frame consists of a pilot symbol followed by 13

data symbols.

3.2.4 System transceiver and parameters

In the final stage of the transmitter, the complex baseband signal, Xk, is

fed to the aforementioned Universal Software Radio Peripheral (USRP) to

perform Digital to Analog (D/A) conversion and up-conversion to the 2 GHz

band. Table 3.1 depicts the system parameters of this experiment. The

RF signal is transmitted through a VR5 channel emulator. Then, the signal

output of the VR5 is fed to the USRP receiver to deliver the baseband digital

domain signal [14].

3.3 Receiver Description

In this section, the receiver design including channel estimation and equal-

ization, iterative decoding and the pipelining processing are given.
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Figure 3.4: A resource block of the transmitted frame using OFDM pilot symbols
and SEFDM data symbols

Table 3.1: Experimental system specifications

Parameters Values

Centre carrier frequency 2 GHz
Sampling frequency 30.72 MHz
Signal bandwidth 18 MHz
Values of α 1 (OFDM); 0.9; ...; 0.4
Subcarrier baseband bandwidth 15 kHz
Subcarrier spacing α×15 kHz
SEFDM symbol size 2048
Cyclic prefix 128 time samples
Modulation scheme BPSK; QPSK; 8-PSK

3.3.1 Synchronization and channel estimation and equal-

ization

A Schmidl and Cox [76] synchronization is applied in this experiment, where

two identical timing sequences are added at the start of each frame to esti-

mate the first sample of the data symbols.
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Following this, the CP is removed from the received symbols and the first

symbol of r, the OFDM pilot symbol is fed to a zero forcing channel esti-

mator. Consequently, the channel estimator output with the data symbols

are fed to a one-tap equalizer to mitigate the phase and amplitude distor-

tion of the received data symbols. In this experiment, channel estimation

and equalization are applied in the frequency-domain instead of the time-

domain ones. This is to reduce the computational complexity required for

time-domain channel estimation and equalization, and hence, providing steps

towards enabling real-time SEFDM applications.

The mathematical expressions for channel estimation and equalization

of SEFDM using CP are provided in Section 4.4.3. While the mathemati-

cal representation and expression of using OFDM pilot symbols for channel

estimation is given in Section 4.7.

3.3.2 Iterative detector with interference canceller

At the detection stage, an iterative detector with an interference canceller

are utilized to retrieve the data. The equalized signal, Y is de-mapped and

de-interleaved before viterbi decoding. Next, the recovered decoded data in

combination with the knowledge of the correlation matrix are used to es-

timate the interference, Sint, generated in SEFDM due to the compression

of the subcarriers spacing in the frequency-domain. The correlation matrix

contains information about the contribution of the interference from all the

subcarriers to each subcarrier [54]. After subtracting the estimated interfer-

ence, the signal, R′ is sent to the next iteration to get an enhanced version

of the estimated signal (the signal has lower level of interference); repetition

of this process leads to a better signal estimates. A buffer stores the equal-

ized symbols, Y until a specified number of iterations have been performed.

Figure 3.1 depicts the interference cancellation mechanism, which is sketched

with red lines.
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Figure 3.5: A method of producing correlation matrix

3.3.3 Generation of the interference estimates

In this system, in every iteration the interference is estimated using the

decoded data with the correlation matrix, where the matrix is first calculated

at the beginning of each new experiment run. In addition, the correlation

matrix varies according to the following parameters: (i) α, (ii) the number

of subcarriers and (iii) the IDFT size. Where the system parameters in this

system setup are changed on demand by a user. Hence, the correlation matrix

is re-calculated whenever one parameter or more of these three parameters

is changed.

3.3.3.1 Generating the Correlation Matrix

The interference matrix is found in our experiment by an IDFT and Discrete

Fourier Transform (DFT) as shown in Figure 3.5. The number of padded

zeros at the input of the IDFT/DFT and the number of discarded samples at

the output of IDFT/DFT is controlled by the compression factor, α. At the

input of the IDFT, the subcarrier under test with index i, where i = 1, 2, ..., N

and N is the number of active subcarriers, is fed with 1, while the rest

of subcarriers are fed with zeros. This provides the level of interference

contribution coming from the ith subcarrier under test to the rest of active

subcarriers in the system. The output of the DFT is taken to be the ith row

of the correlation matrix. The process is repeated N times to complete the
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calculation of the correlation matrix, which is of size N ×N .

3.3.3.2 Interference Signal Estimation

The correlation matrix contains the interference coefficients between all ac-

tive subcarriers in an SEFDM system, where the matrix coefficients change

according to the compression level α, the IDFT/DFT size and the number of

active subcarriers, regardless of what mapping scheme is used in the system.

The correlation matrix elements are given as:

C(m,q) =





1, m = q

1

Q


1− exp [−j2πα (m− q)]

1− exp
[
−j2πα(m−q)

Q

]


 , m 6= q

= I + Ψ

(3.1)

where m = 1, . . . , N and q = 1, . . . , N are the row and columns indices, re-

spectively; Q is the IDFT/DFT size. Like OFDM system, the values of the

main diagonal elements of the correlation matrix is equal to one [54], which

means the original data fed into every subcarrier is passed to the receiver

unchanged. However, unlike OFDM system, the rest of the correlation el-

ements, in each row of the matrix, represent the coefficients of interference

contribution coming from other active subcarriers onto the desired subcar-

rier. Hence, the correlation matrix, C, can be decomposed into two matrices;

(i) a diagonal matrix, I, and (ii) the interference coefficients, Ψ, as given in

the second line of (3.1) and the elements are given by:

Ψ(m,q) =





0, m = q

1

Q


1− exp [−j2πα (m− q)]

1− exp
[
−j2πα(m−q)

Q

]


 , m 6= q

(3.2)

To estimate the interference that appears at each subcarrier from its

neighbouring subcarriers, the matrix Ψ is multiplied with the recovered,
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decoded data, thus, results in the estimated interference vector. This inter-

ference estimation process, occurs in every iteration in the ID.

3.3.4 Pipeline processing in SDR

As described previously in section 3.3.2, the SEFDM receiver requires the

ID for eliminating the inter-subcarrier interference, and one of the nega-

tive impacts of this is the introduction of a significant processing delay that

limits system throughput. Therefore, in this work, a pipeline processing

flow is introduced on this SDR testbed to improve the overall throughput

of the ID. Pipelining is a well-known concept in real-time SDR processing

[77] and FPGA processing flow design [78]. The proof of the pipeline de-

sign on the SDR platform provides a guideline for implementation on Field-

Programmable Gate Arrays (FPGAs). The principle of pipeline flow design

is to decompose the long processing sequence into a group of sub-modules.

By allocating each sub-module with new data, the pipeline mechanism max-

imises efficiency of computing resources by avoiding the idle/waiting status of

sub-modules. In [48] and [71], FPGA designs for SEFDM transmitter and re-

ceivers were introduced respectively, then, a pipelined architecture has been

proposed for SEFDM transmitters in [49]. For the SEFDM receiver case,

this work demonstrates an example pipeline flow design ID, as illustrated in

Figure 3.6.

The principle for sub-module processing is to distribute evenly the pro-

cessing delay to make max{τi} ≤ τ , where τi is the processing delay of the ith

sub-module, τ is the symbol duration of SEFDM. It should be noted that,

the transformation of ID into a pipelined processing structure, is achieved on

the iteration level rather than on each sub-iteration process. This is because

(i) the main cause for the processing latency is the additional number of

iterations required to decode SEFDM symbols; (ii) the processing latency

of the processes inside one iteration is not evenly distributed over the pro-

cesses; (iii) each iteration of ID has fixed processing delay. Therefore, each

sub-module in the pipeline structure is processing a complete iteration of the

ID.

66



Chapter 3. Experimental SEFDM Iterative Detection

F
ig
u
re

3
.6
:

P
ip

el
in

e
d

es
ig

n
st

ru
ct

u
re

of
it

er
at

iv
e

d
ec

o
d

er

67



Chapter 3. Experimental SEFDM Iterative Detection

The pipeline processing can be observed in three main stages, as shown

in Figure 3.6 [14]: (i) the pipeline setup stage, (ii) the full pipeline stage,

and (iii) the pipeline quit stage. In the first stage, the pipeline ID decoder

continue taking new received symbols until each sub-module in the pipeline

design is fully loaded, however, there is no output yet. In this shown example

in Figure 3.6, three sub-module are considered, where each sub-module is

covering one iteration. For the full pipeline stage, Figure 3.6 shows that

all the sub-modules are fully used after the pipeline setup stage. At this

stage, the delay between two consecutive output from the decoder, is equal

to τiteration, which is the time required to decode one iteration. This helps to

improve the system throughput significantly, up to η times, due to the fact

that the processing delays are evenly distributed in each sub-module, where

η is the number of sub-modules. In the final pipeline stage, where there is

no further symbols to decode, the decoder starts returning to the idle state.

3.4 Experimental Testbed Setup and System

Performance

In this section, testbed setup description is detailed in Section 3.4.1. The

channel estimation evaluation using a static LTE channel model is given

in Section 3.4.2. Then, the error rates performance evaluation using dy-

namic LTE Extended Pedestrian A (EPA) channel model are presented in

Section 3.4.3. After that, a frequency spectrum of SEFDM, the constella-

tion diagrams of the received and equalized signals and the three stages of

iterative decoding are provided in Section 3.4.4.

3.4.1 Testbed descriptions

The software and hardware designs of the real-time experiment are pre-

sented in this section to evaluate SEFDM systems in a static LTE and a

dynamic LTE EPA channel models [79]. A photograph of the experimen-

tal testbed is shown in Figure 3.7. The experimental testbed contains a
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Figure 3.7: SEFDM transceiver test-bed setup

USRP transceivers (National Instruments (NI) USRP Reconfigurable Input-

Output (RIO) N2395R) programmed using LabVIEW and a Spirent VR5

channel emulator to generate realistic LTE channels. The software design

of signal generation and transmission, signal synchronisation, channel es-

timation and equalization, iterative signal detection and the new pipeline

processing method, all developed in real-time and are detailed below.

3.4.2 Channel estimation performance

In this experiment, MSE performance is practically examined to evaluate

the frequency-domain channel estimation performance. In this experiment,

SEFDM and OFDM pilot symbols, using QPSK modulation format, are eval-

uated in a static channel to assess the frequency-domain channel estimation

using the SDR platform. The static frequency selective channel is given as:

h(t) = 0.8765δ(t)− 0.2279δ(t− Ts) + 0.1315δ(t− 4Ts)

− 0.4032 exp(jπ/2)δ(t− 7Ts). (3.3)

where Ts is the duration of the time samples. Figure 3.8 shows the MSE

performance of different compression factors (α = 1, 0.9, 0.8, 0.7). From the
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Figure 3.8: Mean square error versus Eb/No

figure, it is clear that the frequency-domain OFDM channel estimation out-

performs the SEFDM one as depicted by the lower MSE performance. This

is due to the self-induced interference among the subcarriers in the SEFDM

signals. Furthermore, as expected, the channel estimation accuracy degrades

by decreasing α, because the self-created ICI increases with decreasing α

factor.

3.4.3 BER performance

The complete SEFDM system using OFDM pilots for channel estimation,

frequency-domain channel equalization and iterative decoding are evaluated

with error rate performance in this section. The error rate evaluation is

carried out using the SDR platform with realistic LTE RF channel model.

The RF signal is transmitted through a VR5 channel emulator that has LTE

EPA wireless channel model with doppler frequency of up to 5 Hz [79] and
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is set using the parameters shown in Table 3.2.

Table 3.2: LTE EPA Fading Channel Model

Path Relative power Delay values
1 0.0 dB 0 ns
2 -1.0 dB 30 ns
3 -2.0 dB 70 ns
4 -3.0 dB 90 ns
5 -8.0 dB 110 ns
6 -17.2 dB 190 ns
7 -20.8 dB 410 ns

The measured BER of BPSK, QPSK and 8-PSK-SEFDM are shown in

Figure 3.9, Figure 3.10 and Figure 3.11, respectively. From the figures, it is

depicted that more than one iteration is needed to retrieve the transmitted

data in this SEFDM system. Upon inspection, it is clear that each modula-

tion format approaches the target BER after reaching the third iteration of

ID for varying degrees of α. It is also possible to infer that a higher ratio

of bandwidth compression (decreasing α) is possible with a lower number

of bits/symbol, since a value of α = 0.4 can be supported with sufficiently

low BER for BPSK with a power penalty of ∼ 2 dB. On the other hand,

for QPSK, α = 0.7 can be supported with approximately equivalent perfor-

mance in comparison to OFDM, as the power penalty is approximately 4 dB.

Finally, For 8-PSK, α = 0.8 is the lowest value that can be supported over

the range tested, where a power penalty of 5 dB, whereas error floors are

observed for α ≤ 0.7.
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Figure 3.9: BER of BPSK-SEFDM using OFDM pilots
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Figure 3.10: BER of QPSK-SEFDM using OFDM pilots
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Figure 3.11: BER of 8-PSK-SEFDM using OFDM pilots
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3.4.4 Received signal representations

In Figure 3.12, constellations for α = 0.7 QPSK are shown and so is the

signal spectrum. The top left constellation shows the received symbols after

the DFT while the top right constellation shows the same data after chan-

nel estimation and equalization. Clearly, at this stage the data cannot be

recovered successfully and hence the requirement for the ID. In Figure 3.12,

the progressive improvement in received signal constellation is evident as the

number of iterations is increased from one (left) to three (right).

Finally, it should be noted that the transforming of the ID into a pipelined

structure will increase throughput linearly, by a factor of η, where η is the

number of stages in the structure. However, this comes at a cost of compu-

tational complexity, which also increases linearly with η.
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Figure 3.12: Received constellations and measured spectra for α = 0.7. The top
left constellation shows the received symbols while the top right
constellation shows the same data after equalization process. The
following constellations, from left to right, represent the recovered
data after the first, second and third iterations of ID
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3.5 Interactive System Platform

In this experiment, users are able to change system parameters on demand

and observe the effects. Firstly, they can select the number of subcarriers

and transmission bandwidth. Other tuneable system parameters include the

IDFT/DFT size, cyclic prefix size, compression factor (α) and modulation

cardinality, as shown in Figure 3.13 (top left surrounded by the solid green

line). Finally, a pair of antennas are used (for demonstration purposes) for

transmission and reception, so users can move them and observe multipath

effects on the received signal constellations and BER; in addition, several LTE

static channels are provided in the code that can be dynamically selected.

Moreover, RF parameters such as centre frequency, sampling rate and

signal power can be controlled, as shown in Figure 3.13 (on the left side

surrounded by the dashed red line). In this work, any changes in the sys-

tem parameters will be immediately self-evident visually, for example, fre-

quency spectrum, amplitude and phase of the channel estimation, different

constellation diagrams that show received, equalized and detected SEFDM

symbols and the BER measurement, as shown in Figure 3.13 (on the right

side surrounded by the dotted purple line). In addition, Figure 3.13 shows

the frequency spectrum of the received SEFDM signal affected by the wire-

less fading channel and noise, where a compression factor of α = 0.7, (i.e.

a bandwidth saving of 30%) when QPSK-SEFDM is used. In this scenario,

only 12.6 MHz is required to transmit data with the same bit rate as OFDM,

which would require 18 MHz to achieve the same transmission speed. In

the bottom left corner of Figure 3.13 (surrounded by a solid orange line) the

detected signal after each iteration is shown. It is clear that the symbols are

recovered, error free, due to the employment of the frequency-domain channel

estimation and equalization in combination with an iterative detector.
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3.6 Conclusions

In SEFDM systems, which demonstrate significant spectral efficiency gains,

real-time system implementation is a challenge due to the high computational

complexity introduced by the receivers. Where due to the ICI introduced

by the compression in SEFDM signals, a degradation in frequency-domain

channel estimation accuracy has been noticed when SEFDM pilot signal is

used. Hence, during the last decade, only time-domain channel estimation

and equalization were employed in SEFDM systems. However, this intro-

duced high computational complexity and hence latency in the SEFDM re-

ceivers. Furthermore, IDs have been used to recover the SEFDM signal after

processing a certain number of iterations, however, the sequential iterative

process increases the processing time with the number of iterations, lead-

ing to throughput reduction. These two reasons, the time-domain channel

estimation and equalization and the detection methods, have prevented the

realization of a complete SEFDM system implementation in the real-time.

In this chapter, a full SEFDM system design and implementation were

experimentally demonstrated. This included the experimental implementa-

tion of baseband generation, signal assembly, frequency-domain channel es-

timation and equalization with a pipelined iterative decoder structure. Two

different pilot schemes were considered, where the first was using SEFDM

symbols, while the second was using OFDM symbols. These pilot schemes

were assessed with MSE performance evaluation using a static channel. From

the MSE performance, the use of OFDM pilot symbols for channel estima-

tion resulted in obtaining more accurate channel estimates in comparison to

using SEFDM pilot symbols. This was at a slight expense in symbol length,

which required re-desiging the resource block of the standard system, such as

LTE. For the complete real-time system design, OFDM pilot symbols were

used for channel estimation and the system was evaluated with a dynamic

LTE channel model.

In this work, on one hand, the pilot was sent as an OFDM symbol, but

at a lower rate compared to SEFDM symbols. This is because in SEFDM

the separation between subcarriers was reduced compared to conventional
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OFDM. Therefore, the OFDM pilot was implemented in this system setup

so that the frequency locations of the subcarriers equal those of SEFDM

but with no ICI, which makes these pilots orthogonal. This resulted in clean

pilots, allowing the use of a simple one-tap equalizer in the frequency-domain

to mitigate the effect of the channel.

On the other hand, ID pipelining was designed and implemented in SDR

to reduce the overall system detection latency and improve the throughput.

Thus, symbols are allocated into parallel IDs that have no waiting time

as they are received. The experimental findings presented in this chapter

show that throughput will improve linearly with the number of the paralleled

ID elements, however, hardware complexity also increases linearly with the

number of ID elements.

Overall, the system design compromises become apparent through error

rate performance studies. These show that for BPSK-SEFDM, α = 0.4 can

be supported at the expense of approximately 2 dB power penalty. For the

QPSK case, SEFDM symbols with α = 0.7 (i.e. 30% bandwidth saving) can

be recovered with power penalty of close to 4 dB.
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Chapter 4

Zero Padding and Continuous

and Conventional Cyclic Prefix:

Evaluation for Non-Orthogonal

Signals

4.1 Introduction

In a classic paper published in 2002 [80], it was demonstrated that using

zero padding (ZP) instead of a conventional non-zero CP for orthogonal sig-

nals, such as OFDM, can improve channel estimation and guarantee symbol

recovery. This debate of using ZP or CP was revisited in 2016 for OFDM

[81], yet this time considering the use of filtering or windowing to improve

spectral performance required in 5G communication systems.

As mentioned in Section 2.5.3, SEFDM is a non-orthogonal multi-carrier

scheme, which packs more subcarriers into the same spectrum relative to

OFDM, thereby improving spectral efficiency [8] and making it a topic of

current interest [9,82]. Nevertheless, the self-created ICI inherent in SEFDM

systems combined with multipath effects renders channel estimation and

equalization more challenging compared to OFDM [12,56].

Inspired by classical analyses of the received signals of multi-carrier sys-
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Figure 4.1: Guard interval schemes of multicarrier systems

tems, after traversing a multipath channel, this chapter presents the following

novel contribution. First, deriving the analytical bounds of channel estima-

tion and equalization for the following guard interval schemes in SEFDM:

CP, CCP and ZP in sections 4.4, 4.5 and 4.6, respectively. Second, sim-

ulation results in Section 4.8, demonstrate that ZP-SEFDM outperforms

CP-SEFDM methods, the latter reaching a non-zero error floor.

More precisely, in Section 4.4, the analytical bounds for channel estima-

tion and equalization for CP-SEFDM are given in equations (4.19) and (4.20),

respectively. While in Section 4.5 the analytical bounds of CCP-SEFDM are

given in equations (4.37) and (4.38) for the same respective processes. In ad-

dition, in Section 4.6, equations (4.47) and (4.48) give the bounds of channel

estimation and equalization in ZP-SEFDM.

4.2 Guard Interval Techniques and Schemes

In order to mitigate the effect of ISI between adjacent multi-carrier symbols

(in particular OFDM) in a multipath wireless channel, a guard interval is

added to every transmitted symbol in the time-domain. This guard interval

attached to each symbol can be (i) a copy of parts of the symbol, such as

in CP or (ii) a trail of zeros, such as in ZP. A CP is generated by copying

the last µ samples to the beginning of the symbol. On the other hand, ZP

replaces the CP part by zeros attached to the end of each symbol. Figure 4.1

depicts these two guard interval schemes, CP and ZP.
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4.3 SEFDM Signal Model

The mathematical modelling of the SEFDM signal model is provided in

Section 2.4 of this thesis. In this chapter, the mathematical modelling of

SEFDM starts with the matrix and vector form representation. The discrete

SEFDM symbol is given in matrix form as:

xsefdm = Fs (4.1)

where xsefdm ∈ CQ×1 is a vector of time samples representing one SEFDM

symbol; F ∈ CQ×Q is the sampled non-orthogonal subcarrier matrix, which

gives the mathemaatical representation of the SEFDM modulation process

[12] and s ∈ CQ×1 is the vector of input data symbols. The matrix elements

of F are given by Fk,n = 1√
Q
e(j2παnk/Q).

4.3.1 IDFT based transmitter

Figure 4.2 depicts a simplified SEFDM transceiver for CP-SEFDM and con-

tinuous CP-SEFDM. It should be noted that the SEFDM symbol generation

is the same for all tested guard interval techniques in SEFDM, CP-SEFDM,

continuous CP-SEFDM and ZP-SEFDM. However, the guard interval (CP,

continuous CP or ZP) generation varies according to the chosen guard inter-

val type [83].

In this work, a stream of bits, d, is generated and mapped into QPSK

symbols, s, as shown in Figure 4.2. The latter are input to an IDFT, which

is used to generate the non-orthogonal SEFDM signal; where a specified

number of zeros are appended to the input of the IDFT, thus giving rise to

V = Q/α samples. Consequently, a V−point IDFT is required to generate

the SEFDM signal of N active subcarriers, where the remaining V −N inputs

are fed with zeros. Of these V −N zeros, (Q−N) zeros are introduced due

to the oversampling ratio, ρ. The remaining (V −Q) zeros which are added

to the input of the IDFT depend on the level of bandwidth compression

applied. The same number of (V − Q) samples are discarded at the output

of the IDFT, while the Q samples that are taken forward make up a single
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Figure 4.3: Transmitted signal structure representation for CP-SEFDM

SEFDM symbol. Figure 4.2 illustrates the IDFT based transmitter with the

input symbols to the IDFT. In addition, steps 1 and 2 of Figure 4.3 depict

the IDFT output, the discarded part and the SEFDM symbol.

4.4 SEFDM with Cyclic Prefix

In this section, mathematical analyses of the received CP-SEFDM symbols

are derived using (i) subcarrier matrix based receiver; and (ii) DFT based

receiver. After that, the analytical bounds of channel estimation and equal-

ization using CP-SEFDM symbols are obtained.

Step 3 of Figure 4.3, depicts the generation of a conventional CP-SEFDM

symbol. In which, the last µ ∈ N samples of an SEFDM symbol, x̄cp ∈ Cµ×1,

are added to the beginning of each transmitted SEFDM symbol, hence giving:

xcp =

[
x̄cp

xsefdm

]
(4.2)

where xcp ∈ C(Q+µ)×1 is the CP-SEFDM symbol. Unlike CP-OFDM symbols,

CP-SEFDM symbols have phase discontinuity between the CP part and the

SEFDM symbol, as shown in Figure 4.4(a).

The CP-SEFDM symbol is transmitted through a wireless frequency se-

lective channel with channel impulse response (CIR) h = [h0, h1, . . . , hµ] ∈
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(a) Conventional CP-SEFDM

(b) Continuous CP-SEFDM

Figure 4.4: Time samples of one CP-SEFDM and continuous CP-SEFDM sym-
bols. The curves with red colour are the guard interval part while
the black parts are the IDFT output. The solid-black curves are
the SEFDM symbols and the dashed-black curves are the discarded
samples at the output of the IDFT
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C(µ+1)×1. The mathematical representation of the received CP-SEFDM after

traversing a multipath channel, ycp ∈ C(Q+2µ)×1, is given in a linear convolu-

tion process of the CP-SEFDM symbol with the CIR as:

ycp = h ∗ xcp =




ȳcp

y

yisi


 (4.3)

where the three signal parts, ȳcp,y and yisi, are depicted in Figure 4.5;

ȳcp ∈ Cµ×1 is the CP part that is affected by the ISI components stemming

from the previous SEFDM symbol and hence it is ignored at the receiver;

y ∈ CQ×1 is the received SEFDM symbol that is passed to the detection

stage; yisi ∈ Cµ×1 represents the ISI components that are added to the

succeeding SEFDM symbol and (∗) denotes a linear convolution process.

At the receiver, the symbols will arrive distorted by the channel and

contaminated with AWGN. The use of a CP at the beginning of a symbol

results in the channel impulse response being modelled as a circulant convo-

lution matrix, Hcp ∈ CQ×Q [84]. Thus, the received SEFDM symbol, y, is

represented as:

y = Hcpxsefdm + z = HcpFs + z (4.4)

Figure 4.5: Received signal structure representation for CP-SEFDM
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where z ∈ CQ×1 is the AWGN noise vector and Hcp is given as:

Hcp =




h0 0 . . . . . . 0 hµ . . . h1

h1 h0
. . . . . . . . .

...
... h1

. . . . . . . . . hµ

hµ
...

. . . . . . . . . 0

0 hµ
. . . . . . h0

. . .
...

...
. . . . . . . . . h1

. . . . . .
...

...
. . . . . .

...
. . . h0 0

0 . . . . . . 0 hµ
... h1 h0




(4.5)

The eigenvalue decomposition of the channel matrix, Hcp, is given as

[84,85]:

Hcp = McpΛcpM
H
cp (4.6)

where Λcp = diag{λ0, . . . , λQ−1} ∈ CQ×Q and λi is the ith eigenvalue of

Hcp, while Mcp and MH
cp ∈ CQ×Q are unitary matrices, where MH

cp has rows

that are the eigenvectors of Hcp and [.]H denotes the conjugate transpose

operation. Every eigenvector, ev ∈ C1×Q, of Hcp is given as [85]:

ev(l) =
1√
Q
{W 0l

Q ,W
1l
Q , ...,W

(Q−1)l
Q }, l = 0, . . . , Q− 1 (4.7)

where l ∈ Z is the row index of Hcp and WQ = e−j2π/Q ∈ C. From (4.7), it

can be shown [85] that MH
cp is a DFT matrix.

4.4.1 Subcarrier matrix based receiver

The demodulated SEFDM signal, rcp, using the transpose conjugate of the

non-orthogonal carrier matrix, FH , is expressed in matrix form as:

rcp = FHy = FH [Hcpxsefdm + z]

= FH [HcpFs + z] = FH [McpΛcpM
H
cpFs + z]

= FHMcpΛcpM
H
cpFs + FHz = AΛcpBs + FHz

(4.8)
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where the components of the mth row and nth column of the matrices A =

FHMcp and B = MH
cpF can be found as:

A[m,n] =
1

Q

Q−1∑

k=0

e(−j2παmk
Q

)e( j2πnk
Q

) =
1

Q

[
1−e−j2π(αm−n)

1−e
−j2π(αm−n)

Q

]
(4.9)

where k,m and n = 0, . . . , Q − 1 ∈ Z. The derivation of (4.9) is based on

a sum of geometric series:
∑Q−1

k=0 r
k = 1−rQ

1−r . Following the same method

applied in (4.9), the components of matrix B are found as:

B[m,n] =
1

Q

Q−1∑

k=0

e(−j2πmk
Q

)e( j2παnk
Q

) =
1

Q

[
1−e−j2π(m−αn)

1−e
−j2π(m−αn)

Q

]
(4.10)

When α = 1, the signals are OFDM and hence A and B are identity matrices

so (4.8) becomes:

rcp = Λcps + FHz (4.11)

which shows that the multipath channel is decomposed into a set of Q orthog-

onal subchannels. On the contrary, we recall that in SEFDM, α < 1, which

implies that A and B are no longer identity matrices. Thus, the wideband

channel cannot be decomposed into independent narrowband subchannels.

In order to find the analytical bounds for channel estimation and equal-

ization in CP-SEFDM systems, this work proposes the use of an orthogonal

DFT based demodulator at the receiver to recover the data symbols.

4.4.2 DFT based receiver

Each received SEFDM symbol is appended with zeros to length V = Q/α

before the symbol is fed to a V−point DFT, as shown in Figure 4.2 and step
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3 of Figure 4.5. Assuming that Q/α ∈ N, then (4.4) may be re-written as:

[
y

0(V−Q)×1

]
=

[
Hcp, 0Q×(V−Q)

0(V−Q)×Q, 0(V−Q)×(V−Q)

][
F

0(V−Q)×Q

]
s

+

[
z

0(V−Q)×1

]

ỹ = H̃cpF̃s + z̃ = H̃cpx̃sefdm + z̃

(4.12)

where ỹ ∈ CV×1, H̃cp ∈ CV×V , F̃ ∈ CV×Q, x̃sefdm ∈ CV×1 and z̃ ∈ CV×1 are

the zero appended versions of the received SEFDM symbol, channel matrix,

subcarrier matrix, transmitted SEFDM symbol and AWGN noise vector,

respectively.

The appended channel matrix, H̃cp, is no longer circulant and thus cannot

be decomposed. This matrix is expressed as:

H̃cp =




h0 0 . . . 0 hµ . . . h1 0 . . . 0

h1 h0
. . . . . . . . .

...
...

...
... h1

. . . . . . . . . hµ
...

...

hµ
...

. . . h0
. . . . . .

...
...

0 hµ
. . . h1

. . . . . . 0
...

...
. . . . . .

...
. . . . . . . . .

...
...

. . . hµ . . . h1 h0 0
...

... 0 . . . . . . . . . 0
...

...
...

0 . . . . . . . . . . . . 0 . . . . . . . . . 0




(4.13)

Following a similar approach to that outlined in [86], H̃cp can be con-

structed from three V × V matrices as:

H̃cp = Hcp1 + Hcp2 −Hcp3 (4.14)

where Hcp1 ∈ CV×V is the desired circulant matrix having tap coefficient
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vectors hT = [h0, . . . , hµ], while Hcp2 ∈ CV×V and Hcp3 ∈ CV×V represent

the missing and unwanted elements in the appended channel matrix, H̃cp,

respectively. The elements of Hcp2 and Hcp3 are given as:

Hcp2 =




0 . . . 0 hµ . . . h1 0 . . . 0
...

. . . . . .
...

...
...

...
. . . hµ

... 0
...

. . . 0 0
...

. . . . . .
...

0 . . . . . . . . . . . . . . . . . . 0 0




(4.15)

Hcp3 =




0 . . . . . . . . . . . . 0 hµ . . . h1

...
. . . . . .

...

0
. . . hµ

...
. . . 0 . . . . . . 0 . . . . . . 0

...
. . . hµ . . . h1 h0

. . .
...

...
. . . hµ

... h1 h0 0

0 . . . . . . . . . 0 hµ
... h1 h0




(4.16)

The eigenvalue decomposition of Hcp1 is given as:

Hcp1 = MΛMH (4.17)

Applying the concept from (4.7), ΦH = MH , where ΦH is a DFT matrix

of size V × V [85]. The demodulated CP-SEFDM signal, r̃cp, is thereby
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expressed in matrix form as:

r̃cp = ΦH ỹ = ΦH [Hcp1x̃sefdm + Hcp2x̃sefdm −Hcp3x̃sefdm + z̃]

= ΦH [MΛMH x̃sefdm + Hcp2x̃sefdm −Hcp3x̃sefdm + z̃]

= ΦHMΛMHF̃s + ΦHHcp2x̃sefdm −ΦHHcp3x̃sefdm + ΦH z̃

= MHMΛMHF̃s + ΦHHcp2x̃sefdm −ΦHHcp3x̃sefdm + ΦH z̃

= ΛΓs + ΦHHcp2x̃sefdm −ΦHHcp3x̃sefdm + ΦH z̃

= λs̃ + ΦHHcp2x̃sefdm −ΦHHcp3x̃sefdm + ΦH z̃

(4.18)

where Λ is the diagonal matrix of the narrowband subchannel gains, whose

diagonal elements given in the vector λ ∈ CV×1; s̃ = Γs is the expected

received SEFDM symbol when no multipath or noise channels are present,

MHM is equal to an identity matrix, and Γ = MHF̃ ∈ CV×Q is the SEFDM

correlation matrix, which quantifies the interference contribution to each

subcarrier from its neighbouring subcarriers [12]. It should be evident that

even in the absence of noise, the demodulated CP-SEFDM signal would

comprise interference components from the missing and unwanted matrices,

Hcp2 and Hcp3.

4.4.3 Channel Estimation and Equalization in CP-SEFDM

The analytical bound of channel estimation for CP-SEFDM is found using

zero forcing (ZF) and it is given by:

λ̂ = r̃cp/s̃ = (λs̃ + ΦHHcp2x̃sefdm −ΦHHcp3x̃sefdm + ΦH z̃)/s̃

= λ︸︷︷︸
1

+ ΦHHcp2x̃sefdm/s̃︸ ︷︷ ︸
2

−ΦHHcp3x̃sefdm/s̃︸ ︷︷ ︸
3

+ ΦH z̃/s̃︸ ︷︷ ︸
4

(4.19)

where part 1 represents the subchannel gain estimated at each subcarrier,

parts 2 and 3 are the added interference to each subcarrier due to the mul-

tipath channel effects, and part 4 corresponds to the noise signal.

The analytical bound of channel equalization for CP-SEFDM is found
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using a one-tap equalizer and it is given as:

r̂cp = r̃cp/λ = (λs̃ + ΦHHcp2x̃sefdm −ΦHHcp3x̃sefdm + ΦH z̃)/λ

= s̃︸︷︷︸
1

+ ΦHHcp2x̃sefdm/λ︸ ︷︷ ︸
2

−ΦHHcp3x̃sefdm/λ︸ ︷︷ ︸
3

+ ΦH z̃/λ︸ ︷︷ ︸
4

(4.20)

where part 1 is the desired signal, which in turn is contaminated with inter-

ference (parts 2 and 3) and noise (part 4). The reason of using λ in (4.20)

instead of λ̂ is to depict the analytical bound of channel equalization without

considering channel estimation impairments.

4.5 SEFDM with continuous CP

The work in [75], proposes a different method of generating the CP part

termed CCP. The lower diagram of Figure 4.2 depicts a simplified block dia-

gram of the CCP-SEFDM transceiver. Unlike the conventional CP-SEFDM,

the new method maintains the phase continuity between the CP and the

SEFDM symbols, as shown in Figure 4.4(b). The CCP part (x̄ccp) is gener-

ated by copying the last µ samples of the IDFT output before being discarded

in SEFDM symbols generation, as shown in Figure 4.6.

A CCP-SEFDM symbol, xccp ∈ C(Q+µ)×1, is given in the following equa-

tion and its parts are shown in Figure 4.6.

xccp =

[
x̄ccp

xsefdm

]
(4.21)

The CCP-SEFDM symbol after traversing a multipath wireless channel,

yccp, is given by:

yccp = h ∗ xccp = Hccpxccp (4.22)

where Hccp ∈ C(Q+2µ)×(Q+µ) is the channel matrix representation of the linear
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Figure 4.6: Transmitted signal structure representation for CCP-SEFDM

convolution process and it is given by:

Hccp =




h0 0 . . . . . . . . . 0

h1 h0
. . .

...
... h1

. . . . . .
...

hµ
...

. . . h0
. . .

...

0 hµ
. . . h1

. . . 0
...

. . . . . .
...

. . . h0

...
. . . hµ

. . . h1

...
. . . . . .

...

0 . . . . . . . . . 0 hµ




(Q+2µ)×(Q+µ)

(4.23)

The yccp can be represented in matrix form as:

yccp =




Hccp1

Hccp2

Hccp3


xccp =




ȳccp

yc

ycisi


 (4.24)

where ȳccp ∈ Cµ×1 is the CCP part that is affected by the ISI components,

hence it is neglected at the receiver; yc ∈ CQ×1 is the received SEFDM symbol
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Figure 4.7: Received signal structure representation for CCP-SEFDM

before being passed to the demodulation stage; ycisi ∈ Cµ×1 represents the

ISI components that are added to the succeeding SEFDM symbol. The signal

parts, ȳccp,yc and ycisi , are depicted in Figure 4.7. The matrix Hccp can be

partitioned into three parts, (i) an upper part Hccp1 ∈ Cµ×(Q+µ), (ii) a middle

part Hccp2 ∈ CQ×(Q+µ) and (iii) a lower part Hccp3 ∈ Cµ×(Q+µ), which are

given as:

Hccp1 =




h0 0 . . . . . . . . . . . . . . . . . . . . . 0

h1 h0
. . .

...
...

. . . . . . . . .
...

hµ−2
. . . . . . h0

. . .
...

hµ−1 hµ−2 . . . h1 h0 0 . . . . . . . . . 0




µ×(Q+µ)

(4.25)

Hccp2 =




hµ hµ−1 . . . h0 0 . . . . . . . . . . . . 0

0 hµ
. . . . . . h0

. . .
...

... 0
. . . . . . . . . . . . . . .

...
...

. . . . . . . . . . . . . . . . . .
...

... 0 hµ . . . . . . h0
. . .

...
...

. . . . . . . . . . . . . . . 0

0 . . . . . . . . . . . . 0 hµ . . . . . . h0



Q×(Q+µ)

(4.26)
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Hccp3 =




0 . . . . . . . . . 0 hµ . . . . . . . . . h1

...
. . . . . .

...
. . . h2

...
. . . hµ

. . .
...

...
. . . . . .

...

0 . . . . . . . . . . . . . . . . . . . . . 0 hµ




µ×(Q+µ)

(4.27)

As mentioned earlier, out of the three parts in Equation 4.24, yc is the

part that is desired at the receiver, which is the SEFDM symbol. The yc

part can be further analyzed as:

yc = Hccp2xccp =
[
Hccp2a Hccp2b

] [ x̄ccp

xsefdm

]
= Hccp2a x̄ccp︸ ︷︷ ︸

1

+ Hccp2b xsefdm︸ ︷︷ ︸
2

(4.28)

where term 1 represents the multipath components stemming from the CCP

part, while the term 2 represents the SEFDM symbol after traversing a wire-

less multipath channel. The matrices Hccp2a and Hccp2b are given by:

Hccp2a =




hµ . . . h1

0
. . . . . .

...
. . . hµ

...
...

...
...

...
...

0 . . . 0



Q×µ

(4.29)
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and

Hccp2b =




h0 0 . . . . . . . . . . . . 0
... h0

. . .
...

...
. . . . . . . . .

...

hµ
. . . . . . . . . . . .

...

0 hµ . . . . . . h0
. . .

...
...

. . . . . . . . . . . . . . . 0

0 . . . 0 hµ . . . . . . h0



Q×Q

(4.30)

At the receiver, the SEFDM symbol, yc, is contaminated with AWGN

noise and wireless multipath channel effects. Hence, the received symbol,

ycrx , can be written as:

ycrx = yc + zc = Hccp2a x̄ccp + Hccp2b xsefdm + zc (4.31)

Each SEFDM symbol is zero padded to length V = Q/α before it is fed

to the DFT process. The received SEFDM symbol may then be re-written

as:

[
ycrx

0(V−Q)×1

]
=

[
Hccp2a, 0Q×(V−µ)

0(V−Q)×µ, 0(V−Q)×(V−µ)

][
x̄ccp

0(V−µ)×1

]

+

[
Hccp2b, 0Q×(V−Q)

0(V−Q)×Q, 0(V−Q)×(V−Q)

][
F

0(V−Q)×Q

]
s +

[
zc

0(V−Q)×1

]

ỹcrx = H̃ccp2a ˜̄xccp︸ ︷︷ ︸
1

+ H̃ccp2b F̃s︸ ︷︷ ︸
2

+ z̃c︸︷︷︸
3

= H̃ccp2a ˜̄xccp + H̃ccp2b x̃sefdm + z̃c

(4.32)

where only part 1 is the desired signal, while parts 2 and 3 are the interfering

and noise parts. Yet, the matrix H̃ccp2b is not a circulant matrix and thus

cannot be decomposed using eigenvalue decomposition. Following a similar

method of [86] the matrix can be constructed of two matrices as:

H̃ccp2b = Hccp2b1 −Hccp2b2 (4.33)
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where Hccp2b1 ∈ CV×V is a circulant matrix having the tap coefficient vector

hT = [h0, . . . , hµ], while Hccp2b2 ∈ CV×V represents the missing elements in

the H̃ccp2b matrix. The elements of Hccp2b2 are given by:

Hccp2b2 =




0 . . . . . . . . . . . . 0 hµ . . . h1

...
. . . . . .

...

0
. . . hµ

...
. . . 0 . . . . . . 0 . . . . . . 0

...
. . . hµ . . . h1 h0

. . .
...

...
. . . hµ

... h1 h0 0

0 . . . . . . . . . 0 hµ
... h1 h0




V×V

(4.34)

The eigenvalue decomposition of Hccp2b1 is given by:

Hccp2b1 = MccpΛccpM
H
ccp (4.35)

where ΦH = MH .

The demodulated CCP-SEFDM signal, r̃ccp, is thereby expressed as:

rccp = ΦH ỹcrx = ΦH [H̃ccp2a ˜̄xccp + H̃ccp2b x̃sefdm + z̃c]

= ΦH [H̃ccp2a ˜̄xccp + Hccp2b1 x̃sefdm −Hccp2b2 x̃sefdm + z̃c]

= ΦH [H̃ccp2a ˜̄xccp + MccpΛccpM
H
ccp x̃sefdm −Hccp2b2 x̃sefdm + z̃c]

= ΦHH̃ccp2a ˜̄xccp + ΦHMccpΛccpM
H
ccp x̃sefdm −ΦHHccp2b2 x̃sefdm + ΦH z̃c

= ΦHH̃ccp2a ˜̄xccp + MHMccpΛccpM
H
ccp F̃s−ΦHHccp2b2 x̃sefdm + ΦH z̃c

= ΦHH̃ccp2a ˜̄xccp + ΛccpΓs−ΦHHccp2b2 x̃sefdm + ΦH z̃c

= ΦHH̃ccp2a ˜̄xccp + λccps̃−ΦHHccp2b2 x̃sefdm + ΦH z̃c

(4.36)

96



Chapter 4. Zero Padding and Continuous and Conventional Cyclic Prefix:
Evaluation for Non-Orthogonal Signals

4.5.1 Channel Estimation and Equalization in CCP-

SEFDM

Using zero forcing for channel estimation, the analytical bound of channel

estimation for CCP-SEFDM is found as:

λ̂ccp = rccp/s̃ = (ΦHH̃ccp2a ˜̄xccp + λccps̃−ΦHHccp2b2 x̃sefdm + ΦH z̃c)/s̃

= λccp︸︷︷︸
1

+ ΦHH̃ccp2a ˜̄xccp/s̃︸ ︷︷ ︸
2

−ΦHHccp2b2 x̃sefdm/s̃︸ ︷︷ ︸
3

+ ΦH z̃c/s̃︸ ︷︷ ︸
4

(4.37)

where part 1 represents the subchannel gain estimated at each subcarrier,

parts 2 and 3 are the added interference to each subcarrier due to the mul-

tipath channel effects, and part 4 corresponds to the noise signal.

The analytical bound of channel equalization for CCP-SEFDM using a

one-tap equalizer is given as:

r̂ccp = rccp/λccp = (ΦHH̃ccp2a ˜̄xccp + λccps̃−ΦHHccp2b2 x̃sefdm + ΦH z̃c)/λccp

= s̃︸︷︷︸
1

+ ΦHH̃ccp2a ˜̄xccp/λccp︸ ︷︷ ︸
2

−ΦHHccp2b2 x̃sefdm/λccp︸ ︷︷ ︸
3

+ ΦH z̃c/λccp︸ ︷︷ ︸
4

(4.38)

where part 1 is the desired signal, which in turn is contaminated with inter-

ference in parts 2 and 3, and noise in part 4. The reason of using λccp in

(4.38) instead of λ̂ccp is to depict the analytical bound of channel equalization

without considering channel estimation impairments.

It should be noted that in order to fulfill the circular convolution criterion,

two conditions must be obeyed. First, the signal plus the CP portion must be

continuous in phase when they are transmitted through the wireless fading

channel. Second, the input samples to the DFT should form a periodic

signal. These two conditions are met in CP-OFDM signals. However, in CP-

SEFDM signals, there is a discontinuity in phase between the CP portion

and the SEFDM symbol [75]. In addition, after removing the CP or the
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CCP portion at the receiver, the SEFDM symbols are padded with zeros

at the input of the DFT, which in turn yields a non-periodic signal in the

time-domain, hence introducing additional interference to the subcarriers in

the frequency-domain. As a result of the aforementioned reasons, inaccurate

channel estimation and equalization occurs in CP-SEFDM and CCP-SEFDM

systems.

4.6 SEFDM with Zero Padding

Figure 4.8 illustrates the ZP-SEFDM system. Here, each transmitted SEFDM

symbol, x, is padded with zeros instead of appending a CP at the beginning

of the SEFDM symbol. The transmitted SEFDM symbol may then be shown

as in steps 3 and 4 of Figure 4.9 and represented as:

xzp =

[
xsefdm

0µ×1

]
(4.39)

The ZP-SEFDM symbol after traversing a multipath wireless channel,

ysym, is given by:

ysym = h ∗ xzp =




ỹ

ȳzp

0µ×1


 (4.40)

where ỹ ∈ CQ×1 is the SEFDM symbol affected by the multipath and AWGN

channels, ȳzp ∈ Cµ×1 is the ZP part that contains the energy spillage arising

from ISI, and the 0µ×1 represents the zeros that result from convolving the

CIR and the zeros in the ZP part, and which are added to the succeeding

symbol. The received signal parts are shown in step 5 of Figure 4.9. Thus,

at the receiver, the received ZP-SEFDM symbol, ỹ, and its ZP part, ȳzp, can

be represented as:

yzp = h ∗ xsefdm + zzp =

[
ỹ

ȳzp

]
(4.41)
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Figure 4.9: Signal structure representation for ZP-SEFDM

where yzp ∈ C(Q+µ)×1 is the received symbol with the ZP part, h ∈ Cµ×1

is the CIR, xsefdm ∈ CQ×1 is the transmitted SEFDM symbol and zzp ∈
C(Q+µ)×1 is the AWGN noise vector.

To determine the circulant channel matrix in ZP-SEFDM, the received

SEFDM symbol, in which the ZP part carries ISI, is padded with zeros to

length V +µ, as shown in step 7 of Figure 4.9, where V = Q/α, and expressed

in matrix form as:

ỹzp =

[
yzp

0(V−Q)×1

]
=

[
h ∗ xsefdm + zzp

0(V−Q)×1

]
= h ∗ x̃sefdm + z̃zp (4.42)

where x̃sefdm and z̃zp are the padded versions of xsefdm and zzp, to length V
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and V + µ, respectively. Equation (4.42) can be further analyzed as:

ỹzp = Hzpx̃sefdm + zzp = Hzp

[
xsefdm

0(V−Q)×1

]
+

[
zzp

0(V−Q)×1

]

= Hzp

[
F

0(V−Q)×Q

]
s + z̃zp = HzpF̃s + z̃zp

(4.43)

where ỹzp ∈ C(V+µ)×1, Hzp ∈ C(V+µ)×V , F̃ ∈ CV×Q, s ∈ CQ×1 and

z̃zp ∈ C(V+µ)×1. The channel matrix Hzp is represented as:

Hzp =




h0 0 . . . . . . . . . 0

h1 h0
. . .

...
... h1

. . . . . .
...

hµ
...

. . . h0
. . .

...

0 hµ
. . . h1

. . . 0
...

. . . . . .
...

. . . h0

...
. . . hµ

. . . h1

...
. . . . . .

...

0 . . . . . . . . . 0 hµ




(4.44)

In order to convert the channel matrix into a circulant matrix, this work

adapts and uses the overlap-add method of block convolution described in

[80]. In which, the received SEFDM symbol plus the ZP part are combined

before being fed into a DFT. The overlap-add method starts by splitting the

received SEFDM vector ỹzp into two parts. The upper part yu = Hux̃sefdm+

zu ∈ CV×1 and the lower part yl = Hlx̃sefdm + zl ∈ Cµ×1, where Hu ∈
CV×V and Hl ∈ Cµ×V correspond to the upper and lower partitions of Hzp,

respectively. We append yl with V − µ zeros to be the same size as yu and
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then we add the result to yu. Hence, (4.43) can be formed as:

yV = yu +

[
yl

0(V−µ)×1

]

=

(
Hu +

[
Hl

0(V−µ)×V

])
x̃sefdm + zv = H̃zpx̃sefdm + zv

(4.45)

where H̃zp is a V ×V circulant matrix and hence its eigenvalue decomposition

is H̃zp = MΛzpM
H with ΦH = MH .

Feeding yV to the V−point DFT, ΦH , yields the demodulated ZP-SEFDM

signal as:

rzp = ΦHyV = ΦH
(
H̃zpx̃sefdm + zv

)
= ΦHMΛzpM

HF̃s + ΦH z̃zp

= MH
zpMΛzpM

HF̃s + ΦH z̃zp = ΛzpΓs + z̃Φ = λzps̃ + z̃Φ

(4.46)

where λzp is the subchannel gains vector and z̃Φ is the V × 1 AWGN noise

vector. Equation (4.46)-analogous to (4.11) for OFDM systems-provides ev-

idence that using ZP instead of a CP in SEFDM allows the decomposition

of the wideband multipath channel into independent narrowband channels.

4.6.1 Channel Estimation and Equalization in ZP-SEFDM

The analytical bound of estimated channel characteristics for ZP-SEFDM

are given by:

λ̂zp = rzp/s̃ = (λzps̃ + z̃Φ)/s̃ = λzp︸︷︷︸
1

+ z̃Φ/s̃︸︷︷︸
2

(4.47)

where λzp (part 1) describes the estimated flat channel gains associated with

each subcarrier while part 2 corresponds to the noise vector. Equation (4.47)

shows that there is no self-created ICI enhancement between the subcarriers.
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The analytical bound of the equalizer for ZP-SEFDM is given as:

r̂zp = rzp/λzp

= (λzps̃ + z̃Φ)/λzp = s̃︸︷︷︸
1

+ z̃Φ/λzp︸ ︷︷ ︸
2

(4.48)

Unlike the cases of CP-SEFDM equation of (4.20) and CCP-SEFDM

equation of (4.38), equation (4.48) demonstrates that equalizing the chan-

nel effects in ZP-SEFDM signals, does not lead to additional interference

between the subchannels. Hence, simple equalization methods, such as a

one-tap equalizer, can be performed without additional interference coming

from the CP and CCP parts. Thus, ZP-SEFDM outperforms CP techniques

in SEFDM systems with respect to obtaining accurate channel characteristics

and equalizing the channel effects.

4.7 OFDM Pilot Symbols in SEFDM Sys-

tems

The work in [75] proposes to use orthogonal pilot symbol for obtaining chan-

nel estimates in the frequency-domain. This leads to no self-induced ICI

among the subcarriers and hence, the channel estimation performance us-

ing OFDM pilot symbols is more accurate compared to using SEFDM pilot

symbols. A schematic block diagram of pilot OFDM symbols transceiver is

depicted in Figure 4.10. The input complex pilot symbols that are fed into

the IDFT are given as:

sofdm(q) =




pofdm(q), 0 ≤ q < N

0, N ≤ q < Q/α− 1
(4.49)

Each pilot symbol of sofdm is modulated onto one subcarrier.The discrete-
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time OFDM symbol vector of size V = Q/α is given by:

xofdm(b) =
1√
V

V−1∑

q=0

sofdme
(j2πqb/V ) (4.50)

where b = [0, . . . , V − 1] ∈ Z is the time sample index and q ∈ Z is the

subcarrier index. The discrete OFDM symbol may be written in matrix form

as:

xofdm = Φofdmsofdm (4.51)

where xofdm ∈ CV×1 is a vector of time-domain samples of an OFDM symbol;

Φofdm ∈ CV×V is the sampled IDFT matrix used in the OFDM modulation

process and sofdm ∈ CV×1 is the vector of input data symbols.

The received pilot symbols are distorted by the channel and contaminated

with AWGN noise. As mentioned before, the use of a CP at the beginning

of the symbols results in modelling the channel matrix as a circulant matrix.

The received OFDM pilot symbols are represented as:

yofdm = Hofdmxofdm + zofdm = HofdmΦofdm sofdm + zofdm (4.52)

where zofdm ∈ CV×1 is the AWGN noise vector. The eigenvalue decomposi-

tion of the channel matrix, Hofdm, is given as [84,85]:

Hofdm = MofdmΛofdmMH
ofdm (4.53)

The received pilot OFDM symbols are demodulated using a DFT process,

thus the symbols are represented as:

rofdm = ΦH
ofdmyofdm = ΦH

ofdm[Hofdm xofdm + zofdm]

= ΦH
ofdm[MofdmΛofdmMH

ofdm xofdm + zofdm]

= ΦH
ofdmMofdmΛofdmMH

ofdm Φofdm sofdm + ΦH
ofdmzofdm

= MH
ofdmMofdmΛofdmMH

ofdm Mofdmsofdm + ΦHzofdm

= Λofdmsofdm + ΦH
ofdmzofdm

= λofdmsofdm + zΦofdm

(4.54)
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The channel estimate at each subcarrier is found using the zero forcing

method, which is given as:

λ̂ofdm = rofdm/sofdm = (λofdmsofdm + zΦofdm)/sofdm = λofdm︸ ︷︷ ︸
1

+ zΦofdm/sofdm︸ ︷︷ ︸
2

(4.55)

where λofdm (part 1) represents the estimated channel gains at each subcar-

rier while part 2 corresponds to the noise vector.

4.8 Performance Results

System parameters in the simulations are carried out based on the Narrowband

Internet-of-Things (NB-IoT) standard [87]. The NB-IoT system parameters

are appropriately modified to accommodate the bandwidth compression fac-

tors ranging between α = 0.5− 0.9 [88]. The number of active subcarriers is

N = 12 data subcarriers and the modulation format is QPSK.

4.8.1 Guard Interval Schemes compared for system eval-

uation

To comprehensively evaluate the channel estimation and equalization of the

different guard interval techniques in SEFDM systems, two frame structures

are used in this work; (i) using SEFDM symbols for both pilot and data sym-

bols; and (ii) using OFDM symbols as pilots, followed by SEFDM symbols

to carry data.

Three guard interval schemes for use in SEFDM systems are evaluated

in this work, which are: (i) CP-SEFDM, (ii) CCP-SEFDM, and (iii) ZP-

SEFDM. The system performance of the three schemes is evaluated with the

following metrics:

� MSE, which is used to evaluate the accuracy of channel estimation

using different pilot signals for different SEFDM schemes.
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Table 4.1: Channel model parameters

Parameters V alue

Channel delay profile TDL-D
Delay spread 300 ns

Maximum Doppler shift 111.2 Hz
K-factor 7 dB

� BER, this to evaluate the effect of the channel estimation and equal-

ization on the error rate performance of SEFDM systems. The BER

is determined after the detection stage for CP-OFDM, CP-SEFDM,

CCP-SEFDM and ZP-SEFDM.

4.8.2 Channel model

The signals are sent over a Tapped Delay Line (TDL) 5G channel model of

type (D) [89]. The channel is defined in the European Telecommunications

Standards Institute (ETSI) standards [89] and it represents a Line-of-Sight

(LOS) channel model. Hence, the first tap follows a Ricean distribution with

a K-factor = 7 dB, while the rest of the taps follow a Rayleigh distribution.

The taps delays and power values are given in Table 7.7.2-4 of the standards

in [89]. The channel model parameters are given in Table 4.1 [75].

4.8.3 SEFDM signals for pilot and data symbols

The frame structure is similar to that of LTE [1] where every radio frame of

length 10 ms consists of ten equally sized subframes, each of which contains

2×0.5 ms time slots. In every time slot, there are seven SEFDM symbols. Of

these seven symbols, one carries a pilot (the first symbol in the time slot) that

is used for channel estimation and the other six symbols carry data signals.

The SEFDM pilot symbols used in this test are the Demodulation Reference

Symbols (DMRS), where the DMRS are designed for channel estimation and

power measurement in the 5G New Radio (NR) [90]. Figure 4.11 depicts the

frame structure used in this simulation evaluation.
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Figure 4.11: Frame structure. Each symbol (pilot and data symbols) in the
frame has the same time duration

4.8.3.1 MSE in channel estimation

The MSE is given by [12]:

MSE = E
{

[λ− λ̂]H[λ− λ̂]
}

(4.56)

where λ is the real gain of the channel under evaluation and λ̂ is the esti-

mated channel gain at the receiver. From Figure 4.12, it is evident that the

MSE of the channel estimation in CP-SEFDM and continuous CP-SEFDM

eventually reaches a non-zero error floor for any value of α < 1, as corrobo-

rated in Equations 4.19 and 4.37, respectively. On the contrary, the MSE for

the ZP method monotonically decreases with increased Eb/No, which agrees

with our mathematical findings in (4.47).

4.8.3.2 BER performance

BER is the chosen figure-of-merit to evaluate the distortion in the complex

received SEFDM signal that affects signal reliability and error rate, where

impairments are introduced by many factors, such as noise and multipath
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Figure 4.12: MSE in channel estimation for CP-OFDM, CP-SEFDM, CCP-
SEFDM and ZP-SEFDM using DMRS pilot signal and tested in
LOS TDL-D channel model for different bandwidth compression
factors
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channel effects.

After the equalization process, the complex symbols are detected using a

SD, which utilizes the correlation matrix to decode the transmitted SEFDM

symbol. Figure 4.13 depicts the BER performance using SEFDM for data

and pilot symbols. It is evident that ZP-SEFDM outperforms CP-SEFDM

and CCP-SEFDM. ZP-SEFDM has lower BER values because the narrow-

band subchannels are orthogonal to each other, as determined in (4.48). In

addition, the figure shows that, unlike ZP-SEFDM, the CP-SEFDM and

CCP-SEFDM BER curves diverge and reach a non-zero error floor for all

values of α. As expected, Figure 4.13 shows that higher spectral efficien-

cies (lower α values) come at the expense of signal deterioration, which is

apparent in terms of worse BER values due to higher levels of self-created

ICI.

However, the error rate performance of SEFDM systems is still very high

compared to OFDM systems. To further investigate the cause of this error

rate degradation, a different pilot symbol scheme is considered for SEFDM

systems. Specifically, the SEFDM pilot symbols are replaced with OFDM

pilot symbols as suggested in [75], where the OFDM pilot symbols have the

same subcarrier spacing, however, a lower data rate. This is subject of the

next subsection.
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Figure 4.13: BER in SEFDM system using SEFDM pilots for CP-OFDM, CP-
SEFDM, CCP-SEFDM and ZP-SEFDM using LOS TDL-D channel
model and for different bandwidth compression factors
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4.8.4 OFDM pilot symbols for SEFDM systems

The work in [56] and [75] propose to use OFDM pilot symbols for channel

estimation purposes for CP-SEFDM and CCP-SEFDM, respectively. A sim-

ilar frame structure design as that in [75] is followed in this work. Figure 4.14

illustrates the frame structure of the new scheme of using OFDM for pilot

symbols. In this work, and for the first time, the ZP scheme is proposed to

be used for SEFDM data symbols, however, the pilot symbols are OFDM

symbols. The new system proposal is predicted to enhance the error rate

performance. This is because ZP-SEFDM has better equalization perfor-

mance according to the findings in Equation 4.48. To support and verify this

claim, the BER is used for systems evaluation of (i) CP-SEFDM; (ii) CCP-

SEFDM; and (iii) ZP-SEFDM for data symbols, with OFDM pilot symbols

being used for channel estimation.

Figure 4.15 shows the BER performance of the three different systems

and for various values of α. From the results, it is evident that the error rate

performance of using ZP-SEFDM for data symbols, outperforms the cases

of using the cyclic prefix schemes with SEFDM for data symbols. It should

be noted that, this agrees with the analytical bounds finding of channel

equalization given in equations 4.20, 4.38 and 4.48 for CP-SEFDM, CCP-

SEFDM and ZP-SEFDM, respectively.
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Figure 4.14: Frame structure. The OFDM pilot symbols have longer time dura-
tion compared to SEFDM data symbols in the frame

4.8.5 Comparison of the power penalty for the differ-

ent guard interval schemes

To further illustrate the difference in error rate performance of CP-SEFDM,

CCP-SEFDM and ZP-SEFDM. The power penalty, defined as the Eb/No dif-

ference between OFDM and the three different SEFDM (CP-SEFDM, CCP-

SEFDM and ZP-SEFDM) systems, is measured in (dB) at a BER = 10−4

and is shown in Figure 4.16. The upper figure (4.16(a)) shows the power

penalty when SEFDM pilot symbols are used for channel estimation, while

the lower figure (4.16(b)) indicates the case of using OFDM pilot symbols.

For different values of α, the power penalty is increased with the decrease of

α (and concurrent increase in spectral efficiency), which is due to the higher

level of interference introduced between subcarriers. In addition, Figure 4.16,

indicates that ZP-SEFDM outperforms CP-SEFDM and CCP-SEFDM with

the two channel estimation methods used in this test and for all values of

α. The CP-SEFDM and CCP-SEFDM BER curves stop at α = 0.7 in Fig-

ure 4.16(a) and α = 0.6 in Figure 4.16(a), because the BER performance

reaches error rate higher than 10−4 for α < 0.7 and α < 0.6, respectively.
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Figure 4.15: BER in SEFDM system using OFDM pilots for CP-OFDM, CP-
SEFDM, CCP-SEFDM and ZP-SEFDM using LOS TDL-D channel
model and for different bandwidth compression factors
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Figure 4.16: Power penalty (at BER = 10−4) between OFDM and CP-SEFDM,
CCP-SEFDM and ZP-SEFDM systems. (a) shows the power
penalty for the case of using SEFDM pilot symbols. (b) indicates
the power penalty for the case of using OFDM pilot symbols

4.9 Conclusions

In multicarrier systems, the total rate of the signal is divided into a set of

smaller rates which are transmitted over subcarriers. This signal is transmit-

ted to the receiver through a medium with a multipath wideband channel.

In OFDM systems, using CP with OFDM symbols and using an IDFT and a

DFT at the transmitter and receiver, respectively, allows the wideband chan-

nel to be divided into a set of orthogonal narrowband sub-channels. Each

of which, is associated with a subcarrier of the multicarrier OFDM signals.

Therefore, channel estimation and equalization of the amplitude and phase

distortion, due to the multipath channels, occur individually at each subcar-
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rier.

In addition to the signal distortion caused by multipath channels, non-

orthogonal multi-carrier systems, such as SEFDM, also suffer from self-

induced ICI. Therefore, the work demonstrated in this chapter provides a full

study and investigation of using two existing guard interval techniques, CP

and CCP. In addition, this work introduced a novel channel estimation and

equalization technique employing an orthogonal DFT-based demodulator in

conjunction with ZP. Moreover, the chapter provided the analytical expres-

sions of channel estimation and equalization in CP-SEFDM, CCP-SEFDM

and ZP-SEFDM for the first time, where such work has not been done in

any previous work for SEFDM systems. The simulation results presented in

this chapter show that, ZP-SEFDM can offer over one order of magnitude

improvement in MSE performance at high Eb/No values compared to CP-

SEFDM with commensurate improvement in BER for the received signal.

Furthermore, this chapter provided a study of using CP-OFDM pilot sym-

bols for channel estimation while using SEFDM for data symbols. The use of

the three guard interval techniques (CP, CCP and ZP) with SEFDM signals

were evaluated. From the results presented here, using ZP with SEFDM for

data symbols, outperforms the other guard interval techniques in SEFDM

systems.
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Chapter 5

Truncated OFDM Signal and

System

5.1 Introduction

The research in this chapter reports a new non-orthogonal signal format

which modifies OFDM signals by truncating the end of each OFDM symbol.

As such, this new format is termed TOFDM. Here, each OFDM time-domain

symbol is truncated by a factor (1 − γ) to generate the TOFDM signal.

Therefore, time samples are only partially transmitted and part of the symbol

is discarded at transmission. Furthermore, the fact that the TOFDM symbol

time is shorter than that of an OFDM one, implies loss of orthogonality and

consequently the introduction of ICI amongst the subcarriers.

The work in this chapter focuses on studying the newly proposed TOFDM

signal. Hence, the new signal representation in time and frequency is pro-

vided in Section 5.2. Then, a comparison of TOFDM with other similar

spectrally efficient techniques is given in Section 5.3. After that, analytical

representation, interference characterization and modelling of the TOFDM

signal are given in details in Section 5.4. Then, two complete TOFDM sys-

tems are designed, implemented and described in Section 5.5. The first (pro-

vided in Section 5.5.1), is an uncoded system that uses a SD at the receiver,

which in turn, utilizes the interference knowledge to retrieve the transmit-
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Figure 5.1: TOFDM symbols generation from OFDM symbol

ted data. The parameters that affect the error performance and complexity

of this system are studied and evaluated in simulation. The second system

is a coded system (provided in Section 5.5.2), which is modified version of

the standard IEEE 802.11a,g, where the OFDM signals are replaced with

TOFDM ones. A new iterative decoder for the proposed system is designed

and then implemented in (i) Matlab simulation to evaluate the system perfor-

mance using AWGN channels, and (ii) SDR, where the system is evaluated

in realistic RF environments using USRP and channel emulator.

5.2 TOFDM Signal Representation

In this section, time and frequency representation of OFDM and TOFDM

are detailed.
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5.2.1 Time-domain representation

As mentioned earlier, each OFDM symbol is truncated in the time-domain

to generate the TOFDM symbol, which means the duration of a TOFDM

symbol, Ttofdm, is shorter than that of an OFDM symbol, Tofdm, by a factor

γ ≤ 1. The relation between the TOFDM and OFDM symbols duration is

given as:

Ttofdm = γTofdm (5.1)

In TOFDM systems, only a γTofdm duration of the OFDM symbols is

sent while the remaining (1− γ)Tofdm is discarded at the transmitter. When

γ = 1, the symbol is an OFDM one, whereas lesser values of γ achieve

different truncations. A smaller value of γ offers a greater spectral efficiency

in the time-domain. This implies that more data can be sent over the same

frequency bandwidth. Figure 5.1, shows how two TOFDM symbols with

different truncation levels, γ = 0.8 and γ = 0.6, are generated from OFDM by

truncating 20% and 40%, respectively. In addition, the subsequent TOFDM

symbol comes earlier in time by (1 − γ) because of the truncation in the

preceding symbol. Thus, five TOFDM symbols, using γ = 0.8, may be

sent in the same time period as four OFDM ones, utilizing the same signal

bandwidth.

5.2.2 Frequency domain representation

In OFDM signals, the frequency spacing between two adjacent subcarriers,

∆f , is given as:

∆f =
fs
Qi

(5.2)

where fs is the sampling frequency and Qi is the number of input bins to the

IDFT in the frequency domain. The subcarrier width, of an OFDM symbol,

in the frequency domain, δf , is given as:

δf =
1

Tofdm
=

1

QTs
=
fs
Q

(5.3)
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Figure 5.2: The spectra of OFDM and TOFDM symbols of 4-subcarriers

where Q is the number of time samples in an OFDM symbol and Ts is the

time samples period.

Orthogonality between subcarriers in OFDM, as shown in the upper part

of Figure 5.2, is maintained by ensuring that the spacing between the subcar-

riers equals the inverse of the symbol period. Thus, the number of input bins

to the IDFT, is equal to the number of time samples in an OFDM symbol

and hence, ∆f = δf .

In TOFDM systems, like OFDM systems, the number of input bins

to the IDFT, Qi, and the sampling frequency are maintained the same.

Thus, the frequency spacing between two adjacent subcarriers is defined as

∆f =
fs
Qi

=
1

Tofdm
, which is equal to that of the OFDM signals. Nev-

ertheless, the TOFDM symbol duration is not equal to the reciprocal of

the frequency spacing between the subcarriers (∆f). Where the subcarriers
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width in TOFDM, δftofdm, is given by:

δftofdm =
1

Ttofdm
=

1

γQTs
=

fs
γQ

(5.4)

where the δftofdm is inversely proportional with the value of the truncation

factor, γ. This means, the generated TOFDM signal is not orthogonal, where

the transmission rate of each subcarrier, in comparison with OFDM signal,

is higher as depicted in Figure 5.2.

5.3 TOFDM Signal Representation vs OFDM,

SEFDM and FTN

Figures 5.3, 5.4 and 5.5 present conceptual illustrations of the time- and

frequency- domain of OFDM, SEFDM, TOFDM and FTN signals. In Fig-

ure 5.3, it is clear that OFDM and SEFDM symbols are sent with the same

symbol duration, while FTN transmits overlapped symbols. OFDM systems

transmit orthogonal symbols in time and frequency, while SEFDM systems

transmit more data by relaxing the spacing between the subcarriers in the

frequency-domain, which means the bandwidth of these systems is narrower

than OFDM despite having no difference in the time duration of SEFDM

and OFDM symbols. FTN systems send more data over the same band-

width than in OFDM by transmitting symbols faster than the Nyquist limit.

This allows more symbols to be sent in a shorter time, equivalently saving

bandwidth. However, due to transmission at a higher rate, the FTN signal

will overlap and produce interference.

On the other hand, TOFDM sends partial samples of the OFDM symbol,

although TOFDM has the same symbol duration as FTN, the features of

these symbols are totally different as explained earlier. However, truncation

in the time-domain can lead to lost information and interference generation

between subcarriers. In Figure 5.4, the frequency spacing between the sub-

carriers of OFDM, TOFDM and FTN signals are the same, which means all

the subcarriers are positioned at the same frequencies when TOFDM sig-
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Figure 5.3: Conceptual illustrations of OFDM, SEFDM, FTN and TOFDM in
time-domain where the compression factor for FTN and TOFDM is
γ = 0.8

nals are generated. However, the symbol durations of TOFDM and FTN

are shorter in the time-domain, which implies that the transmission rate is

higher. In addition, because the symbol becomes shorter, the bandwidth of

each subcarrier becomes wider; the signals are changed to be non-orthogonal,

which leads to interference in the system.

In Figure 5.5, OFDM, TOFDM and FTN have the same frequency spac-

ing while SEFDM has a compressed bandwidth. The bandwidth savings in

SEFDM are been accomplished by compressing the spacing in the frequency-

domain between subcarriers. It can be noticed that SEFDM has the same

symbol duration (width in the figure) as OFDM.
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5.4 Truncated OFDM Signal Model

This section describes the basic signal model for TOFDM signals and char-

acterizes the self-induced ICI in TOFDM signals.

5.4.1 Signal Model

A TOFDM symbol x(t) is generated by multiplexing a vector of N inputs of

a complex signal denoted as s onto parallel subcarriers, in a similar way to

OFDM but with a time truncation factor, γ, as :

x(t) =
1√
Ttofdm

∞∑

l=−∞

N−1∑

n=0

sl,n exp

(
j2πn(t− lγTofdm)

Tofdm

)
, (5.5)

Defining Ttofdm as the TOFDM symbol duration as Ttofdm = γTofdm, (5.5)

can also be represented as:

x(t) =
1√
Ttofdm

∞∑

l=−∞

N−1∑

n=0

sl,n exp

(
j2πn(t− lTtofdm)

Tofdm

)
, (5.6)

where sl,n denotes the data symbol modulated on the nth subcarrier and lth

TOFDM symbol, N represents the number of the subcarrier and 1/
√
Ttofdm

is a normalization factor.

By sampling one TOFDM symbol with sample period Tofdm/Q, where

Q = ρN and ρ ≥ 1 is the oversampling rate, in case of ρ = 1 the sampling

process satisifcies the Nyquist freuency rule. The signal is padded with zeros

in the frequency domain to increase the number of samples in the time-

domain while maintaining the bandwidth in the frequency domian. A discrete

TOFDM symbol is expressed as [54]:

x(k) =
1√
γQ

Q−1∑

n=0

sn exp(
j2πnk

Q
), (5.7)

where k is the index of the time sample of the TOFDM symbol for the range
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0 ≤ k ≤ γQ− 1. Equation (5.7) depicts the process of modulating the input

data onto different subcarriers in a TOFDM symbol and it is represented in

matrix form as [54]:

x = Φs. (5.8)

x = [x0, x1, ..., xγQ−1]T represents a γQ-dimensional vector that is a sam-

pled TOFDM symbol in the time-domain, s = [s0, s1, ..., sQ−1]T is an Q-

dimensional vector that is a sampled input data in the frequency domain.

The symbol Φ signifies the sampled carrier matrix; Φ is a γQ × Q two-

dimensional matrix. The elements of the Φ matrix are given as:

Φk,n =
1√
γQ

exp (j2πnk/Q) (5.9)

where 0 ≤ n ≤ Q−1 and 0 ≤ k ≤ γQ−1. The symbol [.]T refers to a matrix

or alternatively a vector transpose.

5.4.2 Characterizing ICI in TOFDM System

A similar method of analysis to that developed for SEFDM in [54] is fol-

lowed here. Sampling the subcarriers of a TOFDM symbol results in the

carrier matrix, denoted as Φ, which represents the mathematical function of

a sampled bank of modulators:

Φ =
1√
γQ




1 1 1 . . . 1

1 ej
2π
Q ej

4π
Q . . . ej

2π(Q−1)
Q

...
...

...
. . .

...

1 ej
2π(γQ−1)

Q ej
4π(γQ−1)

Q . . . ej
2π(γQ−1)(Q−1)

Q



γQ×Q

. (5.10)

In order to study and understand the ICI in a TOFDM system, the cross

correlation matrix, denoted as C, is now evaluated. A discrete representation

of the signal is assumed in this chapter, as this allows the study of truncation

and oversampling effects on generated signal and detection properties. A

similar method to that reported in [54] is followed.
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The cross correlation measures the degree to which two signals are cor-

related. Assuming that the two discrete TOFDM sub-carriers are e
2πkm
Q and

e
2πkn
Q , the cross correlation C[m,n] of two arbitrary subcarriers m and n in

a TOFDM signal may be represented by:

C[m,n] =
1

γQ

γQ−1∑

k=0

exp(
−j2πmk

Q
) exp (

j2πnk

Q
)

=
1

γQ

γQ−1∑

k=0

exp(
−j2π(m− n)k

Q
)

=
1

γQ

[
1− e−j2π(m−n)γ

1− e
−j2π(m−n)

Q

]
,

(5.11)

where k = 0, . . . , (γQ − 1), and Q is the number of samples per subcarrier,

and the (m− n) represents the subcarriers index distance, that is the index

distance between a subcarrier m to subcarrier n. Therefore, each correlation

coefficient C[m,n] in (5.11) above is an interference-coefficient between two

subcarriers. Since the condition of orthogonality between all subcarriers is

violated, each subcarrier contributes some level of interference to produce

the overall ICI in the signal.

The derivation of the third line of (5.11) is based on the sum of geometric

series:
∑Q−1

k=0 r
k = 1−rQ

1−r . The correlation matrix C, given in (5.12) below, is

the interference matrix, whose elements are those derived in (5.11), define

the interference between all subcarriers as well as the relative value of each

subcarrier:
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C =
1

γQ




γQ
1− ej2πγ

1− e
j2π
Q

. . .
1− ej2π(Q−1)γ

1− e
j2π(Q−1)

Q

1− e−j2πγ

1− e
−j2π
Q

γQ . . .
1− ej2π(Q−2)γ

1− e
j2π(Q−2)

Q

...
...

. . .
...

1− e−j2π(Q−1)γ

1− e
−j2π(Q−1)

Q

1− e−j2π(Q−2)γ

1− e
−j2π(Q−2)

Q

. . . γQ



Q×Q

.

(5.12)

The correlation matrix C is a Toeplitz [91] and Hermitian Q×Q matrix

and its elements are given by:

C[m,n] =
1

γQ




γQ ,m = n

1− e−j2π(m−n)γ

1− e
−j2π(m−n)

Q

,m 6= n


 (5.13)

It is evident that the non-diagonal elements in the matrix C are non-zero

indicating the self-ICI in TOFDM. The correlation matrix is used to esti-

mate the interference among the subcarriers. Although only partial data is

transmitted and the rest is discarded, the receiver has the ability to retrieve

the data by estimating the removed part of the symbol by using the corre-

lation matrix. Examination of (5.11) shows that the correlation matrix can

be found by using subcarrier matrix as they are directly related by:

C = Φ∗ ×Φ (5.14)

where [.]∗ is the Hermitian transpose operation. Equation (5.14) shows that

the correlation matrix C can be generated easily by using the carrier ma-

trix Φ, where the latter can be found by knowing the truncation and the
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oversampling factors.

5.5 Testbeds, Detection and System Perfor-

mance

In this section, uncoded and coded TOFDM systems are designed, imple-

mented and then their performance is evaluated. The two designs involve

signal generation, reception and decoding, and data recovery. For the first

system, the uncoded system, which is given in Section 5.5.1, SD is used to

retrieve the transmitted data bits utilizing the correlation matrix (the in-

terference matrix). The system decoder is evaluated by testing the BER in

simulations. On the other hand, for the coded systems, an iterative decoder

is designed specifically for TOFDM systems, which is based on successive

interference cancellation. Furthermore, the TOFDM coded systems are de-

signed using two guard interval schemes, (i) ZP and (ii) CP. The coded

systems are designed, implemented and evaluated in simulations and realis-

tic RF testbeds as described in Section 5.5.2.

5.5.1 Uncoded TOFDM systems

In this section, the uncoded TOFDM transceiver is described in Section 5.5.1.1,

while the signal detection is given in Section 5.5.1.2, and the system perfor-

mance is evaluated in Section 5.5.1.3.

5.5.1.1 Signal generation and reception

Figure 5.6 illustrates a basic block diagram for the TOFDM system model

used in this study. The figure sketches a simple time-domain representation of

TOFDM transmitted symbols, showing partial transmission for the samples,

as the blue coloured samples are not transmitted. Simply, OFDM symbols are

generated and then truncated before transmission. The transmitted TOFDM

signal, x(t), is contaminated with AWGN signal, z(t), to give the received
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signal y(t), as:

y(t) = x(t) + z(t). (5.15)

At the receiver, the duration of the symbol at each modulator is shorter

by the factor γ, relative to the original OFDM symbol. Note that γQ is equal

to the number of the transmitted samples per TOFDM symbol. The received

TOFDM signal is fed into a DFT of size Q to demodulate the received signal.

Where the number of TOFDM time samples in each symbol is smaller than

the number of input bins to the DFT. Hence, the last (1− γ)Q bins are fed

with zeros as shown in Figure 5.6. The discrete form of the received signal

is expressed as:

r(n) =
1√
γQ

γQ−1∑

k=0

xk exp (
−j2πnk

Q
) + zc(k), (5.16)

where n = 0, . . . , Q− 1, xn is the transmitted signal, r is the received signal

after demodulation and zc is a Q × 1 vector of AWGN samples correlated

with the conjugate subcarriers.

5.5.1.2 Signal Detection

The detection techniques followed in this section is similar to those applied

to SEFDM in [92]. The demodulated signal is fed to a SD to detect the

signal. The mathematical representation for the SD is expressed as:

ssd = arg min
s∈MQ,‖r−Cs‖2≤g

‖ r−Cs ‖2, (5.17)

where ssd is the estimated signal, MQ is all the possible combinations for

the transmitted TOFDM symbols, M is the cardinality of the constellation

diagram, g is the radius of the hypersphere search area that is centered at

the vector r, and s is the vector that has the highest probability of being

transmitted. The latter is found by finding the minimum Euclidean distance

from all the possible vector combinations which take place inside the multi-
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dimensional hypersphere searching area. In other words, by using a SD we

can detect the received signal by estimating the truncated portion of every

TOFDM symbol, enabling recovery of the intended signal. In addition, the

SD tests a subset of the all possible combinations of transmitted symbols,

which means it enjoys improved computational efficiency over a ML detector,

which compares the received symbol with the all possible combinations of the

transmitted TOFDM symbols.

5.5.1.3 Uncoded system performance

The TOFDM system is tested using ten subcarriers, QPSK modulation for-

mat and different truncation factors γ = 0.9, 0.8, 0.7 and 0.6, for different

values of oversampling. A smaller value of γ allows the system to transmit

fewer samples and gives a higher spectral efficiency. In this study, two over-

sampling values (1 and 4) are used in the simulations, where higher values

of oversampling will result in lower levels of aliasing, leading to better Bit

Error Rates (BERs). Figures 5.7 and 5.8 show the error performance for two

values of oversampling factor ρ = 1 and 4, respectively, without and with

different level of truncation.

The power penalty, defined as Eb/No difference between OFDM and

TOFDM systems, is measured at BER = 10−3 in Figure 5.9. It should

be noted that by truncating 20% of samples, TOFDM shows identical per-

formance to OFDM. With further samples truncation up to 30%, therefore

higher interference, 1 dB power penalty is observed. Due to the improved

spectral efficiency, such power penalty may be tolerated. The figure also

demonstrates the effect of oversampling on power penalty. For high trunca-

tion factors such as 0.9 and 0.8, the oversampling has no clear effect. For

lower truncation factors, therefore higher interference, the power penalty is

reduced with the increase of oversampling factors due to improved signal

resolutions.
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Figure 5.7: BER for TOFDM system with no oversampling
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Figure 5.9: Power penalty (at BER = 10−3) of different levels of truncations and
oversampling to OFDM

5.5.2 Coded TOFDM systems

This section presents the design, implementation and system performance

of a new TOFDM system with channel coding. The new proposed system

employs channel coding (convolutional coding is used in this chapter) at the

transmitter and iterative soft decoder at the receiver. This system is built on

top of the Institute of Electrical and Electronics Engineers (IEEE) 802.11g,

which is achieved by modifying the transmitter to send TOFDM signals in-

stead of OFDM signals. As a result, the symbol transmission is reduced in

comparison to the conventional OFDM system and hence enhance the sys-

tem data rate. At the receiver, a new iterative decoder is designed using

the soft-output data and the knowledge of the interference coefficients given

in the correlation matrix to cancel the interference among the subcarriers

in TOFDM symbols. The new system is first evaluated in AWGN channels

using computer simulations. After that, the system is built in an experi-

mental testbed using USRP for RF signal generation and reception. Then,
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the system is evaluated using realistic channel models generated in a channel

emulator. Furthermore, in addition to using the conventional CP in TOFDM

systems, TOFDM system using ZP as a guard interval, is designed and im-

plemented. The transmitter, receiver and decoder design, and the system

performance of the new coded TOFDM system are given in the following

subsections.

5.5.2.1 Transmission

At the transmitter, a pseudorandom binary sequence is generated, which

is then scrambled using the IEEE 802.11a,g scrambler, which is a 127-bit

frame-synchronous scrambler [24][93]. Then, the scrambled bits are encoded

by convolutional encoder with code rateRc = 1/2. The convolutional encoder

is the industry-standard encoder with the first polynomial g0 = 1338 and the

second polynomial g1 = 1718. After that, the encoded bits are interleaved and

mapped into BPSK and QPSK and then fed into serial to parallel converter.

Next, the symbols are fed into IFFT, resulting in the generation of OFDM

symbols. Each OFDM symbol consists of Q samples in the time-domain. Not

all the samples are transmitted, where only part of the samples of length γQ,

are passed and the rest are discarded. After that, CP or ZP is attached to

each TOFDM symbol before being transmitted in frames. In this system

evaluation, each frame consists of a preamble and 50 data symbols. It should

be noted that, the preamble used in this test and study, is the same as

the IEEE 802.11a,g preamble, where full OFDM symbols are sent. This is

to guarantee accurate time synchronization, and Carrier Frequency Offset

(CFO) and channel estimation. The preamble generation is described in

Section 6.3.1 of the next chapter in this thesis.

The upper part of Figure 5.10 depicts the block diagram of modified

802.11a transmitter using TOFDM signals. The scrambler, convolutional

encoder, interleaver, mapper and the modulation process using IFFT are the

same as the IEEE 802.11a,g standard [24][93], which are given in Section 6.3

of the next chapter in this thesis.
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5.5.2.2 Channel model description

The RF frames are transmitted over a mobile environment implemented using

a Spirent VR5 channel emulator. The wireless channel model is the built-in

wireless LAN-exponential decay 802.11a,g, with user terminal velocity of 50

km/hour. The channel paths follow Rayleigh distribution and their delays

and power values parameters are given in the following table.

Table 5.1: WLAN Exponential Decay Channel Model

Path Relative power Delay values
1 0.0 dB 0 µs
2 -2.1 dB 0.0125 µs
3 -4.2 dB 0.025 µs
4 -6.3 dB 0.0375 µs
5 -8.4 dB 0.05 µs
6 -10.5 dB 0.0625 µs
7 -12.7 dB 0.075 µs
8 -14.8 dB 0.0875 µs
9 -16.9 dB 0.1 µs
10 -19.0 dB 0.1125 µs
11 -21.1 dB 0.125 µs
12 -23.2 dB 0.1375 µs
13 -25.3 dB 0.15 µs
14 -27.4 dB 0.1625 µs
15 -29.5 dB 0.175 µs

5.5.2.3 Signal recovery

At the receiver, time synchronization, CFO estimation and compensation,

channel estimation and equalization, and an iterative detector with an inter-

ference canceller are utilized to retrieve the data.

5.5.2.3.1 Synchronization, and CFO estimation and compensa-

tion. In order to find the starting time sample of each frame, the Long

Training Field (LTF) symbol is correlated with the received signal. As men-

tioned in Section 6.3.1.2 of this thesis, two peaks are expected to result from
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Figure 5.11: The resulting signals of correlating LTF symbol and the received
signal
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the correlation process between the LTF symbol and the preamble signal.

Figure 5.11 shows the resulting signal of the correlation between the LTF

symbol and received signal after traversing a multipath channel and being

contaminated with AWGN noise in the channel emulator, for different value

of Signal to Noise Ratio (SNR). The mechanism of finding the first received

time sample of the frames, are described in the following steps: (i) correlate

the LTF symbol with the received signal, (ii) find the highest resulting peak,

(iii) multiply the amplitude of the highest peak with 0.7 then set the result-

ing value as a threshold bar (the red dashed-lines of Figure 5.11 represent

the threshold bar), (iv) search for other peaks above the threshold bar, (v)

identify the earliest two peaks appear in time, that are above the threshold

bar and have 64 time samples difference in between, and (vi) the first peak

of the two found peaks identifies the beginning of the LTF symbols in the

preamble signal, which comes straight before the data symbols. It should

be noted that the multiplication with 0.7 value is set after intensive number

of experimental runs. For the case when no peaks are found, the frame is

dropped and not counted/considered in the BER measurement.

For CFO estimation, the same mechanism that is given in Section 6.5.3.4

of this thesis is followed. While for CFO compensation, the process is given

in Section 6.5.3.5.

5.5.2.3.2 Signal demodulation. After finding the starting time sample

of the received frame, the FFT is used to perform signal demodulation. For

the scenario of using CP in TOFDM symbols, the CP part is removed at

the receiver and the TOFDM symbol is passed to the FFT. While for the

scenario of using ZP, the TOFDM symbol and the ZP part are combined

using the overlap-add mechanism designed for non-orthogonal signals and

then fed into the FFT. The design of the overlap-add technique is similar to

that of SEFDM systems provided in Section 4.6 of this thesis.

5.5.2.3.3 Channel estimation and equalization The experimental

work and study presented in this chapter, use the two LTF symbols of the

preamble signal for channel estimation. The full description of the process,
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is provided in Section 6.5.3.3. Zero forcing channel equalization is applied,

which occurs in the frequency-domain.

5.5.2.3.4 Iterative decoder. Figure 5.12, depicts the block diagram of

the modified 802.11a,g receiver, which uses iterative decoder to recover the

data carried in TOFDM signals. In general, the interference between subcar-

riers is estimated and subtracted in every iteration from the original equalized

signal before passing the signal to the next iteration.

The equalized data is passed into a soft demapper, where its output ex-

pressed in the LLR form. The sign of LLR value indicates the sign of the bits

and its magnitude determines the reliability of the sign of the demapped bit.

The LLR bits are then deinterleaved and decoded using BCJR [94] decoder,

where its output is in the LLR form too. The decoded bits are encoded again

using soft encoder and its output bits are mapped with soft mapper. The

interference is estimated by multiplying the soft symbol with the interfer-

ence coefficient matrix, which identify the interference contribution between

the subcarriers. The estimated interference is subtracted from the received

demodulated signal before being passed to the next iteration. Repetition of

this process leads to better interference estimate and consequently, better

estimate of the transmitted data. The lower part of Figure 5.12 depicts the

iterative decoding process.

5.5.3 Error rate performance in AWGN channel.

In this section, error rates performance of simulation TOFDM systems with

channel coding are provided. The numerical BER performance of BPSK and

QPSK of TOFDM system is examined using AWGN channel and shown in

Figures 5.13 and 5.14, respectively. The figures indicate the BER perfor-

mance of various truncation levels (γ values) using ten decoding iterations

for each truncation level. Using BPSK modulation format, the system ap-

proaches the target BER after reaching the second iteration (of the ID) for

γ ≥ 0.5. While for γ = 0.4 (60% truncation), six iterations are needed to

reach the target BER with slight performance degradation. In terms of data
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rate enhancement, this means that up to 100% and 150% data rate improve-

ment can be achieved using two and six iterations of ID, respectively. This

at the expense of power penalty of less than 0.2 dB in comparison to OFDM

system. However, γ = 0.4 is the lowest value that can be supported over the

range tested, whereas error floor is observed for γ = 0.3 for all the iterations

of ID. On the other hand, for QPSK, γ = 0.9, 0.8 and 0.7 can be used with

approximately equivalent performance compared to OFDM system, as the

power penalty is within 0.2 dB. This can be achieved by two, three and six

iterations of ID for the respective γ values. Nevertheless, the BER perfor-

mance degrades significantly for γ ≤ 0.6. In general, the numerical results of

using BPSK and QPSK indicate that a higher number of iterations is needed

with a higher order modulation used in the TOFDM system. To summarise

the results, Figure 5.15 depict the number of iterations of ID needed for each

γ value, thus the BER remains stable, where no further BER enhancement

to be observed.
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Figure 5.13: Convergence BER performance of BPSK-TOFDM with various it-
erations using different values of γ
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Figure 5.14: Convergence BER performance of QPSK-TOFDM with various it-
erations using different values of γ
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Figure 5.15: TOFDM system performance for various values of γ
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5.5.4 Error rate performance in multipath wireless chan-

nel.

In this section, error rates performance of the modified 802.11g using TOFDM

signals are presented and compared to the conventional 802.11g, where OFDM

signals are used. The new TOFDM systems are evaluated using two guard

interval techniques, CP and ZP using different values of truncation factor for

two modulation formats, BPSK and QPSK. The multipath channel model

used in this experimental evaluation is the wireless LAN-exponential decay

802.11a,g, which is described in Section 5.5.2.2.

5.5.4.1 Channel estimation and equalization for TOFDM

Following the channel estimation technique of 802.11a,g, the two LTF sym-

bols of the preamble signal are used estimate the channel characteristics

at each subcarrier in the frequency-domain, which fully described in Sec-

tion 6.5.3.3. Inspired by the all channel estimation work in SEFDM systems

and by the work presented in chapter 4 of this thesis, the symbols in the

preamble signal are OFDM ones. This means the preamble signal for the

TOFDM systems are the same as that of the 802.11a,g OFDM systems.

This is due to the fact that using OFDM pilot symbols for channel esti-

mation provides more accurate estimates of the channels compared to using

non-orthogonal pilot symbols. Furthermore, due to the fact that the sub-

carriers location of OFDM and TOFDM signals, in the frequency-domain,

are the same, hence no interpolation process is required to find the channel

estimates for TOFDM signals.

For channel equalization, the conventional zero forcing technique is used

to equalize the effect of the multipath channel on the received signals. In

order to study the error rates performance of using different guard interval

(CP and ZP) on the channel equalization performance in TOFDM systems,

CP-TOFDM and ZP-TOFDM are evaluated here.

145



Chapter 5. Truncated OFDM Signal and System

5.5.4.2 TOFDM with cyclic prefix

Figures 5.16 and 5.17, show the error rate performance of CP-TOFDM using

BPSK and QPSK modulations, respectively. Using BPSK for CP-TOFDM,

there is no clear BER enhancement beyond the first iteration for the trunca-

tion factor values between γ = 0.9 and 0.5; while two iterations are needed for

γ = 0.4. This is not the case when QPSK modulation format is used, where

a minimum of two iterations are required for the TOFDM systems to reach

their optimum BER performance. In general, using lower γ value in TOFDM

systems requires higher number of iterations to retrieve the transmitted data.

In terms of error rate performance in multipath channels, the power

penalty gap between the BER performance of TOFDM and OFDM systems

is higher than that observed in AWGN channels of Figures 5.13 and 5.14.

This could be due to degradation in channel estimation and equalization

performance and hence degrades the TOFDM decoding performance. How-

ever, orthogonal symbols are used to obtain the channel estimates at each

subcarriers as mentioned in the previous subsection. Thus, the accuracy of

channel estimation for TOFDM and OFDM systems are the same. This

could narrow down the cause of the performance degradation in multipath

channels to the equalization process accuracy. Therefore, to enhance the

equalization performance accuracy, similar technique of using ZP instead of

CP that is proposed by the author and presented in chapter 4 of this thesis,

is followed in here. The BER results of ZP-TOFDM is shown and evaluated

in the next subsection.
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Figure 5.16: Experimental BER performance of BPSK CP-TOFDM with various
iterations using different values of γ
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Figure 5.17: Experimental BER performance of QPSK CP-TOFDM with vari-
ous iterations using different values of γ
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5.5.4.3 TOFDM with zero padding with power penalty evaluation

The error rates performance of ZP-TOFDM are evaluated in this section

as depicted in Figures 5.18 and 5.19 for BPSK and QPSK modulations, re-

spectively. In general, the BER results depict that more than one decoding

iteration is required to retrieve the transmitted data. The error rate per-

formance of TOFDM systems shows that improved spectral efficiency can

be achieved by truncating the signal (partial transmission of the signal) at

the transmitter. Yet, this is at the expense of power penalty in the system

performance, which is the difference in power between OFDM and TOFDM

systems.

Figure 5.20, depicts the power penalty between CP-TOFDM and ZP-

TOFDM, and CP-OFDM, measured at BER = 10−4 and 10−5 for BPSK and

QPSK modulation formats. The arrows appear in the figures indicate that

the BER performance reaches a non-zero error floor. Using BPSK in TOFDM

systems, 100% data rate enhancement (using γ = 0.5) can be achieved with

approximately 1.5 dB power penalty in comparison to OFDM systems. While

using QPSK, upto 42% data rate enhancement (γ = 0.7) can be achieved

with about 1 dB power penalty using ZP-TOFDM. Furthermore, for γ = 0.9,

which is about 11% data rate improvement, no power penalty is observed in

the measured BER for ZP-TOFDM compared to OFDM.

For the guard interval scheme evaluation, the error rate performance of

using ZP-TOFDM systems, slightly outperforms that of using CP-TOFDM

systems for most of the tested cases (different truncation factors and modu-

lation format); while similar or same performance is achieved for the rest of

the tested cases. These results agrees with the mathematical findings of the

equalization expressions using ZP and CP, presented in equations 4.48 and

4.20 respectively, where using ZP in non-orthogonal signals, enhances the

equalization process and hence, leads to BER performance improvements.

Furthermore, the results show that using ZP in TOFDM systems has clearer

enhancement in higher modulation order, such as BER = 10−4 in this exam-

ple, and for lower error rate regions (BER < 10−5) where about 1 dB power

penalty enhancement is observed in Figure 5.20(d).
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Figure 5.18: Experimental BER performance of BPSK ZP-TOFDM with various
iterations using different values of γ
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Figure 5.19: Experimental BER performance of QPSK ZP-TOFDM with various
iterations using different values of γ
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Figure 5.20: Power penalty of TOFDM systems compared to OFDM sytems

5.6 Conclusions

This chapter introduced a new modified version of the OFDM signal by

truncating the OFDM symbols in time. Where the new signal is shorter in

time, hence, the width of the subcarriers in the frequency domain increases.

Hence, the new signal is no longer orthogonal and thus interference is in-

troduced among the subcarriers. Therefore, this chapter provided a study

on the new non-orthogonal signal properties in frequency and time-domain.

Then, the new signal characteristics were compared with other similar non-

orthogonal signals and systems that aim to enhance the spectral efficiency.

After that, a mathematical modelling of the signal was presented and a study

and modelling of the inter carrier interference were provided.

In addition, this chapter presented design, implementation and perfor-
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mance evaluation of two full TOFDM systems. The first system is the un-

coded TOFDM system, which aimed to study the new TOFDM signals for

different system parameters, such as oversampling and truncation factors.

The second system is an enhanced 802.11g system, where TOFDM is used

instead of the conventional OFDM signals and hence, the new system pro-

vides data rate improvement. Furthermore, a study on whether to use CP

or ZP with the new TOFDM signal, was examined and evaluated. The per-

formance evaluation of the new signals, were studied in computer simulation

using AWGN channels and with experimental SDR testbed using USRP and

channel emulator. The reported results show that TOFDM improves the

data rate by sending partial symbols, yet allows detection with a small de-

terioration of error rates.
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Chapter 6

Operating Interfering Wireless

Networks Beyond Capacity

6.1 Introduction

In densely populated urban areas, wireless networks that exist in unlicensed

spectrum (such as 802.11) routinely contend with vast numbers of users op-

erating nearby, causing uncontrolled amounts of interference, with transmis-

sions overlapping in both time and frequency. While medium access proto-

cols can avoid some collisions, packet collisions due to hidden terminal nodes

and inter-network collisions are still prevalent and harm throughput [95].

Roughly speaking, the likelihood of a bit error is positively correlated with

the Signal-to-Interference-plus-Noise Ratio (SINR), measured at the receiver.

The result is that in such unplanned networks, problems of interference from

neighboring networks combine with the problems of range and reliability

these networks already experience, resulting in degradation of application

performance.

From an information-theoretic standpoint Ahlswede [96] and Liao [97]

characterized the capacity region of the general multiple access channel, i.e.,

the set of tuples (each entry in the tuple containing the rate of each user) such

that there exists a receiver design that achieves an arbitrarily low bit error

rate provided that the users transmit at rates within that set. Figure 6.1
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Figure 6.1: Capacity region of the two-user uplink Gaussian noise interference
channel

shows the capacity region for the two-user uplink Gaussian noise channel

[98]. This line of work proved that in such a channel, the rate of each user

cannot exceed the Shannon capacity of interference-free links (leading to the

constraints that R1,2 < log(1 + P1,2/N0), where P1,2 are the transmit powers

of users one and two respectively, and N0 is the Gaussian noise power) and

that the total rate cannot exceed the Shannon capacity of a Gaussian noise

channel with power equal to the sum of the two users’ powers.

The receiver that achieves Pareto-optimal points in the capacity region

is the successive interference cancellation receiver [98], which achieves point

A or B in the capacity region by first treating one transmission as noise

while decoding the other transmission, then re-modulating and subtracting

the first transmission from the received signal.

For years, work in this area took the above model—which treats every

bit in two interfering transmissions equally—as the best fit to the reality of

interfering data transmissions in wireless networks. Thus, this concept of

capacity was treated as a given for single antenna communication and effort

instead expended in other promising directions to increase capacity (such as

the use of multiple antennas), which is surveyed in Section 6.2.

However, in practical unplanned wireless networks, such as 802.11 there

are many opportunites for collisions both within (Figure 6.2 (A)) and be-
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Figure 6.2: PSR applies to different collision scenarios. The scenario (A) is hid-
den terminal nodes which causes collisions within a network; the
scenarios (B, C1, C2 and D) depict the inter-network collision sce-
narios that occur in two existing neighbouring networks. The nodes
surrounded with dashed line are the nodes that experience collisions

tween (Figure 6.2 (B–D)) networks. The insight of this work begins with the

observation that in a practical unplanned wireless network such as 802.11,

or uncoordinated mobile cellular networks, the interference channel model is

not necessarily exhaustively applicable to every bit in the colliding packets,

as Figure 6.3 illustrates. From two colliding packet transmissions, it can be

Figure 6.3: Stations 1 and 2 transmit concurrently, leading to a collision at a re-
ceiver. Different data symbols experience differing degrees of overlap
(a)–(c)

noted that(a) a head of some data symbols “in the clear” of the collision,
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(b) two partially-overlapping symbols of each colliding packet, and finally (c)

the remainder of the wholly-overlapping symbols in the body of the packet

overlap. Crucially, out of these three regions of packet data involved in the

collision, region (c) and the collided part of region (b) are subject to the

Ahlswede-Liao capacity region. Therefore, there is an opportunity to tailor a

receiver to operate beyond the capacity region by utilizing the collision-free

part of region (b) to fully recover region (b), then exploiting that to decode

and recover region (c). Achieving this, however, requires that two challenges

be overcome:

1. First, for the symbols in region (b) that are partially overlapped by

interference, a decode attempt on just the interference-free region of

these symbols results in interference across different OFDM subcarri-

ers in frequency. While the SD [99,100] can take this interference into

account, it quickly becomes computationally prohibitive as the number

of OFDM subcarriers increases past 20 or so, and so there is a need

to develop a computationally-efficient receiver whose performance ap-

proaches that of the SD.

2. Second, channel coding is employed with the symbol-by-symbol modu-

lation shown in Figure 6.3, and this channel coding spreads information

across the symbols in time, blurring the boundaries between the three

regions noted above. Thus any receiver that leverages this regions ob-

servation for increased capacity must be co-designed with the channel

coding in use.

The work in this chapter presents a new technique termed PSR, a physi-

cal-layer and data link layer wireless receiver design that explicitly treats

non- and partially-overlapping OFDM symbols differently from completely-

overlapping OFDM symbols involved in a collision. The PSR algorithm first

decodes the non-overlapping part of one user’s overlapping OFDM symbol

sent from one of the users, using a novel interference modeling step that

models and cancels the intercarrier interference that results from truncation

of the OFDM symbol in time. This design also applies the SD to small
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blocks of OFDM subcarriers in order to precisely cancel this intercarrier in-

terference, while relying on linear methods to cancel the interference across

blocks, thus bounding the computational complexity required by SD utiliza-

tion in the design. Furthermore, the design jointly integrates the functions of

intercarrier interference cancellation, channel equalization, CFO and phase

offset compensation, and ISI mitigation, co-designing this functionality with

the remainder of the system. This functionality comprises the inner loop

decoder, which is described fully in Section 6.5.1.1.

After using the inner loop decoder to make an estimate of the interfer-

ence-free portion of an OFDM symbol, PSR remodulates the resulting bits to

a full-length OFDM symbol and cancels the interference from the originally

received signal, allowing it to make a decoding attempt on a complete sym-

bol lacking interference from the other user, provided the partially-received

symbol was decoded correctly: this allows for a window of two symbols to

be decoded jointly, and another symbol from the first user to be rendered

interference-free. This process continues, expanding the window until the

number of bit errors falls to an error floor (determined by power and noise

levels, and modulation/coding rates) that are determined empirically. The

window then slides along the entire length of the collision, comprising the

outer loop decoder of the PSR decoding algorithm. This algorithm adapts,

with minor modification, to various collision patterns resulting from different

lengths of colliding frames.

The outline of this chapter: The related work is discussed in Section 6.2.

The physical layer frame structure specifications, which follow the standard

802.11, are detailed in Section 6.3. In Section 6.4, the self-induced inter-

ference characterization of the partial symbols is analyzed. The design of

physical and data link layers are provided in Section 6.5. This is followed by

Section 6.6, which presents the PSR physical layer implementation in SDR

and the PSR link layer to transport layer implementation in NS-3. The PSR

system evaluation of rate region comparison, frame error rate and end-to-end

performance are given in Section 6.7.
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6.2 Related Work

A prior work on exploiting packet overlaps in Partial Packet Recovery (PPR)

[101] aims to recover the collision free part of colliding packets but does

not attempt to recover their colliding parts, hence it requires retransmission

and suffers reduced throughput. Other work for decoding collisions from

hidden terminal nodes, termed Zigzag Decoding [95], requires two successive

collisions of the same packets. In contrast, PSR is the first work the author

is aware of, besides the classical Successive Interference Cancellation (SIC)

algorithm (against which PSR is benchmarked in §6.7), that recovers full

packets from a single collision and requires no retransmission to operate.

FTN Modulation. Most data transmission is linear: the result of sum-

ming a sequence of pulses. These pulses are almost always orthogonal (i.e.,

invisible) to each other, meaning that if the current symbol is viewed at a

symbol duration later in time, it is zero—this is the Nyquist criterion [102].

If the criterion is not met, the pulses interfere, but in 1975 Mazo showed that

for a simple linear modulation the data pulses could in fact be compressed in

time by a multiplicative factor of 0.802 [41], a speedup of approximately 25%,

without a loss in performance. Follow-on work has generalized this concept

to OFDM modulation, compressing the OFDM signal in frequency [8,54,92]

and both time and frequency [103–105]. Partial Symbol Recovery’s inner

partial OFDM symbol decoder can be viewed as a type of FTN modulation

that differs from previous work because of its time truncation. Partial Sym-

bol Recovery leverages a refined version of the TOFDM decoder [20] for its

inner partial OFDM symbol decoder, but builds atop TOFDM to develop

the outer decoder in its entirety.

Prior work on FTN modulations largely focused on receiver methods for

detection that are more computationally efficient than the SD [106], such as

semidefinite programming [107] and fixed-complexity methods [108]. Other

work on Shannon capacity has expanded the concept to include delay and

outage probability [109], but does not address the concept of partial overlap

that is exploited in this work.

Massive Multiple-In Multiple-Out (MIMO) base stations [110–114] lever-
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age large numbers of antennas to increase spectral efficiency. Interference

alignment [115] (IA) techniques use multiple antennas to align different inter-

fering transmissions, and have been realized in both wireless LAN [116,117]

and cellular [118] settings.

Bit rate adaptation based on acknowledgements [119,120] and SINR [121–

124] and rateless codes [125–133] attempts to maximize utilizion of individual

links, but still does not exploit the partial overlap concept. Other influential

link-centric approaches include full-duplex wireless links [134–137], which are

also independent of Partial Symbol Recovery’s contribution.

6.3 802.11a Frame Structure and Construc-

tion

In 802.11a, the physical frames consist of three parts, preamble, signal field

and data field. The first part is the preamble field, which carries well known

data for all 802.11a systems that is used for carrier frequency offset estima-

tion, time synchronisation and channel estimation. This is followed by the

signal field, which is used to carry the rate and frame length information.

The last part of the physical frame is the data field, which carries the message

information (user data).

However, in the PSR system implementation, the frame structure consists

only of the preamble and data field. This is because the rate and length of

the colliding frames are predefined in the experimental testbed. Detailed de-

scription of the preamble and data field is given in the following subsections.

6.3.1 Preamble generation

The preamble field consists of two parts, (i) the Short Training Field (STF)

and (ii) the LTF. The STF is used for coarse carrier frequency offset estima-

tion and to find the initial time synchronisation [24][93]. On the other hand,

the LTF is used for fine carrier frequency offset estimation, accurate time

synchronisation and to find the channel estimate [24][93]. Figure 6.4 depicts

the preamble structure.
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Figure 6.4: 802.11a Preamble followed by the signal OFDM symbol and multiple
data OFDM symbols. The t1, t2, . . . , t10 denote the short training
symbols, while the T1 and T2 are the long training symbols

6.3.1.1 Short training field

The time-domain signal of the STF is composed of ten short repeated symbols

of length 0.8 µs each, hence the STF is 8 µs in length, as shown in Figure 6.4.

In the frequency-domain, the STF is defined in the 802.11a standards [93]

by a sequence given as:

SSTF =
√

13/6× {0, 0, 1 + j, 0, 0, 0,−1− j, 0, 0, 0, 1 + j, 0, 0, 0, –1–j, 0, 0,

0, –1–j, 0, 0, 0, 1 + j, 0, 0, 0, 0, 0, 0, 0, –1–j, 0, 0, 0, –1–j,

0, 0, 0, 1 + j, 0, 0, 0, 1 + j, 0, 0, 0, 1 + j, 0, 0, 0, 1 + j, 0, 0}
(6.1)

where the multiplication with a factor of
√

13/6 is to normalize the power of

the generated OFDM symbol. The sequence is padded with zeros to length

64 and then fed into a 64-point IFFT. Figure 6.5 shows the location of

the frequency-domain sequence to the input of the IFFT, where the input

subcarriers locations are the numbers [−26,−25, . . . ,−1, 0, 1, . . . , 26]. The

OFDM symbol utilizes 12 subcarriers out of 52 active subcarriers. The re-

sulting time-domain OFDM symbol at the output of the IFFT is shown in
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Figure 6.5: Inputs and outputs of the IFFT at the transmitter

Figure 6.6.

In this system design, the sampling rate is chosen equal to 20 Msam-

ples/second, hence each OFDM symbol has duration of 3.2 µs. The OFDM

symbol has a pattern that repeats four times (0.8 µs periodicity), as shown in

Figure 6.6. Where the STF is 8 µs in length, therefore, the OFDM symbol is

repeated two and a half times to generate the STF signal in the time-domain.

Figure 6.7 depicts the cross correlation between the STF and a short

training symbol. It is clear that the STF sequence has good correlation

properties, where the separation between the correlation peaks and its side-

lobes is approximately 10 dB [24]. In addition. the sequence was chosen to

have a low PAPR, hence, its properties are not harmed by an overloaded

analogue front end [24].

The STF sequence may be used in various services, firstly, its correla-

tion peaks can be used for initial time estimate in the time-domain [24][93].

Second, it may be used to indicate a frame detection, whereby the resulting

correlation peak of the correlation between a received short symbol and a

previous symbol, in the STF, is higher than a threshold [93]. Third, it may

be used for automatic gain control (AGC) [93]. Finally, the STF is used for

initial carrier frequency offset estimation, where the phase difference between
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Figure 6.6: Constructing short training field in time-domain

two samples in two sequential short symbols in STF (separated by 0.8 µs),

can be used to find the frequency offset. This allows a carrier frequency offset

estimate of up to ±1/0.8 µs/2 = ±625 KHz [24].

6.3.1.2 Long training field

The LTF is 8 µs in length. In the time-domain, the LTF is composed of

1.6 µs cyclic prefix followed by two repeated 3.2 µs OFDM symbol. The

cyclic prefix in the LTF is generated by copying the second half of the OFDM

symbol and attach it to the beginning of the two repeated OFDM symbols.

The long OFDM training symbol is generated using a 64-point IFFT. The

frequency-domain input sequence to the IFFT is defined in 802.11a standard
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Figure 6.7: Correlation of a short symbol with the short training field sequence

as:

SLTF = {1, 1, –1, –1, 1, 1, –1, 1, –1, 1, 1, 1, 1, 1, 1, –1, –1, 1, 1, –1, 1, –1, 1, 1, 1,

1, 0, 1, –1, –1, 1, 1, –1, 1, –1, 1, –1, –1, –1, –1, –1, 1, 1, –1, –1, 1, –1, 1,

–1, 1, 1, 1, 1}
(6.2)

where the sequence consists of 52 subcarriers carrying either −1 or 1, and

the 0 in the middle refers to the subcarrier at DC. The numbering of the active

subcarrier locations to the input of the IFFT is [−26,−25, . . . ,−1, 0, 1, . . . , 26]

(see Figure 6.5).

Figure 6.8 illustrates the cross correlation between the preamble and a

long training OFDM symbol, with a sampling rate of 20 Msamples/s. The

resulting peaks after the correlation process may be used to find a more
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Figure 6.8: Correlation of a long symbol with the preamble

accurate starting time estimate [24]. In LTF, any two repeated samples in

time are separated by 3.2 µs, which is higher than the time separation of STF

(0.8 µs) [24]. Therefore, the difference in phase between these two samples

leads to more accurate estimation of frequency offset. The frequency offset

is estimated up to ±1/3.2µs/2 = ±156.25 KHz [24]. In addition, the LTF is

used for channel estimation.

6.3.2 Data field

In this section, the processes of generating the data field from the bits level

to the modulated OFDM symbols are detailed. The data field is composed

of service, message bits, tail bits and padded bits (if needed as described in

the next subsections). The data field transmitter is shown in Figure 6.9.
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Figure 6.9: Block diagram of the 802.11a transmitter

Figure 6.10: Bits assignment of the SERVICE field

6.3.2.1 Service field

The service field has 16 bits, where the bits 0-6 are used to carry the initial

state of the scrambler, the rest of the bits are reserved for future services.

All the reserved bits are set to zeros. Figure 6.10 shows the service field bits

as given in IEEE 802.11a standard [93].
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6.3.2.2 Tail bits

The tail bits are six zeros attached to the end of the data field. The purpose

of these bits is to allow the convolutional encoder to rest its value to the zero

state. After the scrambling process, these six zero bits becomes non-zero

bits, hence, the scrambled bits are replaced with six zero bits.

6.3.2.3 Pad bits

The number of bits in the data field must be multiple the number of coded

bit in an OFDM symbol (NCBPS). Therefore, the message bits are extended

to be multiple the number of data bits in an OFDM symbol (NDBPS). The

number of zero padded bits, Npad, are calculated from the message length,

Mlength, as following. Firstly, the highest number of OFDM symbol can be

created using the message data is found as [93]:

Nsym = d(16 + 8×Mlength + 6)/NDBPSe (6.3)

where Mlength is measured in octet and the d∗e is the ceiling function that

finds the nearest integer value which is greater than the given value. Second,

the number of the data bits that needed to create the Nsym OFDM symbols

is given as [93]:

Ndata = Nsym ×NDBPS (6.4)

After that, the number of zero padded bits is given as [93]:

Npad = Ndata − (16 + 8×Mlength + 6) (6.5)

These bits are passed with the service, message and tail bits into the scram-

bling process.

6.3.2.4 Scrambler

The data field is passed to a length-127-frame-synchronous scrambler [93].

The scrambler block diagram is illustrated in Figure 6.11 and its polynomial
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Figure 6.11: Data field scrambler and descrambler

is given as [93]:

Gscr(x) = x7 + x4 + 1 (6.6)

This polynomial generates a repeatedly sequence of 127 bits length. In the

case of the initial state is set to all ones, the resulting output is the following

sequence that is given as: 00001110 11110010 11001001 00000010 00100110

00101110 10110110 00001100 11010100 11100111 10110100 00101010 11111010

01010001 10111000 1111111. In practice, the initial state of the scrambler is

a pseudo random non-zero bits, which is used at the transmitter to scramble

the data and at the receiver to descramble the received data. As mentioned

in Section 6.3.2.1, the scrambler initial state is sent to the receiver in the

service field symbol.

6.3.2.5 Convolutional encoder

After the data field bits is being scrambled, the bits are encoded using con-

volutional encoder with code rate Rc = 1/2, constraint length equal to 7 and

using the industry-standard generator polynomials, g0 = 1338 and g1 = 1718

as shown in Figure 6.12 [93].

6.3.2.6 Data interleaver

The coded data bits are grouped with NCBPS bits in each group and passed

to the interleaving process (see Figure 6.9). The interleaver has two stage

permutations, the first permutation is to ensure that all the adjacent coded

bits are mapped onto non-adjacent subcarriers in an OFDM symbol. This

to reduce the effect of the frequency selective channel. The purpose of the
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Figure 6.12: IEEE 802.11a convolutional encoder. Tb is the bit duration

second permutation is ensure that the bits mapping of adjacent coded bits are

distributed over less and more significant bits of the constellation mapping.

This avoids the long string of bits are mapped onto low reliability bits (the

low significant bits) of the constellation.

The first permutation of the interleaver is defined by [93]:

l = (NCBPS/16)(k mod 16) + bk/16c, k = 0, 1, . . . , NCBPS − 1 (6.7)

where l = [0, 1, . . . , NCBPS−1] is the bits index after the first permutation, k

is the bits index before the first permutation, b∗c is the floor function, which

returns the nearest integer number less than the argument value and mod

is the modulo function.

The second permutation is defined by [93]:

m = c× bl/cc+ (l +NCBPS − b16× l/NCBPSc) mod c (6.8)

The value of c is determined according to the value of NCBPS as:

c = dNCBPS/2e (6.9)

6.3.2.7 Subcarriers modulation mapping

The encoded and interleaved data bits are mapped using BPSK and QPSK.

The data mapping is performed using Gray-coded constellation mapping,

which is illustrated in Figure 6.13.
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Figure 6.13: BPSK and QPSK constellation bit mapping

6.3.2.8 Pilot subcarriers

In each OFDM symbol, four subcarriers out of the 52 subcarriers are used to

carry pilot signals. This allows the receiver to robust the residual frequency

offset and phase offset after frequency offset correction. The pilot signals are

located on subcarriers -21, -7, 7 and 21 to the input of IFFT (see Figure 6.5).

The pilot subcarriers elements are generated by performing cyclic extension

to the following 127 elements sequence that is given by [93]:

spilot = {1, 1, 1, 1, −1,−1,−1, 1, −1,−1,−1,−1, 1, 1,−1, 1, −1,−1, 1, 1,

− 1, 1, 1,−1, 1, 1,−1, 1, 1,−1,−1, 1, 1, 1,−1, 1, −1,−1,−1, 1,

− 1, 1,−1,−1, 1,−1,−1, 1, 1, 1, 1, 1, −1,−1, 1, 1, −1,−1, 1,−1,

1,−1, 1, 1, −1,−1,−1, 1, 1,−1,−1,−1, −1, 1,−1,−1, 1,−1, 1, 1,

1, 1,−1, 1, −1, 1,−1, 1, −1,−1,−1,−1, −1, 1,−1, 1, 1,−1, 1,−1,

1, 1, 1,−1, −1, 1,−1,−1, −1, 1, 1, 1, −1,−1,−1,−1, −1,−1,−1}
(6.10)

Each four bits are used in an OFDM symbol. The sequence can be generated

using the scrambling function illustrated in Figure 6.11 when the initial state

is set to all ones, and after replacing all the ”1” values with ”-1” and the ”0”

values with ”1”.

170



Chapter 6. Operating Interfering Wireless Networks Beyond Capacity

Figure 6.14: Subcarrier frequency location to the input of IFFT

6.3.2.9 OFDM modulation

The serial complex data stream is passed into serial to parallel function of

size N = 48, which is the number of data subcarriers at the input of IFFT.

The data subcarriers (d), pilot subcarriers (spilot) and the zero DC locations

are illustrated in Figure 6.14, these are padded with zeros to length Q = 64

and fed into the IFFT. Hence, The input data symbols that are fed into the

OFDM modulation process are given as:

sn =





0, 0 ≤ n < 5 & 59 ≤ n < 63 & n = 32

spilot, n = [11, 25, 39, 53]

d, elsewhere

(6.11)

The continuous time-domain OFDM signal, x(t), consisting of m OFDM

symbols, is represented as:

x(t) =
1√
T

∞∑

m=−∞

Q−1∑

n=0

sm,n exp

[
j2πn(t−mT )

T

]
(6.12)

where T = 3.2 is the period of an OFDM symbol, sm,n is the complex symbol

modulated on the nth subcarrier belonging to the mth OFDM symbol. In

discrete time-domain, an OFDM symbol can be represented as follows:

x(k) =
1√
Q

Q−1∑

n=0

sn exp

[
j2πnk

Q

]
(6.13)
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The discrete OFDM symbol may be represented in matrix form as:

X = FS (6.14)

where X is the Q-dimensional vector of a sampled OFDM symbol in the

time-domain, F is the sampled IFFT matrix of size Q×Q.

6.3.2.10 Cyclic prefix

Using a sampling rate at 20 Msamples/s, the last 16 samples in time-domain

(CP part) are copied and added to the beginning of each OFDM symbol. This

CP part acts as a guard interval between to consecutive OFDM symbols in

order to eliminate or alleviate the effect of ISI.

In the final stage of the transmitter, the complete physical frame is filtered

then passed into digital-to-analogue converter before the up-conversion stage,

which is running by a local oscillator at 5 GHz. The signal generation is

depicted in Figure 6.9.

6.3.2.11 802.11a receiver

In general, the 802.11a receiver decodes the collision-free received frames

and retrieve their data. However, when collisions are present, the 802.11a

receivers fail to recover the data and hence frame re-transmission is required.

The rest of this chapter focuses on the design and evaluation of a new 802.11

receiver that specifically targets the parts of data symbols that experience

no interference during a frame collision.

6.4 Partial Symbol Overlap

In this section, the predictable interference characterization between OFDM

subcarriers that occurs when the receiver observes just the beginning fraction

γ of an OFDM symbol, in time. This partial symbol can be analyzed by the

IFFT as:

xpartial(m) =
1√
γQ

Q−1∑

l=0

dl exp

(
j2πlm

Q

)
(6.15)
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where m = [0, 1, ..., γQ − 1] is the index of the time samples and l is the

subcarrier index; dl is the complex input data; Q is the size of the IFFT, used

to generate the signal; γQ is the number of time samples in a partial symbol,

where γ ≤ 1 is the fractional symbol proportion observed. In an OFDM,

each time sample is observed as a summation of sampled input symbols,

each modulated on an individual complex subcarrier. This observation is

significant because a symbol may be decoded even when only a fraction of

its time samples has been received [20].

Figure 6.15: Heatmap of the covariance matrix that depicts the interference be-
tween neighboring subcarriers. (A) is for orthogonal symbols; (B)
and (C) are for partial symbols with γ = 0.75 and 0.5, respectively

Orthogonality in time and frequency in OFDM (i.e. T = 1/∆f , where T

is the symbol period and ∆f is the subcarrier separation), is a crucial fac-

tor in its successful operation. However, should this condition be violated,

i.e. the observed symbol period < T , orthogonality is violated and ICI is

introduced. The analytical description of the self-induced ICI of the partial

symbols, is given by the covariance matrix (Γ), which quantifies the inter-

ference contribution on each subcarrier from its neighboring subcarriers [20].

To visualize the effect of ICI on the received partial symbols, Figure 6.15 (A)

shows that all the subcarrierrs are orthogonal with zero ICI while (B) and

(C) in the same figure show that the ICI caused on a desired subcarrier (on

the main diagonal) stems from the neighboring subcarriers (on the secondary

diagonals) when γ is smaller than 1.
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The covariance matrix components can be found as:

Γ(l,n) = FH
(l,m)F(m,n)

=
1

γQ

γQ−1∑

m=0

exp

[−j2πlm
Q

]
exp

[
j2πmn

Q

]

=





1, l = n

1

γQ


1− exp [−j2π (l − n) γ]

1− exp
[
−j2π(l−n)

Q

]


 , l 6= n

(6.16)

where Γ ∈ CQ×Q is the covariance matrix, (.)H is the transpose conjugate

operation. The final derivation in (6.16) is based on the sum of geometric

series:
∑Q−1

k=0 r
k = 1−rQ

1−r . From (6.16), it should be noted that the covariance

matrix coefficients change according to the duration of the partial symbol,

which is identified by the γ factor.

6.5 Design

PSR is implemented jointly in the physical and data link layers. In this

section, the physical layer (L1) design of PSR is discussed in Section 6.5.1;

the data link layer (L2) design is described in Section 6.5.2, and Section 6.5.3

addresses experimental design considerations for key system parameters.

6.5.1 Physical layer design

PSR uses the 802.11a standard for preamble and data generation in the phys-

ical frame. The modifications to the current existing physical layer involve

adding the PSR decoder design and a triggering mechanism to a current

802.11 receiver. The PSR decoder is a nested-loop decoder, consisting of

(i) an inner loop decoder and (ii) an outer loop decoder. The inner loop

decoder is designed to decode a partial symbol and recover its full symbol as

explained next in Section 6.5.1.1. The outer loop decoder is designed to can-

cel users interference, and to constrain error propagation between symbols

in a user frame. Its design is detailed in Section 6.5.1.2.
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6.5.1.1 Inner loop decoder

The inner loop decoder is divided into two steps; (i) ISI cancellation and

CP part utilization; and (ii) joint iterative decoder. Figure 6.16 depicts the

entire decoding processes of the inner loop decoder.

6.5.1.1.1 ISI cancellation and CP part utilization. In the 802.11a

frame, each OFDM symbol starts with a CP, which is generated by copying

the last µ samples of a symbol to the start of the symbol (see Figure 6.17),

and is used to mitigate the ISI stemming from the prior OFDM symbol and

reduce sensitivity to symbol timing estimation error. Hence, in conventional

802.11a systems, the CP is discarded at the receiver because it is distorted

with ISI and carries redundant data.

Figure 6.17: A partial and full symbol in received colliding frames. The partial
symbol, s1p, consists of a CP and a part of a symbol. Symbols
with odd indices belong to user 1 and the symbols with even indices
belong to user 2. Each CP is contaminated with ISI

In the PSR receiver, each collision-free partial symbol consists of a CP

portion and a part of the OFDM symbol, as shown in Figure 6.17. When

the tail of the symbol is overlapped by the other user, as in s1p, the receiver

uses the CP in the decoding process to compensate for the portion lost due

to the collision. However, the CP in the partial symbol (s1p ∈ C(γQ)×1)

is contaminated with ISI coming from the preceding symbol (̂s−1 ∈ CQ×1),

hence, the ISI is estimated and subtract it from the partial symbol. This is

achieved by convolving the Channel Impulse Response (CIR), h ∈ C(µ+1)×1,
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with ŝ−1, as:

z−1 = h ∗ ŝ−1 =





zA, 1 ≤ k ≤ Q

zB, Q+ 1 ≤ k ≤ Q+ µ
(6.17)

where z−1 ∈ C(Q+µ)×1 is the symbol after the convolution process, and (∗) is

the convolution process. The zA part is the preceding symbol after traversing

the multipath channel, and the zB part is the ISI components, as shown in

Figure 6.17. Next, the ISI (zB) is subtracted from the partial symbol, s1p

before being passed to the joint iterative decoder.

6.5.1.1.2 Joint iterative decoder. The received partial symbols suffer

from (i) multipath effects from the wireless channel; (ii) phase offsets; and

(iii) the self-induced ICI between the subcarriers, which is created when the

tail part is lost in the overlap with the other user. The receiver is designed to

jointly equalize channel effects and the phase offset, and then to cancel the

self-induced ICI, thus recovering the overall data from the partially received

symbols.

Partial symbol equalization and phase compensation. The self-in-

duced interference between the partial symbol subcarriers is combined with

the multipath effects and the phase offset. Therefore, partial symbol equal-

ization and phase compensation become more challenging. To illustrate,

Figure 6.18 depicts a comparison a received partial symbol with what such

symbol would ”hypothetically” be after traversing a multipath wireless chan-

nel. The missing multipath components, in received partial symbols, result

in increased interference levels and consequently inaccurate equalization and

phase correction. Dealing with this problem requires the estimation of the

missing multipath components and then adding the estimates to the par-

tial symbols (the dashed-blue line box of Figure 6.16 depicts the processes).

The process requires knowledge of two key parameters; namely the CIR and

phase offset, the estimation of these is detailed in Section 6.5.3.5. Two stages

are required, firstly, the recovered partial symbol 1, ŝ1p, at the end of every
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Figure 6.18: A truncated partial symbol lacks certain multipath components.
The triangle depicts these estimated, missing multipath compo-
nents

iteration is convolved with the CIR:

ŝ1ph
= h ∗ ŝ1p (6.18)

where ŝ1ph
is the estimated partial symbol 1 with channel effects. Secondly,

the effects of the phase offset is added to the resulting signal from the first

step:

ŝ1phβ
= ŝ1ph

.e−jβ1 , (6.19)

where ŝ1phβ
is the estimated partial symbol 1 after applying phase offset (β1).

The last µ samples of the resulting signal represent the required multipath

components, which are added to the partial symbol before being passed to

the next iteration. Finally, the partial symbol is passed to the equalization

and phase compensation processes of the next iteration (the dashed-brown

part of Figure 6.16 depicts the processes). Repetition of this process during

the joint channel equalization, phase compensation and decoding iterations,

leads to a better estimate of the missing multipath components and hence,

improves the equalization and phase compensation.

The self-induced interference cancellation mechanism. As men-

tioned earlier in Section 6.4, that the self-created interference between sub-

carriers is characterized and modelled in the covariance matrix, Γ. This

covariance matrix is used in a SD [138] [139], to retrieve the data of a partial

symbol. The SD mathematical representation is given as:

b̂sd = arg min
d∈MN ,‖ỹ−Γd‖2≤g

‖ ỹ − Γd ‖2 (6.20)

178



Chapter 6. Operating Interfering Wireless Networks Beyond Capacity

where b̂sd ∈ CQ×1 is the estimated data bits vector in the partial symbol,

MN is the number of all possible signal combinations in a symbol, M is

the cardinality of the constellation diagram, N is the number of subcarriers

and g is the radius of the hypersphere search area that is centered at ỹ ∈
CQ×1 which is the demodulated partial symbol after equalization and phase

compensation, d ∈ CQ×1 is the complex input data vector that has the

highest probability of being transmitted. The latter is found by finding

the minimum Euclidean distance from all the possible vector combinations

which take place inside the multi-dimensional hypersphere searching area.

This results in data recovery of the partial symbol.

It should be noted that using a single SD, to recover the data in all

subcarriers, leads to high computational complexity, hence, the method of

[140] is adapted, in which the subcarriers are divided into sets of blocks,

each is operated on by a smaller SD. For 802.11a signals, there is a natural

division into such blocks and separation of these (5 blocks) by the four pilot

subcarriers, which are placed between the data subcarriers (see Figure 6.14)

[93]. Thus, the interference of the known pilot tones onto subcarrier blocks

is measured and cancelled by subtraction from each subset at the receiver.

Nevertheless, the interference from subcarriers in one block to adjacent

blocks, Inter-Block Interference (IBI), has also to be considered. Therefore,

in this design, the iterations with odd indices eliminate ICI within a block of

subcarriers, steps (A) and (B) of this section; while the iterations with even

indices eliminate the IBI among the blocks, steps (C) and (D). Furthermore,

the interference cancellation mechanism in a single iteration is divided into

two main steps, first, demap and decode the partial symbol to recover its

data in soft form, as described in steps (A) and (C) (the dashed-green line

box of Figure 6.16). Second, estimate and subtract the interference in the

partial symbol, which is given in steps (B) and (D) (the dotted-red line box

of Figure 6.16).

(A) Step one of the odd indices iterations. In order to recover the data

in each block of subcarriers, the covariance matrix of each block is used in

a small-size SD set following equation (6.20). The output of the small-size

SD set (b̂sdp) is given as LLR values, where the sign of LLR values indicates
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the sign of the bits and its magnitude determines the reliability of the bits.

After that, the output of all the subcarriers is de-interleaved and decoded

using soft-output BCJR decoder [94] (see Figure 6.16).

(B) Step two of the odd indices iterations. The soft-output bits (b̂)

are encoded using soft-encoder where its output bits are interleaved and

mapped (d̃). Then, the ICI in each block (d̃ici) is estimated and subtracted.

Where the covariance matrix characterizes the data and the ICI in the partial

symbols, hence, it can be decomposed into two matrices as:

Γ = I + Λ (6.21)

where I is an identity matrix that represents the data coefficients matrix and

the Λ is the ICI coefficients matrix of each block. Now, using d̃, and the

self-induced ICI coefficients matrix, Λ of each block, the ICI is found as:

d̃ici = Λd̃ (6.22)

After that, the ICI components are subtracted from the equalized partial

symbol (yeq) before the symbol being passed to the next iteration (see Fig-

ure 6.16).

(C) Step one of the even indices iterations. After cancelling the in-

terference within the blocks in the odd indices iterations, here in the even

indices iterations, the decoder cancels the IBI among the blocks. To achieve

this, the received signal from the previous iteration is fed to a soft-output

demapper, which translates the distorted received constellation into LLR val-

ues (b̂de). Then, the output is de-interleaved and decoded using soft-output

BCJR to get soft-bits, b̂.

In order to quantify the interference between the blocks, we derive the

interference matrix using equation (6.16). Thus, the IBI interference matrix
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is given as:

ΓIBI(l,n) =





1, l = n

0,

l 6= n &

N1 ≤ l ≤ N2,

N1 ≤ n ≤ N2

1

γQ


1− exp [−j2π (l − n) γ]

1− exp
[
−j2π(l−n)

Q

]


 , else

= IIBI + Ψ

(6.23)

where l = n = [0, 1, ..., Q− 1] are the subcarriers indices, N1 is the index of

the first subcarrier in a block, while N2 is the index of the last subcarrier in

a block, IIBI ∈ CQ×Q is an identity matrix and the matrix Ψ ∈ CQ×Q is the

interference coefficients matrix.

(D) Step two of the even indices iterations. In this step, we find and

subtract the interference between the blocks. To achieve this, the b̂ from step

(C) are encoded and interleaved to get d̃, as shown in Figure 6.16. Then,

the latter is multiplied with the IBI coefficient matrix, Ψ, to estimate the

IBI components, as:

d̃ibi = Ψd̃ (6.24)

After that, the IBI is estimated and subtracted before the symbol is being

passed to the next iteration. Repetition of these processes results in decoding

enhancement efficiency.

6.5.1.2 Outer loop decoder

Figure 6.19 illustrates the operation of the outer loop decoder. Starting

with the received (Rx) signal, distorted by interference from user 2, and

comprises the two overlapped signals of the two users; each one of these

signals is composed of a set of OFDM symbols, represented by the numbered

elementary rectangles in the figure, where those with odd indices belong

to user 1. The partial symbol 1 (s1p) of user 1 is the collision-free partial

symbol, while the rest of the symbols (of both users) are overlapped interfered
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Figure 6.19: The outer loop decoding algorithm. The algorithm uses the inner
loop decoder to recover the data in the collision-free portion of sym-
bol 1 in the first stage. Then, the algorithm increases the decoding
window size in every additional stage up to stage G in this exam-
ple, where decisions on symbol 1 and 2 are made. After that, the
decoding algorithm starts a fresh decoding window from symbol 3.
The symbols with odd indices belong to user 1 and the ones with
even indices belong to user 2
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symbols. The role of the outer decoder is to follow the inner decoder, which

has already recovered the data of s1p, to reconstruct a full symbol 1 (s1).

Then, the outer decoder acts on s1 and the rest of the symbols, so that all

symbols are recovered even those with severe interference.

The outer loop operation starts with a decoding window of length equal to

one symbol as shown in Figure 6.19 in step #I. Then, the decoding window

size is increased linearly, with the number of stages, until it reaches the size

of G symbols. For this work, the value of G was selected empirically following

an extensive number of experiments (Section 6.7.3). The outer loop decoding

algorithm operates to detect data only of the first two symbols in the window

of size G. After that, these two symbols are subtracted from the received

overlapped signal and the result is passed to the next decoding window.

6.5.1.2.1 Initial stage of decoding Here, the outer loop decoder uses

the inner loop (described in Section 6.5.1.1) to decode the partial symbol,

s1p. After that, the outer loop fully reconstructs s1.

6.5.1.2.2 Backward stage of decoding The decoding window is set

to two, where s1 and the partial symbol 2 (s2p) are part of the decoding

process (stage #II in Figure 6.19). This stage is divided into five steps: (i)

the outer loop implements basic interference cancellation by subtracting the

reconstructed s1 from the received signal to estimate s2p; (ii) in a manner

similar to that of the initial decoding stage, the receiver decodes s2p using the

inner loop, then reconstructs the full symbol 2 (s2); (iii) next, s2 is subtracted

from the received signal to get s1 without interference; (iv) then s1 is fully

decoded to recover its data and then reconstructed to yield a received s1, as

if there were no interference; finally, (v) the outer loop repeats the first and

second steps to reconstruct an interference-free version of s2 to be passed to

the next stage.

The reason for stage #II is that the partial decoder results in higher error

rates relative to a conventional OFDM decoder, because partial symbols

contain fewer samples, which means each has lower energy than the full

symbol. Therefore, stage #II cancels the interference effects of s2p to obtain
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a full interference-free symbol, s1, yielding a better error rate performance.

It should be noted that the partial symbol length of user 1 (s1p in stage #I

in Figure 6.19) is different to the partial symbol length of user 2 (s2p in

stage #II in Figure 6.19), where the duration of the partial symbols of the

two users in total is equal to the duration of a full symbol.

6.5.1.2.3 Middle (coding gain) stages of decoding In the same way

as the backward stage, the decoding window increases its size by one symbol

for every additional stage until the stage preceding the hard decision, in

which, all the symbols in the decoding window are full symbols except for

the last symbol, which is the partial symbol. For instance, when the decoding

window size is equal to six symbols, there will be five full symbols and one

partial symbol. Through these stages, the symbols of each user go through

the appropriate convolutional decoder, to increase the coding gain.

6.5.1.2.4 Hard decision on symbol 1 The outer loop decoder gives

the first output, which is the recovered data of s1.

6.5.1.2.5 Final stage of decoding The PSR decoder produces the sec-

ond output that is the recovered data of s2.

6.5.1.2.6 Reset the decoding window Recovered s1 and s2 are sub-

tracted completely from the overlapped received signal before being passed

to the next decoding window, also of size G. The above processes are re-

peated again but now starting with a fresh decoding window, of size equal

to one, to decode partial symbol 3 (s3p) and ending with a decoding of full

symbols 3 and 4 (s3 and s4, respectively). This carry on to the end of the

frame, making hard decision on two symbols only per decoding window.

6.5.2 Link layer design

In the current 802.11 receivers, the receiving station transmits an Acknowledgment

(ACK) after a data frame is successfully decoded and passes the Cyclic Re-

dundancy Check (CRC), as shown in Figure 6.20. Otherwise, the received
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Figure 6.20: Schematic chart of PSR system. The solid-black lines depict the
existing 802.11 receivers, while the dot-red lines represent the ad-
ditional PSR functions in each layer. U 1 and U 2 are user 1 and
user 2, respectively
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frame is dropped and no ACK is sent. The solid-black lines of Figure 6.20

depict this process, in existing 802.11 receivers. On the other hand, the new

receiver design modifies the data link layer by adding a new acknowledgment

scheme, which allows the receiving station to acknowledge successfully re-

covered frames of the two users, as shown by the added dotted-red blocks

in Figure 6.20. In this system design, delayed Block Acknowledgment (BA)

mechanism is used from 802.11n to delay sending the BA to the transmitting

users until PSR fully decodes the two colliding frames. This is because one

of the colliding users could finish transmitting data frames while the other

user has not yet completed its transmission.

Decoding overlapped frames necessitates two different designs; (i) for

intra-network collision (the scenario in Figure 6.2 (A) and (B)) and (ii) for

collisions in two co-existing networks (the scenarios in Figure 6.2 (C)). It

should be noted that, at the physical layer, the two designs are identical.

6.5.2.1 Intra-network collisions

When two users are transmitting concurrently, the receiving station of the

two users decodes the overlapping data frames using PSR as explained in

Section 6.5.1. However, the acknowledgment mechanism differs according

to whether the collisions occur (i) between data frames of two users or (ii)

between data and control frames.

Collision between data frames of two users. Figure 6.21 (A) depicts the

operation of the AP using standard 802.11 and PSR receivers. The 802.11

receiver sends a BA indicating indices of successfully recovered frames. On

the other hand, after successful recovery of the overlapping frames using PSR,

the AP sends two separate Block Acknowledgments (BAs), one for each user.

Each BA indicates the indices of the recovered frames of each transmitter,

as shown in Figure 6.21 (A).

Collision of data frames with control frames. In this case, exemplified

by Figure 6.21 (B), user 2 sends control frames to the AP, which collides and

hence no ACK is received. Then user 2 re-sends the control frame after a

random wait, in the worst case and under heavy traffic from user 1, further
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collisions may occur. In the 802.11 receiver, the affected data frames of user 1

are dropped and a single BA is sent for the recovered frames. In contrast,

for the PSR case, overlapped frames are recovered for both users and the

receiver waits until no transmission is detected, then an ACK is sent for the

control of user 2 and a BA for the data frames of user 1.

6.5.2.2 Inter-network collisions

In this case of inter-network scenarios, the overlapped frames at the recipient

station have different destination addresses. Therefore, after decoding the

overlapped frames, the receiving station only takes the frames that have its

address in the destination field. Hence, sending only a single BA after a

complete reception. Figure 6.21 (C) depicts the process of sending a single

BA. The advantage of using PSR over standard 802.11 receivers, is the ability

to recover overlapped frames. This enhances the throughput and reduces the

retransmission rate.

6.5.3 Experimental parameters estimation

6.5.3.1 Collision detection

In this work, a technique similar to Zigzag Decoding [95] is followed, where

the known preamble is correlated with the received signal. When the two

preambles are properly aligned, a correlation peak results. A single incoming

frame results in a single correlation peak at the start of that frame. The

generation of a second peak within the duration of the first frame indicates

that a colliding/interfering frame is present, since the second peak is a result

of correlation with the colliding frame’s preamble. This identifies the cause

of CRC failure as a collision and hence the receiving station activates PSR

to decode the colliding frames.

6.5.3.2 γ estimation

It is important to find the value of γ, defined in Section 6.4, and hence the

inter-carrier interference levels as these are required for the detection process
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Table 6.1: Experimental initial CFO and CIR

Station Identification CFO CIR

Station 1 CFO1 CIR1

Station 2 CFO2 CIR2

...
...

...
Station N CFON CIRN

in the inner loop as explained in Section 6.4 and Section 6.5.1.1. γ can simply

be estimated (see Figure 6.3) by finding the time delay between the starting

sample, of the colliding user transmission using the first correlation peak,

and the second correlation peak.

6.5.3.3 CIR estimation

The LTF symbols are used for channel estimation. This is achieved by per-

forming FFT on each long OFDM symbol, then the subcarriers of the two

symbols are averaged to reduce the noise [24]. After that, the averaged

subcarriers data are divided over the known transmitted sequence (the fre-

quency-domain LTF sequence given in Equation 6.2) to find an estimate of

the channel at each subcarrier. Then, the CIR is found by performing IFFT

on the estimated frequency channel response. This method is applied for the

collision-free frame reception and also for the scenarios where a preamble is

received in the collision-free region (region (a) in Figure 6.3). For example,

the preamble of user 1 is received in the collision-free region, hence, it is used

to estimate CIR for user 1.

In each receiving station in the PSR testbed, the estimated CIR is stored

with the associated transmitting station user identification, as shown in Table

6.1. Thus allowing the receiving station to have an initial estimate of the

channel for the colliding user (user 2). This is because the colliding user

preamble is distorted in the collision (overlapped with user 1 frame), further

details is given in Section 6.5.3.5.
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6.5.3.4 CFO and phase offset estimation

It is almost impossible to have two radios that generate the exact carrier

frequency. Therefore, the difference in frequency between the transmitting

radio and receiving radio devices causes CFO. The CFO is estimated at the

receiver using the two long OFDM symbol (the LTF signal) in the preamble

signal. The conjugate of the first received long OFDM symbol is multiplied

with the second symbol then the phase of the multiplication result is averaged

and divided over 2π to find the CFO in Hz. The process is given by [141]:

δf =
1

2 ∗ π ∗Q ×
Q−1∑

m=0

] s∗ltf (m)sltf (m+Q) (6.25)

where Q = 64 samples in the time-domain.

The residual CFO in the received signal due to error in estimating the

CFO will result in a phase offset, which is estimated using the pilot subcarri-

ers inserted in 802.11 OFDM symbols. This is achieved by performing FFT

to a received OFDM data symbol, after which the four pilot subcarriers sam-

ples are divided over the known transmitted pilot subcarriers. After that,

the phase offsets at the four subcarriers is measured and averaged to find the

phase offset (β) for that OFDM symbol, the process is given as [141]:

β =
1

4
×

3∑

m=0

](prx/ptx) (6.26)

The details of the pilot subcarriers and their locations in the OFDM symbols

are given in Section 6.3.2.8.

6.5.3.5 User identification, CFO, and CIR estimation and com-

pensation

The received signals are distorted by the wireless multipath channels and the

CFO effects and contaminated with AWGN noise. In order to mitigate the

multipath channel and CFO effects, the receiving station estimates the CIR

and CFO for each user. In 802.11 standards, such is estimated using the
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Figure 6.22: Our technique ability to identify a colliding user from its recent
CFO and CIR. (B) shows that station 1 has the highest peak, which
indicates the colliding user

received preamble attached to each frame.

Colliding user identification and initial CFO and CIR. For user 1,

the CIR and CFO are estimated using its preamble signal, which is received

within the collision-free region. Unfortunately, this can not be done for

user 2, since its received preamble is corrupted by the collision with the

signal of user 1. To resolve this problem, a new technique is introduced to

define the colliding user identification, and the corresponding CIR and CFO.

The technique, implemented in two stages, is based on the premise that the

combination of CIR and CFO for each station will be unique. The first stage,

the receiving station keeps a record of user identifications and associated

most recent CIR and CFO of users stations in its vicinity, whenever user

data is received with no collision. The second stage is to define which set

of CIR and CFO is the correct match to the colliding user. To achieve

this, the decoder sequentially convolves all the saved CIR with the known

preamble signal and then applies CFO. After that, the decoder correlates

the resulting convolution values with the received signal and compares the

results of all correlation processes. This comparison identifies the colliding

station identification through its most recent CFO and CIR, which are used

as an initial estimate to decode the signal of the colliding user. Figure 6.22

shows the correlation values resulting from using five saved pairs of CFO and

CIR measured in the experimental testbed. The result with highest peak

represents the right CFO and CIR of the colliding station, which is station 1

in this example.
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Updating CFO and CIR information. After identifying the initial CFO

and CIR information as mentioned earlier, the decoder uses this information

to decode the colliding signal until the preamble of the user 2 (the colliding

signal) is fully recovered. Then, the extracted/recovered preamble signal of

user 2 is used to get a new estimate of the CFO and CIR.

CFO compensation. We correct CFO for a partial symbol before it is

passed to the inner loop decoder by applying a frequency shift to the signal

in the time-domain:

sxp = sxpcfo
. e−j2πδfn (6.27)

where sxp and sxpcfo
are the partial symbol (with sub index x) after and

before compensating CFO, respectively, and the exponential term represents

the applied correction of the frequency shift, δf , which is estimated using

the preamble, and n the time index from the beginning of the frame.

6.6 Implementation

The 802.11 devices for both transmitters and receivers are WARP V3 devices

Software Defined Radios (SDRs). The WARP devices operate on channel 17

at 5660 MHz and use TP-link antennas with 5 dB gain. We set the sampling

rate in the WARP device to be 20 MHz. The WARP devices connect to

a Linksys SE4008 WRT 8-port gigabit Ethernet switch through Ethernet

cables.

6.6.1 Physical layer

The SDR testbed is driven by MATLAB R2017b for 802.11a signal gener-

ation, following the 802.11a OFDM physical frame structure. A 64-point

IFFT generates the symbols, and uses 48 inputs for data, 4 for pilots and

the rest are padded with zeros. A preamble is attached at the beginning of

each frame.

Automatic gain control is applied to the received signals, then the received

overlapped signal is saved to disk to be processed in off-line decoding. The
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PSR and SIC decoders are written in Matlab. The decoders save the decoded

bits to disk for performance evaluation.

6.6.2 Link layer to transport layer

We build the network topology scenario shown in Figure 6.23 in NS-3 [142]

with the 802.11n standard system specifications. First, we evaluate standard

802.11, in which an ACK is sent to the transmitter only when a frame is

decoded correctly. On the other hand, SIC and PSR are built on top of

802.11n, and so act exactly as 802.11n unless there is a collision, in which

case, the frame that could not be decoded by the 802.11n receiver is examined

to detect if it experiences collision event as explained in Section 6.5.3.1. When

a collision event is detected, trace driven data of the decoder under evaluation

(either SIC or PSR), which contains details of the decoding performance, is

used by the receiver to make a decision on the success or otherwise of frame

decoding. The use of NS-3 in our evaluations, is to achieve almost real life

collision environment where transmissions are not synchronized, the frame

length is variable and the γ variable is not set.

6.7 Evaluation

In this section, the PSR system is evaluated versus the 802.11 and SIC sys-

tems. In Section 6.7.1 we describe the methodology and in Section 6.7.2 we

evaluate the PSR versus SIC in terms of rate region. Experimental evalua-

tion of the PSR system in the link layer is given in Section 6.7.3 and of the

end-to-end throughput performance of the transport layer in Section 6.7.4.

6.7.1 Methodology

PSR is evaluated with 12-nodes using the SDRs testbed. Physically, each

node is a WARP device connected to a computer. The network topology,

shown in Figure 6.23, contains both non-line-of-sight and line-of-sight links.
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Figure 6.23: Indoor experimental testbed map. The testbed consists of ten nodes
operate as user stations and two nodes operate as APs. The nodes
are distributed across two rooms for two networks in non-line-of-
sight and line-of-sight indoor environment

6.7.1.1 Experimental collision traces

In our application, the focus of this work is on decoding two 802.11 frames

that have collided. Two nodes simultaneously transmit data to another node

to intentionally cause a collision. For example, ST 1 and ST 2, shown in

Figure 6.23, both transmit data to AP 1, and the received collision data

are saved in files to be decoded later. Four different experimental runs are

carried out to collect collided frames. First, frame transmissions from two

network 1 stations to AP 1, where network 1 contains the stations shown

in Figure 6.23. Second, frame transmissions from two network 2 stations to

AP 2, where network 2 contains the stations shown in Figure 6.23. Third,

frame transmissions from AP 1 and a network 2 station to a network 1

station to cause a collision at the latter. Finally, transmission from AP 2

and a station from network 1 to a station in network 2, to cause a collision

at the latter.

For each experimental run, the experiment parameters are varied, such

as modulation format (BPSK and QPSK) and experiments are run for ten
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Figure 6.24: Rate region comparisons. (A) the rate region of the two user uplink
AWGN channel. (B) The data rate of user 1 and 2 using SIC and
PSR. (C) Rate performance versus different values of γ

values of the fractional overlap, γ = 0, 0.1, ..., 0.9. In each experiment, 600

physical frames are sent from two nodes which results in 600 collision traces

that are collected at the receiver. Every frame carries 12,000 bits (1,500

bytes).

6.7.1.2 Schemes compared for end-to-end evaluation

Using the 12-node testbed and the trace driven simulations, three schemes

end-to-end are evaluated: (i) PSR, (ii) SIC, and (iii) 802.11n. The evalua-

tion is carried out with the following metrics:

� Frame Error Rate (FER), which is the percentage of incorrectly

decoded frames to the total and where a frame is considered successfully

decoded if it passes the CRC.

� Throughput, this is the data throughput-per-second measured at the

transport layer.

� Frame retransmission rate, this is the number of physical frame

retransmissions-per-second measured at L2.
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6.7.2 Rate region comparison

In this section, the rate region of the two users uplink AWGN channel is

compared in MATLAB simulation, using SIC and PSR. The current maxi-

mum rate region of two users scenario can be achieved using SIC receivers,

as shown in Figure 6.24 (A). The maximum rate of a user in this rate region

is constrained by the rate of the other user who shares the same link. This

is because a SIC decoder considers the interfering signal of a user as noise in

order to decode the signal of the other user. Interestingly, this role does not

apply to the PSR system. This is because the PSR exploits the collision-free

partial symbol to bootstrap the colliding frames in a collisions, where such a

partial symbol is not constrained by the rate of the interfering user.

To investigate further how the PSR decoder can ”break” the rate region,

we provide the rate performance of the two users versus the difference between

their signal powers, as depicted in Figure 6.24 (B), the rate performance is

compared to the SIC decoder. As expected, using SIC decoder, the rate

of a user decreases as the power difference between the two received signals

decreases. On the other hand, the PSR decoder outperforms the SIC decoder,

where the rate performance of a user is maintained almost the same no matter

what is the difference in power between the two received signals.

However, the performance of the PSR is not without limitation, where

the PSR decoder depends on the duration of the partial symbols in time;

such duration is represented by the γ ratio factor, defined in Section 6.4.

Figure 6.24 (C), shows the rate performance of the two users using the PSR

and the SIC decoders versus different values of γ. The figure shows that

the PSR performance outperforms the SIC decoder for most of the γ values

and then converges to the SIC performance level at the edges of γ values.

Moreover, from the figure, we note that the PSR performance is constrained

by the lowest value of γ, this is because the shorter the period the partial

symbols have, the fewer time samples used and hence lower amount of energy

per symbol leading to more errors and hence lower rate.
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Figure 6.25: Average FER of all collision cases versus decoding window size of
the outer loop decoder. Maximum and minimum FER values, due
to variation of channel conditions and noise, indicated by the verti-
cal lines. (A) using BPSK modulation; (B) using QPSK modulation

6.7.3 FER measurements in link layer

In this section, PSR is evaluated in terms of FER performance using all per-

mutations of two nodes transmitting simultaneously to another node (this

is called collision cases). In total the experimental indoor testbed, shown

in Figure 6.23, provides 45 collision cases. The evaluation metrics are (i)

FER versus the decoding window size of the outer loop decoder, described

in §6.5.1.2; (ii) FER versus different values of γ; and (iii) the Cumulative

Distribution Function (CDF) of the FER for PSR and compared to SIC for

all the collision cases.

Performance evaluation of the outer loop decoder. Figure 6.25 shows

the FER performance of different stages of the outer loop decoder. In this

experiment, the decoding window size is set to G = 10, G defined in Sec-

tion 6.5.1.2. Each marker point in the curve represents the average FER
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performance of one of the 45 collision cases tested, while the candle bars in-

dicate the highest and lowest FER performance for each case. Such a range

of variation for each case is due to differing channel effects, CFO and signal

to noise level. The FER performance improvement comes from the nested-

loop design which is based on interactions of the inner loop decoder with

the backward and coding stages of the outer loop decoder, as described in

Section 6.5.1.2. Expectedly, the performance worsens for lower values of γ

and/or higher modulation. In all cases there is evidence of error floor indi-

cating values of decoding window size beyond which no further improvement

of FER is attained.

FER versus γ. Figure 6.26(a) shows FER performance of PSR for differ-

ent collision cases versus γ values, which is taken from the last stage of the

outer loop decoder, G = 10. Each point in the figure represents the FER of

a single collision case (black points are BPSK while red are QPSK). Clearly,

the FER performance is almost symmetrical around γ = 0.5, because the

FER performance is restricted to the shortest partial symbol duration of the

two colliding users (see Section 6.5.1.2).

CDF of FER. The CDF of the FER performance of each collision case is

shown in Figure 6.26(b), where each marker point on the curves indicates

average PSR performance over all γ values. The horizontal lines attached

to each point represent the difference in performance of the PSR and SIC

decoders. On average, PSR achieves 22% and 16% better (lower) FER than

SIC using BPSK and QPSK modulation, respectively.

6.7.4 End-to-end performance

In this section, we use the testbed in Figure 6.23 to evaluate the through-

put and retransmission rate performance of PSR in intra- and inter-network

collisions, described in Section 6.5.2. The two scenarios are implemented in

NS-3 driven by our experimental testbed decoding performance.
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Figure 6.27: CDF of throughput and retransmission rate in intra-network sce-
nario using uplink-UDP transmissions. The legends in figure (b)
apply to the following figures
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6.7.4.1 Intra-network collisions

In this case study scenario, the performance of PSR, SIC and 802.11n are

evaluated for intra-network collisions, such as the collisions from hidden ter-

minal nodes. Network 1 in Figure 6.23 is used as the experimental testbed,

providing ten collision cases. Data flow of User Datagram Protocol (UDP)

packets using 802.11n frame structure is simulated in NS-3. Request-to-

send/clear-to-send (RTS/CTS) is disabled.

Throughput performance at the transport layer. Figure 6.27(a) shows

the CDF of throughput measured for collision case in network 1. Compared

to a baseline 802.11n decoder, PSR improves average throughput by 13.6%,

while the average throughput improvement of the SIC decoder is 5.2%. For

QPSK modulation, the average throughput improvements of PSR and SIC

are 4.7% and 1.2% over the 802.11n baseline. The throughput enhancement

comes from the fact that PSR attempts to decode collided frames and recov-

ers their data.

Retransmission rate performance. Figure 6.27(b) shows the CDF of re-

transmission rates measured for each collision case in network 1. PSR and

SIC reduce average BPSK retransmission rate by 49.3% and 25.5% respec-

tively. For QPSK modulation, those reduction change to 27.6% and 7.2%,

compared to 802.11n.

6.7.4.2 Inter-network collisions

In this section, the PSR performance in a scenario representing a topology,

where two stations downloading data using (i) bulk Transmission Control

Protocol (TCP) and (ii) video on demand data flows from the AP in their

respective networks is evaluated, as shown in Figure 6.2. Since the two data

flows require uplink and downlink data, collisions occur when a station is

receiving a frame while the other station, in the neighbouring network, is

transmitting a frame to its AP.

Under these circumstances, we evaluate the downlink performance of the

two networks in Figure 6.23 as the experimental testbed, providing 25 colli-

sion cases for each network. In every experimental run, a station from each
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network is involved and its AP, hence, there are two links under test, where

the first link is between a network 1 station and AP 1 while the second link

is between a network 2 station an AP 2. We measure the throughput at the

transport layer of each station, as well as the link layer retransmission rate

of AP 1 and AP 2. We plot the CDF of throughput and retransmission rates

for both bulk TCP and video on demand using BPSK and QPSK modulation

formats in Figure 6.28 and 6.29.

According to our experimental results, the average throughput improve-

ments in comparison to 802.11n, shown in Figure 6.28(a) and 6.29(a), are

21.27% and 21.26% for the downlink bulk TCP and downlink video on de-

mand, respectively, for BPSK modulation. The average throughput enhance-

ment using QPSK modulation are 9.7% and 7.7% for the above respective

topology scenarios shown in the same figures.

Moreover, the average retransmission rate in BPSK modulation, shown

in Figure 6.28(b) and 6.29(b), is reduced by 81% and 80.8% for the downlink

bulk TCP and downlink video on demand, respectively. The reductions

for QPSK modulation are 63% and 57% for the above respective topologies

shown in the same figures.
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Figure 6.28: CDF of throughput and retransmission rate in inter-network sce-
nario using bulk TCP transmissions
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Figure 6.29: CDF of throughput and retransmission rate in inter-network sce-
nario using video on demand transmissions
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6.8 Conclusions

The uplink capacity region for interfering transmissions in wireless networks

has been characterized and proven, yet its underlying model assumes a com-

plete temporal overlap. Practical unplanned networks, however, adopt pack-

etized transmissions and avoid tight inter-network coordination, resulting in

packet collisions that often partially overlap, but rarely ever completely over-

lap. The work in this chapter presented a new receiving technique and de-

sign, termed PSR, that allows efficient operation beyond the capacity region

of fully overlapping data in wireless communication systems with collisions.

The PSR technique is based on recovery of collision-free partial OFDM sym-

bols, followed by the reconstruction of complete symbols to recover progres-

sively the frames of two users suffering collision. The PSR receiver operates

in the physical and data link layers.

In the physical layer, the PSR decoder consists of (i) an inner loop de-

coder and (ii) an outer loop decoder. The purpose of using the inner loop

decoder is to encode the collision-free partial OFDM symbols. The partial

symbols have self-created ICI between the subcarriers, due to lose part of the

symbols in the collision. Therefore, the inner loop decoder acts on cancelling

this ICI iteratively. The design of this decoder is based on TOFDM signals

and systems, which was introduced in Chapter 5 of this thesis. The outer

loop decoder is added to the receiver to cancel the users interference and

hence restricting the inner loop decoding error rate from propagating to the

consecutive symbols in a user frame. The operation of the outer loop starts

with a decoding window of length equal to one symbols and then increases

with the number of stages. At the first stage (the initial stage of decoding)

the outer loop decoder employs the inner loop decoder to recover initial es-

timate of the partial symbol. At the end of the last stage, the outer loop

decoder recover the first two symbols in the colliding frames at the receiv-

ing station. After that, the decoder resets its window to start with a fresh

collision-free partial symbols.

In the data link layer, the system is designed to transmit two consecutive

acknowledgements to the two colliding transmitters after successful data re-
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covery. The system evaluation presented in this chapter considered different

scenarios including collision of various frame types in this system design. In

addition, different network topologies were implemented and evaluated.

The system was evaluated in a testbed of 12-nodes using software de-

fined radio platforms and in NS-3 simulator. The extensive experimental

results presented in this chapter, show 10–21% throughput enhancement in

802.11n systems when downlink bulk TCP, downlink video-on-demand and

uplink UDP are operated in rich collision environment and under different

scenarios.
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Conclusions

Spectrum is one of most essential resources in any communications system,

especially so in wireless networks. Hence, research into spectral saving new

signal formats has increased rapidly over the last decade, with several candi-

date technologies. OFDM modulation format, which was briefly introduced

in Chapter 2, is a classic multicarrier technology, which has been widely used

in 4G, 5G and several of 802.11x standards due to its ability to mitigate dis-

tortion arising from frequency selective fading channels, despite its spectral

efficiency limitations. Achieving high spectral efficiency is a recurring key

challenge in wireless communications systems, which is generally approached

using high order and advanced modulation formats including non-orthogonal

ones such as SEFDM, one of the non-orthogonal modulation formats, which

saves bandwidth by violating the orthogonality of subcarriers, causing in-

terference in the real and imaginary parts of the signal. SEFDM and other

non-orthogonal multicarrier signals, which have been considered as candi-

dates for beyond 5G systems, were described in Chapter 2.

The research reported in Chapter 3 of this thesis explored the design and

implementation of SEFDM in a real-time testbed. Thus far, non-practical of-

fline testbeds have been reported in the literature and that is due to two main

reasons. Firstly, channel estimation and equalization mechanisms were imple-

mented in the time-domain, which is based on matrix inversion that increases

the computational complexity exponentially with number of subcarriers and

207



Chapter 7. Conclusions

can not be done in real-time. Second, latency in detecting SEFDM symbols

is a main limitation of SEFDM receivers also preventing real-time SEFDM

systems. The latency is introduced through either high computational com-

plexity decoders, such as SD, or due to the number of iterations required to

decode SEFDM signals using an ID. Research in this thesis addressed these

two issues, leading to practical and implementable systems. Using OFDM

pilot symbols to obtain interference-free channel estimates and allowing sim-

ple one-tap equalization. In addition, pipeline processing was applied in the

iterative decoding receivers to reduce decoding latency, enhance throughput

and allow practical real-time operation.

The debate concerning the type of guard interval to be used in multi-

carrier systems has been resolved, in favour of cyclic prefix, for orthogonal

systems. For non-orthogonal systems this issue was yet to be resolved. This

is addressed in Chapter 4, where studies were detailed to assess the impact of

CP and CCP on SEFDM systems. Work here started by deriving equations

to calculate the added interference in such systems on SEFDM subcarriers

(on top of the self-created ICI) rendering channel estimation and equalization

inaccurate as interference in fact adds to all subcarriers and all portions of the

signal including the cyclic prefix part. Consequently, this work proposed a

new channel estimation and equalization technique combining ZP with an or-

thogonal demodulator and utilizing interference (in the ZP part of the signal)

to enhance performance relative to when CP and CCP were used. Further-

more, the research in this chapter investigated the use of OFDM for pilot

symbols, while using SEFDM with different guard interval techniques (CP,

CCP and ZP) for the data symbols. Computer simulation results showed

that using OFDM pilot symbols for channel estimation results in optimum

channel estimates. The proposed new designs therefore advantageously com-

bine OFDM pilot symbols with ZP-SEFDM data symbols to improve both

channel estimation and equalization and error rates.

In Chapter 5, a new signal termed TOFDM, which enhances the data rate

of the current existing multicarrier communication systems, was introduced.

TOFDM is generated by transmitting only part of an OFDM symbol and

discarding the rest. Thus, within the same bandwidth, more data symbols
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can be packed in time relative to OFDM; this improves spectral efficiency

and increases data rates. The research presented in this chapter provided two

system designs; uncoded and coded TOFDM. The uncoded TOFDM systems

utilizes sphere decoding to retrieve the transmitted data. On the other hand,

the coded TOFDM systems was implemented on top of 802.11a,g standards

by modifying the transmitters to send TOFDM signals. An iterative decoder

was designed specifically to cancel the self-induced ICI among the subcar-

riers iteratively, and recover the transmitted data. Practical/experimental

evaluation of the new signals, their properties and performance was carried

out using specially designed transceivers implemented using SDR National

Instruments USRP-Rio platforms, with realistic RF channels emulated using

a Spirent VR5 channel emulator.

Inspired by the ability to decode partial information, i.e. present in only

part of a symbol as in the new TOFDM signals, Chapter 6 presented a tech-

nique that tackles the collision problem in wireless 802.11 systems; this was

named PSR. The basic concept is that when two data frames collide, they

never collide fully and part of each frame remains collision free. PSR acts on

this collision-free partial symbol of two colliding frames at the receiving sta-

tion to recover the data of both frames, using the TOFDM decoding concepts

discussed in Chapter 5. The PSR technique is designed so it requires no mod-

ifications at the transmitters of standard 802.11 systems, thus can be seen

as an upgrade to existing systems. The receiver design is a detailed design

of two layers; physical layer and data link layer. The physical layer design

consisted of two nested loops, (i) an inner loop decoder and (ii) an outer loop

decoder. The inner loop decoder is responsible of decoding the collision-free

part of the symbols and recovering their data by cancelling the self-created

ICI, iteratively. The task of the outer loop decoder is to cancel the two users’

interference and restrain error rates propagation. After full recovery of two

colliding frames at the receiving station, the data link layer of the PSR sends

one or two consecutive acknowledgements, depending on the collision sce-

nario, to prevent retransmission, which would be otherwise encountered in

traditional systems. This results in substantial improvement in effective data

rate and system capacity. The system was evaluated in a testbed of 12-nodes

209



Chapter 7. Conclusions

using experimental SDR platform for signal generation and reception and

NS-3 for network layer throughput measurements. The system performance

was assessed and compared to the well known SIC technique. Extensive

experiments were run for different physical signal parameters, different col-

lision environment parameters, various network scenarios and for a number

of nodes and links. Results, shown in a set of figures studying performance

statistics, indicated PSR system performance improvement over existing sys-

tems in terms of error rates, retransmission rates and throughput.

To sum up, this thesis has reported the world’s first real-time SEFDM

system implemented in SDR. Analytical modelling expression for different

guard interval techniques for SEFDM was mathematically derived and re-

ported. In addition, a new signal modulation format termed TOFDM was

proposed and demonstrated. Finally, a new receiving technique termed PSR

was proposed, designed and implemented, for successful operation of 802.11

systems in collision environments.

7.1 Future Work

The topics explored in this thesis leave several open questions and may lead

to new areas of research into signals and systems with the ultimate aim of

improving data rates and spectral efficiency whilst having no (or only limited)

performance degradation. The five headline areas below make an attempt at

broadly specifying such areas of work.

� SEFDM signals and systems for 802.11 systems. In 802.11 stan-

dards, OFDM has been chosen as the signal modulation for many of its

variants. The goal of this thesis work was to upgrade the 802.11 systems

by employing TOFDM signals and design appropriate transceivers. Po-

tentially, SEFDM will have similar advantages in 802.11 systems but

such, although may be based on the work of Chapters 5 and 6, requires

research into specific aspects, not covered in this thesis, such as: (i)

a new preamble signal, which is used for frequency offset and channel

estimation (full details provided in Section 6.3), should be designed for
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SEFDM systems, (ii) the pilot signals, which are used for channel and

phase tracking (full details provided in Section 6.3), will suffer from

interference and hence a new method of phase and channel tracking

should be considered, (ii) integrate SEFDM signals with ZP into the

current existing frame and symbols structure of 802.11.

� MIMO-SEFDM using ZP guard interval. In Chapter 4 of this

thesis, ZP is found to be the optimum choice to serve as a guard in-

terval in SEFDM systems. This is because using ZP with SEFDM

signals allows the wideband channel of the medium to be divided to a

set of orthogonal narrowband sub-channels. Therefore, this work may

be extended to MIMO-SEFDM systems using ZP. To achieve this and

to prove the applicability of this work, mathematical derivations of

MIMO-SEFDM should be derived to find the analytical expression of

channel estimation and equalization for different guard interval tech-

niques. After that, experimental validation of this proposal should be

implemented using SDR platform and tested using a channel emulator.

� Advanced secure TOFDM systems. In Chapter 5 of this thesis,

TOFDM was reported as a new system to enhance the data rate of

existing communication systems. Recently, building on publications of

this research, researchers in [143] proposed to use TOFDM systems for

security enhancement. This is achieved by truncating different parts of

the symbols at the transmitter, which leads to the generation of differ-

ent interference coefficients in the correlation matrix, where the latter

is required at the receiver for signal recovery. Moreover, researchers

in [144] proposed using machine learning to classify non-orthogonal

signals and to identify signal parameters, such as compression factor.

Therefore, the current concept of secure TOFDM may no longer hold.

In order to increase the immunity of secure TOFDM, a new trunca-

tion algorithm should be designed, resulting in an enhanced, secure

TOFDM that is less susceptible to classification by machine learning

detectors. To achieve this, a complete study of all possible truncated

symbols may be evaluated in terms of interference coefficient and signal
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classification error when machine learning tools are applied.

� Ultra dense FDM for NB-IoT. In appendix B, repetition time cod-

ing with self-ICI cancellation were proposed to enable the use of com-

plex symbols in Fast-OFDM and to save 3 dB in SNR [145]. The

concept of self-ICI cancellation is based on transmitting a precoded

image of an original Fast-OFDM signal with complex data symbols;

where combining the Fast-OFDM signal and its image at the receiver

results in self-ICI cancellation. This is the methodology that allows

the extension of the modulation format to complex-valued signals for

Fast-OFDM. This work may be extended to use the repetition time cod-

ing with self-ICI cancellation for the original Fast-OFDM with BPSK

modulation format for NB-IoT systems. Therefore, the new system

may compress the spectrum by up to 75% (this system is termed Ultra

Dense-Frequency Division Multiplexing (UD-FDM)). In addition, re-

searchers in [51] claim that the higher the bandwidth compression, the

better the PAPR performance. Hence, the UD-FDM system should

show advantage in PAPR because the bandwidth is compressed by up

to 75% which makes the system a very good candidate for NB-IoT

systems.

� Fast-OFDM for 802.11ah. In 802.11ah [146], a new mode has been

designed and introduced which is the 1 MHz MCS10 mode, which is

designed for narrowband modes of Internet of Things (IoT) systems.

The new mode uses BPSK-OFDM as the signal modulation format. In

Chapters 5 and 6 of this thesis, TOFDM signal was employed in 802.11

systems to enhance their spectral efficiency. Potentially, Fast-OFDM,

which is a subset of SEFDM systems, will have similar advantages

in 802.11 systems and more specifically in the 1 MHz MCS10 mode

of 802.11ah systems. This is because Fast-OFDM, presented in Sec-

tion 2.3.1 of this thesis, has the ability to save 50% of the signal band-

width, however, it is only applicable for one-dimensional modulation

formats, such as BPSK. Therefore, the 1 MHz MCS10 mode can be

enhanced by adopting Fast-OFDM instead of using OFDM. This can
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lead to 50% bandwidth enhancement and hence double the number of

the IoT devices.
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Appendix A

SEFDM LabVIEW Code

The SEFDM LabVIEW code is the complete transceiver with system con-

troller built in LabVIEW Communications System Design Suite and it con-

sists of the panel and the diagram platforms. This code is available for the

community of National Instruments software defined radio developers, and a

description of the system is available in an article on: The SEFDM article.

This article appears in Appendix A.3.

A.1 The Panel Platform

The panel platform represents the system monitoring and the parameters

controller. The panel system monitoring is used to monitor: frequency spec-

trum, constellation diagrams of the received, equalized and detected SEFDM

symbols and the BER measurements.

The parameters controller can be classified into two groups, (i) the RF

system configuration parameters and (ii) the transceiver signal processing

parameters. The RF system parameters are responsible of enabling/disabling

the transmitters/receivers and setting the centre frequency, the sampling

rate and the number of transmitted complex samples. The signal processing

parameters are responsible of setting the transmitted signals parameters,

such parameters are FFT size, CP length and the compression factor (α).
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Figure A.1: The USRP setting configurations blocks

A.2 The Diagram Platform

The diagram platform has the LabVIEW code, which is the complete transceiver

system code. The code has two parts, (i) the USRP settings part and (ii)

the main loop transceiver. The USRP settings, which is shown in Figure A.1,

is responsible of enabling the RF transceivers in the connected USRPs. The

RF system parameters must be set before running the code. The main loop

transceiver is responsible of all the signal processing steps required to trans-

mit and receive the data. The system transmitter and receiver codes are

shown in Figures A.2 and A.3, respectively.

It is worth noting that the LabVIEW codes enabling communications be-

tween the USRPs and the computers, converting the signal from digital to

analogue or analogue to digital and sampling the signals are all build-in func-

tions in LabVIEW. However, the SEFDM LabVIEW code functions, such as

SEFDM signal generation and detection, are newly developed functions. The

complete SEFDM system LabVIEW code is available in the National Instru-

ment website and can be found in the following link:

The SEFDM LabVIEW code link
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A.3 Implementation of the First SEFDM 5G

Transceiver Prototype Using LabVIEW

Communications System Design Suite and

USRP RIO
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"We estimate that using LabVIEW with the USRP RIO saved us approximately six months in comparison to
using the FPGA toolkits for MATLAB."
- Waseem Ozan, University College London

The Challenge:
Billions of devices will soon be connected to the Internet in line with the vision of the Internet of Things (IoT). This means 5G must
make highly efficient use of the wireless spectrum. Spectrally efficient frequency division multiplexing (SEFDM) has the potential to
make better use of the spectrum through bandwidth compression, however at the cost of a higher level of interference. Our
challenge was to create a real-time testbed, on an industrial platform, to allow the world to investigate SEFDM.

The Solution:
We demonstrated the world’s first real-time SEFDM system using USRP RIO and the LabVIEW Communications System Design
Suite. The key innovation is in the deployment of a novel real-time channel estimation and equalisation algorithm, combined with a
real-time iterative detector. Our system compresses transmitted signal bandwidths up to 60% (for BPSK) and 30% (for QPSK),
offering significant bandwidth savings, thereby satisfying one of the key challenges of 5G deployment.

Author(s):
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Introduction
Our proposed SEFDM system saves bandwidth by compressing traditional orthogonal frequency division multiplexed (OFDM) subcarrier
spacing beyond the orthogonality limit, thus increasing spectral efficiency. This enhancement in spectral efficiency translates directly into
a gain in capacity, which is of paramount importance to network operators who could use this technique to add an additional 30 to 60
percent number of subscribers (depending on the modulation format) without higher spectrum licensing costs. Hence, SEFDM becomes
a timely and key technique for future 5G communication systems and beyond.

SEFDM, originally developed at University College London (UCL) in 2003, has been the focus of increased interest. Over the last
decade, SEFDM systems have been demonstrated through many research publications and laboratory experiments. However, only
offline systems have been demonstrated, which simplifies the problem and avoids system-level development at the FPGA level.  In this
work, we created a real-time system implementation for the first time. This is an important milestone, since the literature typically argues
that real-time implementation of SEFDM systems is difficult due to the high level of complexity at the receiver.

Figure 1. Our SEFDM System Created With LabVIEW Communications System Design Suite and USRP RIO
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Testbed Software and Hardware
To prove the SEFDM concept in real hardware transceivers and test the signals in realistic channels, we carried out two steps. First, we
developed and implemented the software design using the LabVIEW Communications System Design Suite, which enabled the rapid
development, test and deployment of a system prototype. Subsequently, we synthesised the code for an FPGA using a USRP-2953R
software defined radio, to generate the radio frequency signals and modulate them into the SEFDM format. The LabVIEW Suite does
this automatically, which was a great advantage because it meant that we only needed to work with the FPGA hardware at a high level.

The second step was deploying the hardware in a real-world mobile environment over a realistic channel where we employed the
Spirent-VR5 channel emulator. We used the LTE EPA5 wireless channel model in this work (others are applicable and have been tested
but are not shown here). The USRP RIO devices operate over the 1.2 GHz-6 GHz frequency range, meaning we can use standards

Figure 1. Schematic Block Diagram of SEFDM System (blue shows the transmitter; brown shows the RF signal
transmission, reception, and channel; green shows channel estimation and equalisation; and red shows the iterative
detection with interference cancellation)
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such as IEEE 802.11 and LTE, without loss of generality. The device operates with a 120 MHz sampling frequency that can support
video transmission and reception. We also demonstrated over-the-air transmission using two 2.4 GHz antennas as shown in the video.

Testbed Description
The software design consists of three parts: SEFDM generation and transmission, channel estimation and equalisation, and signal
detection.

At the transmitter, we generated a stream of pseudorandom bits, which are encoded by a recursive convolutional coder of code rate
R_c=1/2, where the forward polynomial (G1) is G1=1+D+D^2 and the feedback polynomial (G2) is G2=1+D^2. The coded bits are
interleaved by a block interleaver before being mapped onto the appropriate constellation. We can test binary phase shift keying (BPSK),
quadrature phase shift keying (QPSK), 8-phase shift keying (8-PSK) and 16-quadrature amplitude modulation (16-QAM).

Next, we converted the serial symbols into parallel streams and then used an inverse fast Fourier transform (IFFT) for modulation into
SEFDM symbols, where the distance between subcarriers is compressed by a factor α≤1, relative to OFDM signals, where α=1.

In the final stage of the transmitter, the complex signal is fed into the FPGA inside the USRP RIO, which then feeds the signal to the
necessary D/A converter, before up-conversion of the signal by a local oscillator to the 2 GHz band.

World First
In our application, we used a novel method to estimate the channel effect for the SEFDM system. One of the key challenges previously
established is that when using bandwidth-compressed pilots (that is, using an SEFDM symbol as a pilot) they are not only impaired by
the channel, but also by the inter-carrier interference between the subcarriers, which seriously degrades the channel estimate. In this
work, the pilot is sent as an OFDM symbol, but at a lower rate compared to SEFDM symbols. This is because in SEFDM the separation
between subcarriers is reduced compared to conventional OFDM. Therefore, we design our OFDM pilot so that the frequencies of the
subcarriers equal those of SEFDM but without the inter-carrier interference, which makes these pilots orthogonal. This does not impact
the system performance since the pilot carries no user information. This results in clean pilots, allowing the use of a simple one-tap
equaliser in the frequency domain to mitigate the effect of the channel.

Recovering the Signal
To recover the transmitted signal, we developed an iterative detector based on a turbo equalisation technique with an interference
canceller (shown in red in Figure 1), which depicts the process of recovering the transmitted signal. The equalised data is de-mapped
and de-interleaved at the beginning of each iteration before Viterbi decoding. The correlation matrix has information about the
interference generated between the self-interfering SEFDM subcarriers. We can use the estimated correlation matrix and the decoded
data to estimate the interference generated between the SEFDM subcarriers.

After subtracting the estimated interference from the received signal, the resulting signal passes back into the decoding process to
enhance the interference cancellation; repetition of this process leads to a better estimate of the transmitted data.
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Figure 2 shows the detected signal after each iteration, where we used a compression factor of 30 percent (α=0.7) QPSK-SEFDM. It is
clear that the symbols are recovered, error free, using our new channel estimation and equalisation method in combination with an
iterative detector.

Worldwide Benefits
We plan to make the code open source and available online so that the research, industrial and equipment manufacturer communities
anywhere in the world can experiment with and develop the system and consider it for future standards. The designed and implemented
system is fully interactive for different parameters, such as number of subcarriers, type of pilot symbols, and the compression factor (α)
so that users can fully appreciate how the parameters will affect their designs. This will impact 5G research and other wireless systems,
powering high-quality and high-bit-rate services in a reduced wireless spectrum, which can lower the cost of future systems.

Working With NI
We chose the USRP RIO and LabVIEW Communications System Design Suite together as they provide a powerful and flexible
technology platform to build and prototype our system. We ran the original simulation using The MathWorks, Inc. MATLAB® software.
However, when it came to implementing the code on the FPGA, we found it to be significantly faster to use LabVIEW. This is thanks to
the LabVIEW Suite handling the minute details of FPGA programming, which would otherwise require a steep learning curve if dealt with
by the user. We estimate that using LabVIEW with the USRP RIO saved us approximately six months in comparison to using the FPGA
toolkits for MATLAB.

Figure 2. SEFDM Iterative Detector Showing Perfect Signal Recovery After Three Iterations While Saving 30 Percent
Bandwidth
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Since this was our first time using NI hardware and software, we sat a three-day LabVIEW Communications training course to get us up
and running quickly. We also had one day of support from an NI systems engineer to could answer our questions and to help us
progress even faster with our work. Our initial link with NI was with the sales teams in the UK. We have recently extended our links to
their research teams (in Dresden, Germany) as well as their educational training teams (in Austin, Texas) and have regular virtual
meetings to enhance the system design. This has been very valuable in helping us complete this project in a reasonable time period.

Conclusion
This work introduces a world-first, experimental, real-time implementation of baseband generation, signal assembly, signal decoding,
and a novel frequency domain channel estimation and equalisation method.

Using USRP-2953R with LabVIEW Communications System Design Suite was the right choice to build and rapidly prototype a
communication system, in order to realise a real-time SEFDM demonstrator along with the associated software.
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Abstract—In this paper, we propose a time precoding scheme
for cancelling inter-carrier interference in non-orthogonal fre-
quency division multiplexing for the first time. Achieving high
spectral efficiencies is a recurring and key challenge in wireless
communications systems and researchers generally use high order
and advanced modulation formats to approach this problem,
in particular, non-orthogonal modulation formats are a topic of
particular interest. Fast orthogonal frequency division multiplex-
ing (F-OFDM) doubles the throughput of conventional OFDM
by violating orthogonality of the quadrature carrier, causing
interference in the real and imaginary domains. Here, we propose
a precoding scheme that enables self-interference cancellation
without the need of the interference level calculation. The pro-
posed scheme is implemented in the context of a narrowband
internet-of-things (NB-IoT) system and verified on a software
define radio (SDR) testbed with realistic AWGN and multiple
path channels from channel emulator for concept proving. By
comparing with the standard OFDM transmission, the time
precoded F-OFDM outperforms around 3dB by BER with same
signal-to-ratio (SNR) level.

Index Terms—Time precoding, non-orthogonal, Fast OFDM,
spectrally efficient, NB-IoT waveform.

I. INTRODUCTION

Spectrum is one of most essential resources in any com-
munications system, but even more so in wireless networks.
Orthogonal frequency-division multiplexing (OFDM) [1] is
one of the classic FDM technologies and has been widely
used in 4G/5G and several of 802.11x standards due to its
ability to manage spectral nulls and maintain high throughput.
Taking advantage of orthogonality between subcarriers (i.e.
subcarrier separation of 1/T , where T is the symbol period),
OFDM successfully controls the inter-carrier interference (ICI).
However, should this condition be violated, i.e. subcarrier
separation <1/T , orthogonality is violated and ICI is introduced.

Driven by increasing user density and high data rate ap-
plications, such as real time video and audio streaming, re-
searchers have been exploring new solutions for compressing
the spectrum. Fast orthogonal frequency-division multiplexing
(F-OFDM) [2, 3] is a subset of spectrally efficient frequency di-
vision multiplexing (SEFDM) [4, 5]. F-OFDM is one important
and widely discussed approach in which the spacing between
subcarriers is compressed below the Nyquist limit to 1/2T .

This work was supported by the UK EPSRC grant EP/P006280/1: Multi-
functional Polymer Light-Emitting Diodes with Visible Light Communications
(MARVEL). WO acknowledges a UCL studentship for his PhD studies.

Unlike OFDM, F-OFDM is a non-orthogonal scheme, which
packs twice as many subcarriers into the same spectrum as
OFDM, thereby doubling the spectral efficiency [2]. F-OFDM’s
ability to save spectrum makes it a topic of increased research
interest, as exemplified by the wide-ranging work that is being
carried out [6–14]. However, the compression in the frequency
domain causes interference exclusively in the real portion of
the signal to the imaginary portion and vice versa, thus limiting
the modulation to one dimension formats, such as binary phase
shift keying (BPSK). Though a spectrally efficient system has
been demonstrated to use a zero-forcing strategy [9] to estimate
the channel, there is still strong ICI components remaining in
the received signal. Thus, an effective ICI cancellation method
is key to utilise fully the bandwidth saving at the same time
for both the real and quadrature components of the signal. In
[9], zero-forcing based waveform precoding for ICI suppression
and orthogonal space precoding was used to avoid interference
between antennas. Zero-forcing is a well established method
to cancel out the interference, however, it results in noise-
enhancement. In addition, the work in [15] implements self
interference cancellation by sending a complex symbol with
its precoded copy onto two neighbouring subcarriers, however,
the data rate is halved.

In this paper, we propose a precoding scheme that tackles
the ICI problem in the quadrature part of the signal. Inspired
by Alamouti space-time block code [16] in multiple-input
and multiple-output (MIMO), we leverage on the fact that
F-OFDM utilises half the bandwidth of OFDM signals to
counterpart the ICI in frequency domain, by generation of the
image of the interference matrix. The detailed coding scheme
is described in Section IV. By application of our precoding
method, we demonstrate that quadrature amplitude modulation
(QAM) constellations can be supported using F-OFDM whilst
maintaining equivalent data rate to that of OFDM with the same
order QAM. The contributions of the paper are:

• A new precoding scheme is proposed to cancel the ICI in
F-OFDM without noise-enhancement.

• The ICI cancellation level is derived in analytic form.
• The time precoding non-orthogonal FDM is implemented

and verified on software define radio (SDR) test-bed with
realistic signal propagation environment.

• The new design demonstrates ICI cancellation in F-OFDM



enabling QAM constellation transmission for the first time.
The rest of the paper is organised by following order: Section

II introduces the signal model of traditional F-OFDM; ICI
of F-OFDM is modelled in Section III; We described the
time precoding in detail in Section IV; In Section V, the ICI
cancelling performance of time precoding F-OFDM and final
BER performance are shown with comparison with OFDM; At
last the conclusion and future work are given in Section VI.

II. FAST-OFDM SIGNAL MODEL

In F-OFDM, thus far, symbols have been parallelised into
N real-valued data streams for modulation onto N subcarriers
spaced at 1/2T . For the same value of N , F-OFDM offers 50%
bandwidth saving compared to OFDM at the same transmission
speed and for the same number of bits/symbol. The discrete
time-sampled F-OFDM symbol is, in general, expressed as [2,
3, 11]:

x(k) = 1√
Q

Q−1∑
n=0

Sn cos
[
2πnk
2Q

]
(1)

where k = {0, 1, 2, ...,Q−1} is the index of the time samples in
an F-OFDM symbol, ρ is the oversampling rate, Q = ρN and
Sn is the input symbol modulated on the nth subcarrier. Note,
we include the factor of two on the numerator and denominator
to highlight the factor-of-two difference with conventional
OFDM [2, 3].

One of the issues with this transformation is that it neglects
the quadrature portion of the Fourier transform and hence
imposes the limitation for one dimensional, normally real-
valued modulation formats. If one considers the quadrature
part, and modulates a complex-valued signal, the transform
becomes [11, 12]:

x(k) = 1√
Q

Q−1∑
n=0

Sn exp
[

j2πnk
2Q

]
(2)

Note, it is expected at this stage that the signal will contain
significant inter-carrier interference due to the obvious loss of
orthogonality.

An equivalent method for representing the discrete F-OFDM
symbol is the matrix form:

X = FS (3)

where X represents a Q-dimensional vector of a sampled F-
OFDM symbol in the time-domain, S is an Q-dimensional vec-
tor of a complex-valued sampled input signal in the frequency-
domain and F is a Q × Q matrix representing the sampled
carrier matrix. The matrix elements of F are given by Fk,n =

1√
Q

e(jπnk/Q).
Consider that the transmitted F-OFDM symbols pass through

an additive white Gaussian noise channel (AWGN), which
leads to a signal contaminated by noise Z , and hence, the
received signal is expressed as follows:

R = FH X + FH Z = FHFS + FH Z

= CS + ZFH

(4)

where R is the demodulated signal vector that consists of sym-
bols and has length Q, C is the correlation matrix [17], ZFH

is a vector of AWGN samples correlated with the conjugate
subcarriers, and (.)H is the transpose conjugate operation.

III. CHARACTERISING ICI IN F-OFDM SYSTEMS

The correlation matrix C quantifies the interference contribu-
tion on each subcarrier from its neighbouring subcarriers [17].
Its components can be found as:

C(l,n) = FH
(l,p)F(p,n)

=
1
Q

Q−1∑
p=0

exp
[− j2πlp

2Q

]
exp

[
j2πpn

2Q

]

=
1
Q

Q−1∑
p=0

exp
[− jπ(l − n)p

Q

]

=




1, l = n

1
Q

Q−1∑
p=0

exp
[− jπ(l − n)p

Q

]
, l , n

=




1, l = n

1
Q


1 − exp [− jπ (l − n)]
1 − exp

[
−jπ(l−n)

Q

]

, l , n

(5)

The final derivation in (5) is based on the sum of geometric
series:

∑Q−1
k=0 rk = 1−rQ

1−r . From (5), we can represent the
correlation matrix in summation form of two matrices as:

C = I + Λ (6)

where the matrix I is a Q × Q identity matrix and the matrix
Λ carries the interference contribution on each subcarrier and
is given as:

Λ =




0, l = n

0,
l , n &

|l ± n| is even

1
Q


1 − exp [− jπ (l − n)]
1 − exp

[
−jπ(l−n)

Q

]

,

l , n &

|l ± n| is odd

(7)

After substituting (6) in (4), the demodulated signal is
represented as:

R = CS + ZFH = (I + Λ)S + ZFH

= IS + ΛS + ZFH = S + ΛS + ZFH

(8)

where the term ΛS indicates the additional ICI components that
are added to each subcarrier.

IV. TIME PRECODING SELF-INTERFERENCE
CANCELLATION

The concept of self-ICI cancellation is based on transmitting
a precoded image of an original F-OFDM signal; where com-
bining the F-OFDM signal and its image at the receiver results
in self-ICI cancellation. This is the methodology that allows us
to extend the modulation format to complex-valued signals for
the first time.



A. Generating a precoded image

The precoded image of the signal is generated by multipli-
cation of the complex data symbols (S) with the column vector
Γ before F-OFDM modulation using (2). At the receiver, the
signal is once again multiplied with the same vector Γ, which
is given as:

Γ(n,1) =

{
1, |n| is even
−1, |n| is odd

(9)

The received image signal of the original signal that is given
in (4) is re-written and represented as:

R′ = ΓFH X ′ + FH Z = ΓFHFΓS + FH Z

= C′S + ZFH

(10)

B. Characterizing the ICI of the precoded F-OFDM image

In this design, we derive the F-OFDM image and its corre-
lation matrix as follows:

C′(l,n) = Γ(l,1)FH
(l,p)F(p,n)Γ(n,1)

=
1
Q

[
Q−1∑
l=0
(−1)lexp

[− j2πlp
2Q

] Q−1∑
n=0

exp
[

j2πpn
2Q

]
(−1)n

]

=
1
Q

Q−1∑
p=0
(−1)le( − jπ l pQ )e(

jπpn
Q )(−1)n

=
1
Q
(−1)1+n

Q−1∑
p=0

e(
− jπ(l−n)p

Q )

=

{
1, l = n
1/Q(−1)1+n ∑Q−1

p=0 e(−jπ(l−n)p/Q), l , n

=




1, l = n

0, l , n &
|l ± n| is even

−1/Q
[

1−e− jπ(l−n)

1−e
− jπ(l−n)

Q

]
,

l , n &
|l ± n| is odd

= I − Λ
(11)

Thus, (10) is formulated as:

R′ = C′S + Z ′
FH = (I − Λ)S + ZFH

= IS − ΛS + Z ′
FH = S − ΛS + Z ′

FH

(12)

C. Self-interference mechanism

After obtaining the original F-OFDM symbol and its pre-
coded image, we add the two symbols together. The resulting
signal is therefore given as:

A = R + R′ = S + ΛS + ZFH + S − ΛS + Z ′
FH

= 2S + ZFH + Z ′
FH

(13)

It should be noted that the proposed precoding ICI scheme
stands based on the assumption that the channel remains
invariant during one pair of original F-OFDM and its precoding
image transmission period.

V. TESTBED DESCRIPTIONS

In this section we present the software and hardware designs
of the real-time experiment of the proposed F-OFDM with
the self-ICI cancellation mechanism. The experimental testbed
contains a universal software radio peripheral (USRP) recon-
figurable input-output (RIO) transceiver (National Instruments
USRP-RIO 2953) programmed using LabVIEW, an Anritsu
MS2830A signal analyser and a Spirent VR5 channel emulator
for realistic frequency selective channels and noise generation
within the analogue radio frequency (RF) domain. All of the
digital signal processing blocks including the generation and
detection of the signals as well as the proposed self-ISI can-
cellation methods are implemented in real-time. A photograph
of the experimental testbed is shown in Fig. 1.

Fig. 1. Time precoding F-OFDM testbed.

A. Signal generation and transmission
At the transmitter, a pseudorandom binary sequence is gen-

erated and mapped onto the QAM constellation, with order M .
In this experiment, we test both 4- and 16-QAM without loss
of generality. Afterwards, the symbols are converted to an N-
width parallel stream via a serial-to-parallel (S/P) converter
which feeds an inverse fast Fourier transform (IFFT), thus
generating the F-OFDM signal as depicted in Fig. 2 (the
blocks at the top surrounded by the dotted green line). The
frequency spacing between the subcarriers in the generated F-
OFDM signal is halved in comparison to that of conventional
OFDM. A precoding image of the same signal is generated
following the method described in section IV as shown in
Fig. 2 (the blocks in the middle surrounded by dashed red
line), and then the F-OFDM and its precoding image are sent
using time-division multiplexing. Next, following parallel-to-
serial conversion (P/S), and to limit the effect of inter-symbol
interference (ISI) between adjacent symbols in the wireless
frequency selective channel, a cyclic prefix is added at the
beginning of the transmitted F-OFDM symbol. In the final
transmission stage, the complex F-OFDM signal is fed into the
field-programmable gate array (FPGA) that drives the USRP-
RIO device, to perform digital-to-analogue conversion (DAC)
and up-conversion to a 2 GHz RF carrier via a local oscillator.
The signal generation processes are in Fig. 2, and system
parameters, which follow the narrowband internet-of-things
(NB-IoT) specifications [18], are in Table I.



Fig. 2. Schematic block diagram of time precoding F-OFDM system.

TABLE I
EXPERIMENTAL SYSTEM SPECIFICATIONS

Parameters OFDM F −OFDM
Central carrier frequency (GHz) 2 2
Sampling frequency (MHz) 1.92 1.92
Signal bandwidth (KHz) 180 90
Subcarrier baseband bandwidth (KHz) 15 15
Subcarrier spacing (KHz) 15 7.5
IFFT/FFT size 128 256
Number of cyclic prefix samples 10 10
Number of data samples 128 128
Number of data subcarriers 12 12
Modulation scheme 4-QAM 4-QAM

16-QAM 16-QAM

B. Frame structure

We use a system with frame similar to those of Long-Term
Evolution (LTE) [18] where every radio frame of length 10 ms
consists of ten equally sized subframes, each of which contains
2 × 0.5 ms time slots. In every time slot, there are seven F-
OFDM symbols; thus, every subframe contains 14 symbols.
Of these 14 symbols, two carry a pilot that is used for channel
estimation and the other 12 symbols carry data signals. Fig. 3
depicts the frame structure of the transmitted signal.

C. Frequency selective channel and signal synchronisation

The RF frames are transmitted over a mobile environment
implemented using the VR5 channel emulator. We used the
LTE EPA5 wireless channel model in this work [19] (although
others are applicable and have been tested but not shown here).
The output of the channel emulator is fed into the USRP-RIO

Fig. 3. Radio frame structure.

device, which down-converts the RF signal to baseband before
analogue-to-digital conversion (ADC). For frame synchronisa-
tion, the popular and effective Schmidl & Cox technique [20]
is applied where two identical time sequences are attached to
each radio frame.

D. Channel estimation/equalisation and signal detection

After CP removal, the even indexed symbols are processed
as in Eq. 10 as depicted in Fig. 2 (the blocks at the bottom
surrounded by the solid blue line) and then every two data
symbols (i.e. the odd and the following even indexed symbol
pairs) are summed to cancel the ICI between subcarriers. This
summation process of the odd and even indexed symbols is
given in Eq. 13. Then, channel estimation (using zero-forcing
estimator in frequency domain [21]) and signal equalisation
(using a one-tap equaliser in the frequency domain [21]) are
applied to mitigate the channel effects. The resulting signal is
free of ICI and channel effects, however, it is contaminated with
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the noise generated at the receiver. Therefore, a hard decision
decoder is applied to recover the transmitted data.

VI. SYSTEM PERFORMANCE

The frequency spectra of the two received signals, F-OFDM
and OFDM, are shown in Fig. 4. In the case of using F-OFDM,
only 50% of the bandwidth is required to transmit data with the
same bit rate as OFDM. However, in this self-ICI cancellation
F-OFDM method, we transmit the signal twice, which leads to
loss of the standard F-OFDM 50% bandwidth saving.

In Fig. 5, constellations for 4- and 16-QAM using the
proposed self-ICI cancellation system are shown. From left to
right, the first two constellations show the received F-OFDM
signal and its precoded image, respectively. It is clear that
the two signals in the constellations are highly distorted by
the ICI generated between the subcarriers due to the 50%
reduction in the frequency spacing between subcarriers. The
third constellations indicate the results of the summation of
the two constellations (i.e. the summation of F-OFDM and its
precoded signal). It is evident that the ICI generated among
subcarriers is cancelled in the summation process, which leads
to self-ICI cancellation. Clearly, at this stage the data cannot be
recovered successfully because of the channel effects and sys-
tem hardware impairments, therefore, an equalisation process
is required to cancel these effects. The signal after equalisation
(right-most constellations) can then simply be detected using a
hard decision decoder.

Finally, we measure bit error rate (BER) for a range of
signal-to-noise ratios (SNRs) as a metric to evaluate the per-
formance of the proposed self-ICI cancellation scheme and use
the BER performance of conventional OFDM as a benchmark.
First, we evaluate the performance in an AWGN channel. In the
experimental system noise is accurately generated and added
to the RF signal by the channel emulator. The 4- and 16-
QAM BER comparisons of OFDM and self-ICI cancellation
F-OFDM are shown in Fig. 6. Second, we test the system
performance across the (frequency selective, multi-path) LTE
EPA5 channel contaminated with AWGN noise. The 4- and
16-QAM BER performances of both OFDM and F-OFDM
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Fig. 5. Received constellations for 4-QAM and 16-QAM signals. For both row
(a) and (b), from left to right, the first two constellations show the received
F-OFDM and precoded signals; the third shows the summation of the two
signals; and the most right constellation shows the signal after equalisation
process.

with self-ICI cancellation are shown in Fig. 7. The results in
Fig. 6, prove that the simple addition process of the original
F-OFDM signal and its precoding image at the receiver is
sufficient to cancel the ICI between the subcarriers caused by
the compression in signal bandwidth, and hence enable data
recovery when using complex modulation formats for the first
time. The BER performance shown in Fig. 7 indicates that the
multi-path effects degrade the performance of both systems
under test, where the ∼3 dB performance gap (i.e. in SNR) is
maintained for either the AWGN or noisy multi-path channel.
The reason for this SNR gap is simply that the time precoding
F-OFDM transmits the signal twice. The first transmission is
the original F-OFDM signal and the second is the precoding
copy of the same signal. Therefore, the signal power at the
receiver adds up, while the ICI of the two signals is mutually
cancelled. Hence, the proposed F-OFDM method demonstrates
a 3 dB SNR advantage over OFDM.

VII. CONCLUSION

In this work, we proposed a time precoding method for
cancelling out the ICI in F-OFDM transmission. The analytic
ICI cancelling process of the proposed method is provided and
the performance is assessed with experimental SDR system and
BER measurements. The proposed time precoding and self ICI
cancelling method is experimentally shown to be effective in
both AWGN and frequency selective multi-path channels, thus
paving the way for the practical use of F-OFDM in wireless
data transmission. Furthermore, this work will hopefully inspire
future exploration of spatial and joint time-space precoding
for non-orthogonal multicarrier system, which may improve
the spectral and energy efficiency of wireless communication
standards.
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PSR: Partial Symbol Recovery to Operate Interfering Wireless
Networks in Collision Environments

Waseem Ozan, Izzat Darwazeh, Kyle Jamieson

The uplink data rate region for interfering transmissions in
wireless networks has been characterized and proven, yet its
underlying model assumes a complete temporal overlap. Practical
unplanned networks, however, adopt packetized transmissions
and eschew tight inter-network coordination, resulting in packet
collisions that often partially overlap, but rarely ever completely
overlap. In this work, we report a new design that allows Partial
Symbol Recovery (PSR), based on specially designed receiver that
specifically targets the parts of data symbols that experience no
interference during a packet collision. PSR bootstraps a succes-
sive interference cancellation (SIC) like decoder from these strong
signals, thus operating beyond the uplink data rate region, as our
performance evaluation shows. We have implemented PSR on
the WARP software-defined radio platform and in trace-based
simulations. Our performance evaluation presents experimental
results from this implementation operating in a 12-node software
network testbed spread over two rooms in a non-line-of-sight
indoor office environment. Experimental results confirm that the
PSR decoder is capable of decoding up to nearly 60% of collided
frames depending on the type of data and modulation used. This
consistently leads to throughput enhancement under different
scenarios and for the various data types tested, namely downlink
bulk TCP, downlink video-on-demand and uplink UDP.

Index Terms—Partial Symbol Recovery, wireless communica-
tions, 802.11, collision environments, hidden terminals, interfer-
ence cancellation.

I. INTRODUCTION

In densely populated urban areas, wireless networks that
exist in unlicensed spectrum (such as 802.11) routinely con-
tend with vast numbers of users operating nearby, causing
uncontrolled amounts of interference, with transmissions over-
lapping in both time and frequency. While medium access
protocols can avoid some collisions, packet collisions due to
hidden terminal nodes and inter-network collisions are still
prevalent and harm throughput [1], [2]. Roughly speaking,
the likelihood of a bit error is positively correlated with the
ratio of signal power to noise plus interference power (SINR),
measured at the receiver. The result is that in such unplanned
networks, problems of interference from neighboring networks
combine with the problems of range and reliability these
networks already experience, resulting in degradation of ap-
plication performance.
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Fig. 1: Capacity region of the two-user uplink Gaussian noise
interference channel [3].

From an information-theoretic standpoint, Ahlswede [4]
and Liao [5] characterized the capacity region of the general
multiple access channel, i.e., the set of tuples (each entry in
the tuple containing the rate of each user) such that there
exists a receiver design that achieves an arbitrarily low bit
error rate provided that the users transmit at rates within that
set. Fig. 1 shows the capacity region for the two-user uplink
Gaussian noise channel [3]. This line of work proved that
in such a channel, the rate of each user cannot exceed the
Shannon capacity of interference-free links (leading to the
constraints that R1,2 < log(1 + P1,2/N0), where P1,2 are the
transmit powers of users one and two respectively, and N0 is
the Gaussian noise power) and that the total rate cannot exceed
the Shannon capacity of a Gaussian noise channel with power
equal to the sum of the two users’ powers.

The receiver that achieves Pareto-optimal points in the ca-
pacity region is the successive interference cancellation (SIC)
receiver [3], which achieves point A or B in the capacity region
by first treating one transmission as noise while decoding the
other transmission, then re-modulating and subtracting the first
transmission from the received signal.

For years, work in this area took the above model—which
treats every bit in two interfering transmissions equally—as
the best fit to the reality of interfering data transmissions in
wireless networks. Thus, this concept of capacity was treated
as a given for single antenna communication and effort instead
expended in other promising directions to increase capacity
(such as the use of multiple antennas), which we survey in
Section II.

However, in practical unplanned wireless networks, such
as 802.11 there are many opportunites for collisions both
within (Fig. 2 (A)) and between (Fig. 2 (B–D)) networks.
Our insight begins with the observation that in a practical
unplanned wireless network such as 802.11, or uncoordinated
mobile cellular networks, the interference channel model is
not necessarily exhaustively applicable to every bit in the
colliding packets, as Fig. 3 illustrates. From two colliding
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Fig. 2: PSR applies to different collision scenarios. The scenario (A) is hidden terminal nodes which causes collisions within a
network; the scenarios (B, C1, C2 and D) depict the inter-network collision scenarios that occur in two existing neighbouring
networks. The nodes surrounded with dashed line are the nodes that experience collisions.

Fig. 3: Stations 1 and 2 transmit concurrently, leading to
a collision at a receiver. Different data symbols experience
differing degrees of overlap (a)–(c).

packet transmissions, we note (a) a head of some data symbols
“in the clear” of the collision, (b) two partially-overlapping
symbols of each colliding packet, and finally (c) the remainder
of the wholly-overlapping symbols in the body of the packet
overlap. Crucially, out of these three regions of packet data
involved in the collision, region (c) and the collided part of
region (b) are subject to the Ahlswede-Liao capacity region
of multi-user. Therefore, there is an opportunity to tailor
a receiver to operate beyond the optimum rate region of
multi-user by utilizing the collision-free part of region (b) to
fully recover region (b), then exploiting that to decode and
recover region (c). Achieving this, however, requires that two
challenges be overcome:

1) First, for the symbols in region (b) that are partially
overlapped by interference, a decode attempt on just the
interference-free region of these symbols results in in-
terference across different orthogonal frequency division
multiplexing (OFDM) subcarriers in frequency. While the
sphere decoder (SD) [6], [7] can take this interference into
account, it quickly becomes computationally prohibitive
as the number of OFDM subcarriers increases past 20 or
so, and so to make Partial Symbol Recovery practical,
we need to develop a computationally-efficient receiver
whose performance approaches that of the SD.

2) Second, channel coding is employed with the symbol-
by-symbol modulation shown in Fig. 3, and this channel
coding spreads information across the symbols in time,
blurring the boundaries between the three regions noted
above. Thus any receiver that leverages our observation
for increased capacity must be co-designed with the
channel coding in use.

This paper presents a new technique termed Partial Symbol

Recovery (PSR), a physical-layer and data link layer wire-
less receiver design that explicitly treats non- and partially-
overlapping OFDM symbols differently from completely-over-
lapping OFDM symbols involved in a collision. The PSR
algorithm first decodes the non-overlapping part of one user’s
overlapping OFDM symbol sent from one of the users, using
a novel interference modeling step that models and cancels
the intercarrier interference that results from truncation of the
OFDM symbol in time. Our design also applies the SD to
small blocks of OFDM subcarriers in order to precisely cancel
this intercarrier interference, while relying on linear methods
to cancel the interference across blocks, thus bounding the
computational complexity required by SD utilization in the
design. Furthermore, our design jointly integrates the functions
of intercarrier interference cancellation, channel equalization,
carrier frequency offset (CFO) and phase offset compensation,
and inter-symbol interference (ISI) mitigation, co-designing
this functionality with the remainder of the system. This
functionality comprises the inner loop decoder, which is
described fully in Section III-A1.

After using the inner loop decoder to make an estimate
of the interference-free portion of an OFDM symbol, PSR re-
modulates the resulting bits to a full-length OFDM symbol and
cancels the interference (user interference) from the originally
received signal, allowing it to make a decoding attempt on
a complete symbol lacking interference from the other user,
provided the partially-received symbol was decoded correctly:
this allows for a window of two symbols to be decoded jointly,
and another symbol from the first user to be rendered interfer-
ence-free. This process continues, expanding the window until
the number of bit errors falls to an error floor (determined
by power and noise levels, and modulation/coding rates) that
are determined empirically. The window then slides along
the entire length of the collision, comprising the outer loop
decoder of the PSR decoding algorithm. This algorithm adapts,
with minor modification, to various collision patterns resulting
from different lengths of colliding frames.

Our PSR performance results, presented in Section V, reveal
and confirm the following findings:

• Two-user rate region, PSR operates in a two-user rate
region beyond the Ahlswede-Liao rate region, where the
latter is found using SIC decoder;
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• Decoding capability, experimentally proved that PSR
decoder is capable of decoding on average 59% and 25%
of collided frames, carrying 12,000 bits each, for BPSK
and QPSK modulation formats, respectively;

• Throughput performance, results confirms an average
throughput improvement over 802.11n of 10–21%, 8–
21% and 5–14% for downlink bulk TCP, downlink video-
on-demand and uplink UDP, respectively, depending on
modulation used;

• Retransmission performance, PSR reduces the average
rate of retransmissions by 63–81%, 57–81% and 28–49%
in the above scenarios, respectively.

The rest of this paper is structured as follows. We outline
related work in Section II, placing our contributions in further
context of the many ideas for coping with interference in
wireless networks. Partial symbols are characterized in Sec-
tion III-A1. We detail the design of the PSR link and physical
layers in Section III. Our testbed implementation is given in
Section IV. PSR system performance is extensively evaluated
in Section V. At last, the conclusion is given in Section VI.

II. RELATED WORK

A prior work on exploiting packet overlaps in partial packet
recovery (PPR) [2] aims to recover the collision free part of
colliding packets but does not attempt to recover their colliding
parts, hence it requires retransmission and suffers reduced
throughput. Other work for decoding collisions from hidden
terminal nodes, termed Zigzag Decoding [1], requires two
successive collisions of the same packets. In contrast, Partial
Symbol Recovery is the first work we are aware of, besides
the classical SIC algorithm (against which we benchmark in
Section V), that recovers full packets from a single collision
and requires no retransmission to operate.

a) Faster than Nyquist (FTN) Modulation.: Most data
transmission is linear: the result of summing a sequence
of pulses. These pulses are almost always orthogonal (i.e.,
invisible) to each other, meaning that if the current symbol
is viewed at a symbol duration later in time, it is zero—this
is the Nyquist criterion [8]. If the criterion is not met, the
pulses interfere, but in 1975 Mazo showed that for a simple
linear modulation the data pulses could in fact be compressed
in time by a multiplicative factor of 0.802 [9], a speedup of
approximately 25%, without a loss in performance. Follow-
on work has generalized this concept to OFDM modulation,
compressing the OFDM signal in frequency [10]–[12] and
both time and frequency [13]–[15]. Partial Symbol Recovery’s
inner partial OFDM symbol decoder can be viewed as a type
of FTN modulation that differs from previous work because
of its time truncation. Partial Symbol Recovery leverages a
refined version of the truncated-OFDM (T-OFDM) decoder
[16] for its inner partial OFDM symbol decoder, but builds
atop T-OFDM to develop the outer decoder in its entirety.

Massive MIMO base stations [17]–[21] leverage large num-
bers of antennas to increase spectral efficiency. In multi-
user communication networks, a coordination scheme utilizing
machine learning is applied to minimize the collisions [22].
Interference alignment [23] (IA) techniques use multiple an-
tennas to align different interfering transmissions, and have

been realized in both wireless LAN [24], [25] and cellular [26]
settings. For the physical layer cross-technology communica-
tion (CTC), the work of ZigFi [27] leverages the channel state
information of the received frames to enable WiFi receivers to
decode data from ZigBee senders, while the work of TwinBee
[28] enables direct communication from WiFi to ZigBee.

Bit rate adaptation based on acknowledgements [29], [30]
and SINR [31]–[34] and rateless codes [35]–[43] attempts
to maximize utilizion of individual links, but still does not
exploit the partial overlap concept. Other influential link-
centric approaches include full-duplex wireless links [44]–
[47], which are also independent of PSR contribution.

III. DESIGN

PSR is implemented jointly in the physical and data link
layers. In this section, the physical layer (L1) design of PSR
is discussed in Section III-A; the data link layer (L2) design
is described in Section III-B, and Section III-C addresses
experimental design considerations for our choices of key
system parameters.

A. Physical layer design

PSR uses the 802.11a standard for preamble and data gen-
eration in the physical frame. Our modifications to the current
existing physical layer involve adding the PSR decoder design
and a triggering mechanism to a current 802.11 receiver. The
PSR decoder is a nested-loop decoder, consisting of (i) an
inner loop decoder and (ii) an outer loop decoder. The inner
loop decoder is designed to decode a partial symbol, depicted
in the collision-free part of region (b) in Fig. 3, and recover
its full symbol, depicted in the full region (b) in Fig. 3, as
explained next in Section III-A1. The outer loop decoder is
designed to cancel users interference, and to constrain error
propagation between symbols in a user frame. Its design is
detailed in Section III-A2.

1) Inner loop decoder
The partial symbol, which has no interference coming

from the other user as depicted in region (b) in Fig. 3, is
contaminated with interference resulting from truncation in
time. Therefore, we characterize the predictable interference
between OFDM subcarriers that occurs when the receiver
observes just the beginning fraction γ of an OFDM symbol,
in time. This partial symbol can be analyzed by the inverse
discrete Fourier transform (IDFT) as:

x(m) =
1√
γQ

Q−1∑

l=0

dl exp

(
j2πlm

Q

)
(1)

where m = [0, 1, ..., γQ− 1] is the index of the time samples
and l is the subcarrier index; dl is the complex input data;
Q is the size of the IDFT, used to generate the signal; γQ is
the number of time samples in a partial symbol, where γ ≤ 1
is the fractional symbol proportion observed. We observe that
each time sample is a summation of sampled input symbols,
each modulated on an individual complex subcarrier. This
observation is significant because a symbol may be decoded
even when only a fraction of its time samples has been
received [16].
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Fig. 4: Heatmap of the covariance matrix that depicts the inter-
ference between neighboring subcarriers. (A) is for orthogonal
symbols; (B) and (C) are for partial symbols with γ = 0.75
and 0.5, respectively.

Orthogonality in time and frequency in OFDM (i.e. T =
1/∆f , where T is the symbol period and ∆f is the subcarrier
separation), is a crucial factor in its successful operation.
However, should this condition be violated, i.e. the observed
symbol period < T , orthogonality is violated and inter-carrier
interference (ICI) is introduced. The analytical description of
the interference resulting from the lost portion of the partial
symbols due to the collision, is given by the covariance
matrix (Γ), which quantifies the interference contribution on
each subcarrier from its neighboring subcarriers [16]. The
covariance matrix components are derived and given in Ap-
pendix VI-A.

To visualize the effect of interference, resulting from the
truncation in time, on the received partial symbols, Fig. 4
(A) shows that all the subcarrierrs are orthogonal with no
interference while (B) and (C) in the same figure show that
the interference caused on a specific subcarrier (represented
on the main diagonal) stems from the neighboring subcarriers
(on the secondary diagonals) when γ is smaller than 1.

After characterizing the interference of the partial symbol,
which resulted due to the lost symbol portion in the collision,
the inner loop decoder utilizes the covarinace matrix to decode
a partial symbol and recover its data to reconstruct a full
symbol. The inner loop decoder comprises of two steps;
(i) ISI cancellation and cyclic prefix (CP) part utilization; and
(ii) joint iterative decoder. The first step is to eliminate the
ISI, which appear in the CP part, hence the interference-free
CP part is used to increase the number of samples in the partial
symbol, as explained next in Section III-A1a. The second
step is to iteratively equalize the channel effect, compensate
the phase offset, cancel the interference resulting from the
truncation in the end of a symbol, and decode the partial
symbol to recover its data, thus, this step is termed joint
iterative decoder. Its design is detailed in Section III-A1b.

a) ISI cancellation and CP part utilization: In the
802.11a frame, each OFDM symbol starts with a CP, which
is generated by copying the last µ samples of a symbol to the
start of the symbol (see Fig. 5), and is used to mitigate the ISI
stemming from the prior OFDM symbol and reduce sensitivity
to symbol timing estimation error. Hence, in conventional
802.11a systems, the CP is discarded at the receiver because
it is distorted with ISI and carries redundant data.

In the PSR receiver, each collision-free partial symbol
consists of a CP portion and a part of the OFDM symbol,
as shown in Fig. 5. When the tail of the symbol is overlapped
by the other user, as in s1p, we use the CP in the decoding

Fig. 5: A partial and full symbol in received colliding frames.
The partial symbol, s1p, consists of a CP and a part of a
symbol. Symbols with odd indices belong to user 1 and the
symbols with even indices belong to user 2. Each CP is
contaminated with ISI.

process to compensate for the portion lost due to the collision.
This results in increase in the number of time samples in
the partial symbol by the number of samples in the CP
part, and an increase in the energy contained in the partial
symbol, thus resulting in reduced error rate. However, the CP
in the partial symbol (s1p ∈ C(γQ)×1) is distorted due to
ISI from the preceding symbol (s−1 ∈ CQ×1), hence, we
estimate the ISI and subtract it from the partial symbol. This
is achieved by convolving the channel impulse response (CIR,
h ∈ C(µ+1)×1), with the estimated prior symbol, ŝ−1, as:

z−1 = h ∗ ŝ−1 =

{
zA, 1 ≤ k ≤ Q
zB, Q+ 1 ≤ k ≤ Q+ µ

(2)

where z−1 ∈ C(Q+µ)×1 is the symbol after the convolution
process, and (∗) is the convolution process. The output of
the convolution comprises of zA and zB. The zA part is the
preceding symbol after traversing the multi-path channel, and
the zB part is the ISI components, as shown in Fig. 5. Next,
we subtract the ISI (zB) from the partial symbol, s1p before
passing it to our joint iterative decoder.

b) Joint iterative decoder: The received partial symbols,
after eliminating the ISI and including the CP in the partial
symbol, is passed to the next decoding stage to recover its
data. The partial symbols suffer from (i) multi-path effects
from the wireless channel; (ii) phase offsets; and (iii) the
interference between the subcarriers, which is created when
the tail part is lost in the overlap with the other user. We design
an iterative receiver that jointly equalizes channel effects and
the phase offset, and then cancels the interference in every
iteration, thus recovering the overall data from the partially
received symbols. Then, re-encodes the recovered data bits to
generate a full symbol to estimate and add missing multi-path
components to enhance the channel equalization and phase
compensation process, as detailed in the following paragraph.
After that, using the full symbol to estimate and subtract
the interference from the original partial symbol before being
passed to the next iteration. Repetition of these joint processes
in each iteration leads to the enhancement of the error rate
performance of the decoding process. Fig. 6 depicts the inner
loop decoder including the joint iterative decoder process.

Partial symbol equalization and phase compensation. The
multi-path effects and the phase offset are combined with
the interference, resulting from truncation in time, among the
partial symbol subcarriers. Therefore, partial symbol equal-
ization and phase compensation become more challenging. To



5

Fig. 6: Inner Loop Decoder concept illustration: Eliminates ISI and uses information in the CP then equalizes and phase
corrects; recovers the bits from partial symbols; re-encodes the symbols to estimate and subtract the interference of the original
signal before being passed to the next iteration.

Fig. 7: A truncated partial symbol lacks certain multi-path
components. The triangle depicts these estimated, missing
multi-path components.

illustrate, we compare, in Fig. 7, a received partial symbol with
what such symbol would ”hypothetically” be after travers-
ing a multi-path wireless channel. The missing multi-path
components, in received partial symbols, result in increased
interference levels and consequently inaccurate equalization
and phase correction. Dealing with this problem requires the
estimation of the missing multi-path components and then
adding the estimates to the partial symbols (the dashed-blue
line box of Fig. 6 depicts the processes). The processes are
detailed in the following paragraph.
• Estimating the missing multi-path components pro-

cess. The process requires knowledge of two key param-
eters; namely the CIR and phase offset, the estimation
of these is detailed in Section III-C3. Two stages are
required, firstly, we convolve the recovered partial sym-
bol 1, ŝ1p, at the end of every iteration with the CIR:

ŝ1ph
= h ∗ ŝ1p (3)

where ŝ1ph
is the estimated partial symbol 1 with channel

effects. Secondly we add the effects the phase offset to
the resulting signal from the first step:

ŝ1phβ
= ŝ1ph

.e−jβ1 , (4)

where ŝ1phβ
is the estimated partial symbol 1 after

applying phase offset (β1). The last µ samples of the
resulting signal, as shown in Fig. 7, represent the required
multi-path components, which are added to the partial
symbol before being passed to the next iteration. It should
be noted that, for the first iteration, the partial symbol

is passed to the equalization and phase compensation
process with no addition of the missing multi-path com-
ponents. The processes of equalizing the channel effects
and compensating the phase offset are detailed in the
following paragraph.

• Channel equalization and phase compensation pro-
cesses. The partial symbol is passed to the equalization
and phase compensation processes in each iteration (the
dashed-brown part of Fig. 6 depicts the processes). The
channel equalization and the phase compensation are
applied in the frequency domain. The multi-path channel
effects at each subcarrier are equalized using zero forcing
equalization process. The phase offset is compensated by
multiplying the complex data symbol of each subcarriers
with ejβ1 . Repetition of these processes during the joint
channel equalization, phase compensation and decoding
iterations, leads to a better estimate of the missing multi-
path components and hence, improves the equalization
and phase compensation processes.

The interference cancellation mechanism. In order to cancel
the resulting interference due to the symbol truncation in
time, the interference cancellation mechanism comprises of
two main stages.

• Data bits recovery. The complex symbols for each sub-
carrier of the partial symbol is converted to bits given as
log-likelihood ratio (LLR) values, where the sign of LLR
values indicates the sign of the bits and its magnitude
determines the reliability of the bits. After that, the output
of all the subcarriers is de-interleaved and decoded using
soft-output BCJR decoder [48]. The process is depicted
in the dashed-green line box of Fig. 6.

• Interference estimation and cancellation. In this stage
the interference in the partial symbol is estimated and
then subtracted from received partial symbol after the
equalization process. The process is illustrated in the
dotted-red line box of Fig. 6.

Data bit recovery design and discussion. In order to
recover the bits of a partial symbol, the covariance matrix,
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Γ, is used in a sphere decoder [49] [50], to retrieve the
data of a partial symbol. The sphere decoder mathematical
representation is given as:

b̂sd = arg min
d∈MN ,‖ỹ−Γd‖2≤g

‖ ỹ − Γd ‖2 (5)

where b̂sd ∈ CQ×1 is the estimated data bits vector in the
partial symbol, MN is the number of all possible signal com-
binations in a symbol, M is the cardinality of the constellation
diagram, N is the number of subcarriers and g is the radius
of the hypersphere search area that is centered at ỹ ∈ CQ×1
which is the demodulated partial symbol after equalization
and phase compensation, d ∈ CQ×1 is the complex input data
vector that has the highest probability of being transmitted.
The solution is found by finding the minimum Euclidean
distance from all the possible vector combinations which take
place inside the multi-dimensional hypersphere searching area.
This results in data recovery of the partial symbol.

However, we note that using a single sphere decoder, to
recover the data in all subcarriers, leads to high computational
complexity, hence we adapt the method of [51], in which the
subcarriers are divided into sets of blocks, each is operated
on by a smaller sphere decoder. For 802.11a signals, there
is a natural division into such blocks and separation of these
(5 blocks) by the four pilot tones, which are placed between
the data subcarriers [52]. Thus, the interference of the known
pilot tones onto subcarrier blocks is measured and canceled
by subtraction from each subset at the receiver.

Nevertheless, the interference from subcarriers in one block
to adjacent blocks (inter block interference, IBI) has also to be
considered. Therefore, in our design, the iterations with odd
indices eliminate interference within a block of subcarriers;
while the iterations with even indices eliminate the IBI among
the blocks.
• The odd indices iterations. In order to recover the

data in each block of subcarriers, we use the covariance
matrix of each block (Γ̃), in a small-size sphere decoder
set following equation (5). The output of the small-
size sphere decoder set (b̂sdp ) is de-interleaved and
decoded using soft-output BCJR decoder (see Fig. 6).
Next, the soft-bits (b̂) are encoded using soft-encoder
where its output bits are interleaved and mapped (d̃).
Then, the interference in each block (d̃ici) is estimated
and subtracted. Where the covariance matrix characterizes
the data and the interference in the partial symbols, hence,
it can be decomposed into two matrices as:

Γ̃ = I + Λ (6)

where I is an identity matrix that represents the data
coefficients matrix and the Λ is the ICI coefficients matrix
of each block. The components of the covariance matrix
in a block of subcarriers is given in Appendix VI-B.
Now, using d̃, and the interference coefficients matrix, Λ
of each block, the interference is found as:

d̃ici = Λd̃ (7)

After that, the interference components are subtracted
from the equalized partial symbol (yeq) before the sym-
bol being passed to the next iteration (see Fig. 6).

• The even indices iterations. After canceling the interfer-
ence within the blocks in the odd indices iterations, here
in the even indices iterations, the decoder cancels the IBI
among the blocks. To achieve this, the received signal
from the previous iteration is fed to a soft-output demap-
per, which translates the distorted received constellation
into LLR values (b̂de). Then, the output is de-interleaved
and decoded using soft-output BCJR to get soft-bits, b̂.
Next, we find and subtract the interference between the
blocks. To achieve this, the b̂ are encoded and interleaved
to get d̃, as shown in Fig. 6. Then, the latter is multiplied
with the IBI coefficient matrix (Ψ), which is given in
Appendix VI-C, to estimate the IBI components, as:

d̃ibi = Ψd̃ (8)

After that, the IBI is estimated and subtracted before the
symbol is being passed to the next iteration. Repetition
of these processes results in decoding efficiency enhance-
ment.

2) Outer loop decoder
Fig. 8 illustrates the operation of the outer loop decoder.

Starting with the received (Rx) signal, distorted by interference
from user 2, and comprises the two overlapped signals of the
two users; each one of these signals is composed of a set
of OFDM symbols, represented by the numbered elementary
rectangles in the figure, where those with odd indices belong to
user 1. The partial symbol 1 (s1p) of user 1 is the collision-free
partial symbol, while the rest of the symbols (of both users) are
overlapped interfered symbols. The role of the outer decoder
is to follow the inner decoder, which has already recovered
the data of s1p, to reconstruct a full symbol 1 (s1). Then, the
outer decoder acts on s1 and the rest of the symbols, so that
all symbols are recovered even those with severe interference.

The outer loop operation starts with a decoding window of
a length equal to one symbol as shown in Fig. 8 in step #I.
Then, the decoding window size is increased linearly, with the
number of stages, until it reaches the size of G symbols. For
this work, the value of G was selected empirically following
an extensive number of experiments (Section V-C). The outer
loop decoding algorithm operates to detect data only of the first
two symbols in the window of size G. After that, these two
symbols are subtracted from the received overlapped signal
and the result is passed to the next decoding window.

a) Initial stage of decoding: Here, the outer loop decoder
uses the inner loop (described in Section III-A1) to decode the
partial symbol, s1p. After that, the outer loop fully reconstructs
s1.

b) Backward stage of decoding: The decoding window
is set to two, where s1 and the partial symbol 2 (s2p) are part
of the decoding process (stage #IIa,b in Fig. 8). This stage
is divided into five steps: (i) the outer loop implements basic
interference cancellation by subtracting the reconstructed s1

from the received signal to estimate s2p; (ii) in a manner
similar to that of the initial decoding stage, the receiver
decodes s2p using the inner loop, then reconstructs the full
symbol 2 (s2); (iii) next, s2 is subtracted from the received
signal to get s1 without interference as shown in stage #IIb
in Fig. 8; (iv) then s1 is fully decoded to recover its data and



7

Fig. 8: The outer loop decoding algorithm recovers the re-
ceived (Rx) signal, which comprises the overlapped user 1
and 2 signals. The algorithm uses the inner loop decoder to
recover the data in the collision-free portion of symbol 1 (s1p)
in the first stage #I. In the backward stage, the reconstructed
symbol 1 (s1) is subtracted from the Rx signal to obtain
partial symbol 2 (s2p) in stage #IIa, which is reconstructed to
symbol 2 (s2). The reconstructed symbol 2 (s2) is subtracted
from the Rx signal to obtain symbol 1 (s1) as an interference-
free symbol as in stage #IIb. In the coding gain stages, the
partial symbol 3 (s3p) is extracted as in stage #IIIa, then s1

and s3p are decoded together to increase the coding gain. After
that, the reconstructed symbols 1 and 3 are subtracted from the
Rx to yield s2 as if it was received with no interference, this
is depicted in stage #IIIb. Then, the algorithm increases the
decoding window size in every additional stage up to stage G
in this example, where decisions on symbol 1 and 2 are made.
After that, the decoding algorithm starts a fresh decoding
window from symbol 3. The symbols with odd indices belong
to user 1 and the ones with even indices belong to user 2.

then reconstructed to yield a received s1, as if there were no
interference; finally, (v) the outer loop repeats the first and
second steps to reconstruct an interference-free version of s2

to be passed to the next stage.
The reason for stage #IIa,b is that the partial decoder

results in higher error rates relative to a conventional OFDM
decoder, because partial symbols contain fewer samples, which
means each has lower energy than the full symbol. Therefore,
stage #IIa,b cancels the interference effects of s2p to obtain
a full interference-free symbol, s1, yielding a better error rate
performance.

It should be noted that the partial symbol length of user 1
(s1p in stage #I in Fig. 8) is different to the partial symbol
length of user 2 (s2p in stage #IIa in Fig. 8), where the
duration of the partial symbols of the two users in total is
equal to the duration of a full symbol.

c) Middle (coding gain) stages of decoding: In the same
way as the backward stage, the decoding window increases its
size by one symbol for every additional stage until the stage
preceding the hard decision, in which, all the symbols in the
decoding window are full symbols except for the last symbol,
which is the partial symbol. For instance, when the decoding
window size is equal to six symbols, there will be five full
symbols and one partial symbol. Through these stages, the
symbols of each user go through the appropriate convolutional
decoder, to increase the coding gain.

d) Hard decision on symbol 1: The outer loop decoder
gives the first output, which is the recovered data of s1.

e) Final stage of decoding: The PSR decoder produces
the second output that is the recovered data of s2.

f) Reset the decoding window: Recovered s1 and s2

are subtracted completely from the overlapped received signal
before being passed to the next decoding window, also of size
G. The above processes are repeated again but now starting
with a fresh decoding window, of size equal to one, to decode
partial symbol 3 (s3p) and ending with a decoding of full
symbols 3 and 4 (s3 and s4, respectively). This carries on to
the end of the frame, making hard decision on two symbols
only per decoding window.

B. Link layer design

In the current 802.11 receivers, the receiving station trans-
mits an acknowledgment (ACK) after a data frame is suc-
cessfully decoded and passes the cyclic redundancy check
(CRC), as shown in Fig. 9. Otherwise, the received frame is
dropped and no ACK is sent. The solid-black lines of Fig. 9
depict this process, in the existing 802.11 receivers. On the
other hand, our design modifies the data link layer by adding
a new acknowledgment scheme, which allows the receiving
station to acknowledge successfully recovered frames of the
two users, as shown by the added dotted-red blocks in Fig. 9.
In this system design, we use delayed block acknowledgment
(BA) mechanism from 802.11n to delay sending the BA to the
transmitting users until PSR fully decodes the two colliding
frames. This is because one of the colliding users could finish
transmitting data frames while the other user has not yet
completed its transmission.
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Fig. 9: Schematic chart of Partial Symbol Recovery system.
The solid-black lines depict the existing 802.11 receivers,
while the dot-red lines represent the additional PSR functions
in each layer. U 1 and U 2 are user 1 and user 2, respectively.

Decoding overlapped frames necessitates two different de-
signs; (i) for intra-network collision (the scenario in Fig. 2 (A)
and (B)) and (ii) for collisions in two co-existing networks
(the scenarios in Fig. 2 (C)). We note that, at the physical
layer, the two designs are identical.

1) Intra-network collisions
When two users are transmitting concurrently, the receiving

station of the two users decodes the overlapping data frames
using PSR as explained in Section III-A. However, the
acknowledgment mechanism differs according to whether the
collisions occur (i) between data frames of two users or (ii)
between data and control frames.

a) Collision between data frames of two users:
Fig. 10 (A) depicts the operation of the AP using standard
802.11 and PSR receivers. The 802.11 receiver sends a BA
indicating indices of successfully recovered frames. On the
other hand, after successful recovery of the overlapping
frames using PSR, the AP sends two separate BAs, one for
each user. Each BA indicates the indices of the recovered
frames of each transmitter, as shown in Fig. 10 (A).

b) Collision of data frames with control frames: In this
case, exemplified by Fig. 10 (B), user 2 sends control frames
to the AP, which collides and hence no ACK is received.
Then user 2 re-sends the control frame after a random wait,
in the worst case and under heavy traffic from user 1, further
collisions may occur. In the 802.11 receiver, the affected data
frames of user 1 are dropped and a single BA is sent for the
recovered frames. In contrast, for the PSR case, overlapped
frames are recovered for both users and the receiver waits

until no transmission is detected, then an Ack is sent for the
control of user 2 and a BA for the data frames of user 1.

2) Inter-network collisions
In this case of inter-network scenarios, the overlapped

frames at the recipient station have different destination ad-
dresses. Therefore, after decoding the overlapped frames, the
receiving station only takes the frames that have its address in
the destination field. Hence, sending only a single BA after a
complete reception. Fig. 10 (C) depicts the process of sending
a single BA. The advantage of using PSR over standard 802.11
receivers, is the ability to recover overlapped frames. This
enhances the throughput and reduces the retransmission rate.

C. Experimental parameters estimation

1) Collision detection
We follow a technique similar to Zigzag Decoding [1],

where the known preamble is correlated with the received
signal. When the two preambles are properly aligned, a
correlation peak results. A single incoming frame results in
a single correlation peak at the start of that frame. The
generation of a second peak within the duration of the first
frame indicates that a colliding/interfering frame is present,
since the second peak is a result of correlation with the
colliding frame’s preamble. This identifies the cause of CRC
failure as a collision and hence the receiving station activates
PSR to decode the colliding frames.

2) γ estimation
It is important to find the value of γ, defined in Sec-

tion III-A1, and hence the inter-carrier interference levels as
these are required for the detection process in the inner loop as
explained in Section III-A1 and Section III-A1. γ can simply
be estimated (see Fig. 3) by finding the time delay between
the starting sample, of the colliding user transmission using
the first correlation peak, and the second correlation peak .

3) User identification, CFO, and CIR estimation and com-
pensation

The received signals are distorted by the wireless multi-path
channels and the CFO effects and contaminated with AWGN
noise. In order to mitigate the multi-path channel and CFO
effects, the receiving station estimates the CIR and CFO for
each user. In 802.11 standards, such is estimated using the
received preamble attached to each frame.

a) Colliding user ID and initial CFO and CIR: For
user 1, the CIR and CFO are estimated using its preamble
signal, which is received within the collision-free region.
Unfortunately, this can not be done for user 2, since its
received preamble is corrupted by the collision with the
signal of user 1. To resolve this problem, we introduce
a new technique to define the colliding user ID, and the
corresponding CIR and CFO. The technique, implemented in
two stages, is based on the premise that the combination of
CIR and CFO for each station will be unique. The first stage,
the receiving station keeps a record of user IDs and associated
most recent CIR and CFO of users stations in its vicinity,
whenever user data is received with no collision. The second
stage is to define which set of CIR and CFO is the correct
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Fig. 10: Message sequence chart of intra- and inter-network collision scenarios. User 1 and user 2 cause collisions at the
receiving station when they have concurrent transmissions. (A) collisions of data frames of two users at the AP; (B) collisions
between data and control frames at the AP; (C) collisions are the inter-network collision scenario. The character F refers to
the data frames, while the CTL refers to the control frames.

Fig. 11: Our technique ability to identify a colliding user from
its recent CFO and CIR. (B) shows that station 1 has the
highest peak, which indicates the colliding user.

match to the colliding user. To achieve this, our decoder
sequentially convolves all the saved CIR with the known
preamble signal and then applies CFO. After that, the decoder
correlates the resulting convolution values with the received
signal and compares the results of all correlation processes.
This comparison identifies the colliding station ID through
its most recent CFO and CIR, which are used as an initial
estimate to decode the signal of the colliding user. Fig. 11
shows the correlation values resulting from using five saved
pairs of CFO and CIR measured in our experimental testbed.
The result with highest peak represents the right CFO and
CIR of the colliding station, which is station 1 in this example.

b) Updating CFO and CIR information: After
identifying the initial CFO and CIR information as mentioned
earlier, the decoder uses this information to decode the
colliding signal until the preamble of the user 2 (the colliding
signal) is fully recovered. Then, the extracted/recovered
preamble signal of user 2 is used to get a new estimate of the
CFO and CIR. In general, any residual error in estimating the
CFO will result in a phase offset, which is estimated using
the pilot tones inserted in 802.11 OFDM symbols.

c) CFO compensation: We correct CFO for a partial
symbol before it is passed to the inner loop decoder by

applying a frequency shift to the signal in the time domain:

sxp = sxpcfo
. e−j2πδfn (9)

where sxp and sxpcfo
are the partial symbol (with sub index

x) after and before compensating CFO, respectively, and
the exponential term represents the applied correction of the
frequency shift, δf , which is estimated using the preamble,
and n the time index from the beginning of the frame.

IV. IMPLEMENTATION

The 802.11 devices for both transmitters and receivers are
WARP V3 devices software defined radios (SDRs). The WARP
devices operate on channel 17 at 5660 MHz and use TP-link
antennas with 5 dBi gain. We set the sampling rate in the
WARP device to be 20 MHz. The WARP devices connect to a
Linksys SE4008 WRT 8-port gigabit Ethernet switch through
Ethernet cables. The network topology is shown in Fig. 12.

A. Physical layer

The SDR testbed is driven by MATLAB R2017b for
802.11a signal generation, following the 802.11a OFDM phys-
ical frame structure. A 64-point IFFT generates the symbols,
and uses 48 inputs for data, 4 for pilots and the rest are padded
with zeros. A preamble is attached at the beginning of each
frame.

Automatic gain control is applied to the received signals,
then the received overlapped signal is saved to disk to be
processed in off-line decoding. The PSR and SIC decoders
are written in Matlab. The decoders save the decoded bits to
disk for performance evaluation.

B. Link layer to transport layer

We build the network topology scenario shown in Fig. 12
in NS-3 [53] with the 802.11n standard system specifications.
First, we evaluate standard 802.11, in which an ACK is sent
to the transmitter only when a frame is decoded correctly. On
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Fig. 12: Indoor experimental testbed map. The testbed consists
of ten nodes operate as user stations and two nodes operate
as APs. The nodes are distributed across two rooms for
two networks in non-line-of-sight and line-of-sight indoor
environment.

the other hand, SIC and PSR are built on top of 802.11n, and
so act exactly as 802.11n unless there is a collision, in which
case, the frame that could not be decoded by the 802.11n
receiver is examined to detect if it experiences collision event
as explained in Section III-C1. When a collision event is
detected, trace driven data of the decoder under evaluation
(either SIC or PSR), which contains details of the decoding
performance, is used by the receiver to make a decision on
the success or otherwise of frame decoding. The use of NS-
3 in our evaluations, is to achieve almost real life collision
environment where transmissions are not synchronized, the
frame length is variable and the γ variable is not set.

V. EVALUATION

In this section, we evaluate the PSR system versus the
802.11 and SIC systems. In Section V-A we describe the
methodology and in Section V-B we evaluate the PSR versus
SIC in terms of rate region. Experimental evaluation of the
PSR system in the link layer is given in Section V-C and of
the end-to-end throughput performance of the transport layer
in Section V-D.

A. Methodology

We evaluate PSR with 12-nodes using our SDRs testbed.
Physically, each node is a WARP device connected to a
computer. The network topology, shown in Fig. 12, contains
both non-line-of-sight and line-of-sight links. In order to
evaluate PSR with real traffic, which includes realistic collision
environment (i.e. collisions occurrence are not manually set),
in a complete network that covers up to the transport layer, the
network testbed is implemented in two steps: (i) the physical
frames collisions intentionally occur in a realistic RF environ-
ment experimented in a two-room office, as shown in Fig. 12,
to capture the effect of various real channels in PSR decoding
capability between two colliding frames, (ii) the data traffic is
implemented following a realistic network topology of the 12-
node testbed using the experimental collision decoding success
for end-to-end evaluation.

1) Experimental collision traces
In our application, we focus on decoding two 802.11 frames

that have collided. Two nodes simultaneously transmit data to
another node to intentionally cause a collision. For example,
ST 1 and ST 2, shown in Fig. 12, both transmit data to AP 1,
and the received collision data are saved in files to be decoded
later.

For each experimental run, we vary the experiment param-
eters, which are the modulation formats and γ variable. We
experiment for BPSK and QPSK modulation formats and for
ten values of the fractional overlap, γ = 0, 0.1, ..., 0.9. In each
experiment we send 600 physical frames from two nodes and
collect 600 collision traces. Every frame carries 12,000 bits
(1,500 bytes) and the measured SNR at the receivers is within
the range of 13-25 dB. The wide range in SNR arises from the
variation in the channel environment, as the two-room office
was occupied by eight people. Also, two of the stations, ST 4
and ST 5 as shown in Fig. 12, were positioned in a storage
area partitioned with glass walls.

2) Schemes compared for end-to-end evaluation
Using our 12-node testbed and the trace driven simulations,

we evaluate three schemes end-to-end: (i) PSR, (ii) SIC, and
(iii) 802.11n. We evaluate with the following metrics:
• Rate region comparison, which compares the rate region

of the two user uplink in AWGN channel using SIC and
PSR receivers.

• Frame error rate (FER), which is the percentage of
incorrectly decoded colliding frames to the total collided
frames. In this evaluation, a frame is considered success-
fully decoded if it passes the CRC.

• Throughput, this is the data throughput-per-second mea-
sured at the transport layer.

• Frame retransmission rate, this is the number of phys-
ical frame retransmissions-per-second measured at L2.

B. Rate region comparison

In this section, we compare the rate region of the two
users uplink AWGN channel, using SIC and PSR. Fig. 13 (A)
shows the rate region of both SIC and PSR systems using a
data rate range of 3-6 Mbps, where the first modulation and
coding scheme 0 (MCS0) of 802.11a systems is used in this
evaluation. The data rate of users is varied by changing the
signal power of a user, while the signal power of the other user
and the noise power level is kept constant. The SNR for this
test is equal to 2.3 dB, which is the lowest SNR that achieves
the optimum rate region using SIC receivers.

The current maximum rate region of a communication
system, for a two-user scenario, can be achieved using SIC
receivers [3]. In 802.11a systems, this is depicted by the black
curve in Fig. 13 (A). The maximum rate of a user in this rate
region is constrained by the rate of the other user who shares
the same link. This is because a SIC decoder considers the
interfering signal of a user as noise in order to decode the
signal of the other user [3]. Interestingly, this role does not
apply to the PSR system. This is because the PSR exploits the
collision-free partial symbol to bootstrap the colliding frames
in a collision, where such a partial symbol is not constrained
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Fig. 14: Average FER of all collision cases versus decod-
ing window size of the outer loop decoder. Maximum and
minimum FER values, due to variation of channel conditions
and noise, indicated by the vertical lines. (A) using BPSK
modulation; (B) using QPSK modulation.

by the rate of the interfering user. Therefore, the rate region
achieved by the PSR receiver for two users is beyond that of
the SIC receivers, i.e. the PSR has a larger two-user rate region
than that of the SIC receivers, as shown by the red curve in
Fig. 13 (A).

To investigate further how the PSR decoder can ”break”
the rate region, we provide the rate performance of the two
users, using SIC and PSR with γ = 0.5, versus the difference
between their signal powers. This is depicted in Fig. 13 (B). As
expected, using SIC decoder, the rate of a user decreases as the
power difference between the two received signals decreases
(i.e. the signal power of the interfering user increases). On the
other hand, the PSR decoder outperforms the SIC decoder,
where the rate performance of a user is maintained at almost
the same level regardless of the difference in power between
the two received signals.

However, the performance of the PSR is not without limi-
tation, where the PSR decoder depends on the duration of the
partial symbols in time; such duration is represented by the
γ ratio factor, defined in Section III-A1. Fig. 13 (C), shows
the rate performance of the two users using the PSR and
the SIC decoders versus different values of γ measured at
SINR = 0 dB. The figure shows that the PSR performance
outperforms the SIC decoder for most of the γ values and
then converges to the SIC performance level at the edges of
γ values. Moreover, from the figure, we note that the PSR
performance is constrained by the lowest value of γ, this is
because the shorter the period the partial symbols have, the
fewer time samples used, and hence, the lower the amount of
energy per symbol, leading to more errors and lower rate.

C. FER measurements in link layer
As mentioned in Section III-C1, using conventional 802.11

receivers the physical frames are declared successfully de-
coded if they pass the CRC. However, for the unsuccessfully
decoded frames, which are tested with CRC failure, retrans-
mission is required for these frames. This is not the case for the
SIC and PSR receivers, where these techniques are activated
in this testbed after a frame fails to pass the CRC. This means
that the SIC and PSR act only on the unsuccessfully decoded
frames. To investigate which technique, SIC or PSR, has a
higher decoding capability of these undecoded frames the two
techniques are evaluated using the FER as the frame decoding
capability metric.

In this section, we evaluate SIC and PSR in terms of FER
performance using all permutations of two nodes transmitting
simultaneously to another node in our testbed (this is called
collision cases). In total our indoor testbed, shown in Fig. 12,
provides 45 collision cases. The evaluation metrics are (i) FER
versus the decoding window size of the outer loop decoder,
where the decoder is described in §III-A2; (ii) FER versus
different values of γ; and (iii) the CDF of the FER for PSR
and compared to SIC for all the collision cases.

a) Performance evaluation of the outer loop decoder:
As mentioned in Section III-A2, the PSR makes a decoding
decision when its outer loop decoder reaches the maximum
decoding window. In this experiment, the decoding window
size is set to G = 10, G defined in Section III-A2. Fig. 14
shows the FER performance of different stages of the outer
loop decoder. Each marker point in the curve represents the
average FER performance of one of the 45 collision cases
tested, while the candle bars indicate the highest and lowest
FER performance for each case. Such a range of variation for
each case is due to differing channel effects, CFO and signal to
noise level. The FER performance improvement comes from
the nested-loop design which is based on interactions of the
inner loop decoder with the backward and coding stages of
the outer loop decoder, as described in Section III-A2. As
expected, the performance worsens for lower values of γ
and/or higher modulation.

From the figure, it is clear that PSR with BPSK modula-
tion format is better than that of using QPSK modulation.
This is because having only a partial symbol causes self-
induced ICI exclusively from the real part of the signal to the
imaginary part and vice versa, as well as, ICI from the real
and imaginary parts to themselves. Thus, a one-dimensional
modulation format, such as BPSK, will be decoded with lower
error rate, using the inner loop decoder, in comparison to a
two-dimensional modulation, such as QPSK. In general, in
all cases there is evidence of error floor, indicating values of
decoding window size beyond which no further improvement
of FER can be obtained.

b) FER versus γ: Fig. 15(a) shows FER performance
of PSR for different collision cases versus γ values, which is
taken from the last stage of the outer loop decoder, G = 10.
Each point in the figure represents the FER of a single
collision case (black points are BPSK while red are QPSK).
Clearly, the FER performance is almost symmetrical around
γ = 0.5, because the FER performance is restricted to the
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TABLE I: Performance summary of PSR, SIC and 802.11a decoding capability of colliding frames.

Experimental set 802.11a SIC PSR
BPSK QPSK BPSK QPSK BPSK QPSK

Decoding capability of colliding frames 0% 0% 37% 9% 59% 25%
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Fig. 15: PSR FER performance. (a) FER versus γ for different
collision cases; (b) CDF of FER across all collision cases
(in total 45 cases), each case is a single marker point. The
horizontal lines show the difference in FER performance
between PSR and SIC.

shortest partial symbol duration of the two colliding users (see
Section III-A2).

c) CDF of FER: The CDF of the FER performance of
each collision case is shown in Fig. 15(b), where each marker
point on the curves indicates average PSR performance over all
γ values. The horizontal lines attached to each point represent
the difference in performance of the PSR and SIC decoders.
On average, PSR achieves 22% and 16% better (lower) FER
than SIC, using BPSK and QPSK modulation, respectively.

To sum up, Table I shows the decoding capability of collid-
ing frames, which the ability of decoding frames with 12,000
bits, using 802.11a, SIC and PSR receivers. From these results,
the PSR receiver is experimentally shown to be effective
for non-line-of-sight and line-of-sight indoor environment,
thus paving the way for practical implementation of PSR in
wireless LAN systems. In addition, the results make PSR an
attractive technique for low data rate networks that suffer from
collisions. An example of such low data rate networks is the
802.11ah internet-of-things (IoT), which is a low rate and long
range network [54], [55]. Using PSR in the uplink of 802.11ah
systems can enhance the spectrum utilization by decoding up
to 59% of the collided frames.

D. End-to-end performance

In this section, we use the testbed in Fig. 12 to evaluate
the throughput and retransmission rate performance of PSR in
intra- and inter-network collisions, described in Section III-B.
The two scenarios are implemented in NS-3, driven by our
experimental testbed decoding performance.
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Fig. 16: CDF of throughput and retransmission rate in intra-
network scenario using uplink-UDP tranmissions. The legends
in figure (b) apply to the following figures.
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Fig. 17: CDF of throughput and retransmission rate in inter-
network scenario using bulk TCP tranmissions.

1) Intra-network collisions
We use this case study scenario to evaluate the performance

of PSR, SIC and 802.11n for intra-network collisions, such as
the collisions from hidden terminal nodes. We use Network 1
in Fig. 12 as the experimental testbed, providing ten colli-
sion cases. Data flow of UDP packets using 802.11n frame
structure is simulated in NS-3. Request-to-send/clear-to-send
(RTS/CTS) is disabled. The network performance is evaluated
using throughput and retransmission rate.

a) Throughput performance at the transport layer: We
start by comparing the throughput of each decoder. Fig. 16(a)
shows the CDF of throughput measured for collision cases in
Network 1. Compared to a baseline 802.11n decoder, PSR
improves average throughput by 13.6%, while the average
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TABLE II: Summary of PSR performance enhancement in comparison to 802.11n.

Experimental set Uplink UDP Bulk TCP Video on demand
BPSK QPSK BPSK QPSK BPSK QPSK

Throughput enhancement 13.6% 4.7% 21.27% 9.7% 21.26% 7.7%
Retransmission rate reduction 49.3% 27.6% 81% 63% 80.8% 57%

throughput improvement of the SIC decoder is 5.2%. For
QPSK modulation, the average throughput improvements of
PSR and SIC are 4.7% and 1.2% over the 802.11n baseline.
The throughput enhancement comes from the fact that PSR
attempts to decode collided frames and recovers their data.

b) Retransmission rate performance: Fig. 16(b) shows
the CDF of retransmission rates measured for each collision
case in Network 1. PSR and SIC reduce average BPSK
retransmission rate by 49.3% and 25.5% respectively. For
QPSK modulation, those reduction change to 27.6% and 7.2%,
compared to 802.11n.

The retransmission enhancements can be translated into two
types of gain: (i) frame loss reduction and (ii) power con-
sumption enhancements. PSR reduces the frame loss, which
occurs in the uplink regime of 802.11n, from 4.6 to 2 and
from 8.3 to 6 measured in frame/s for BPSK and QPSK,
respectively. The reason for the higher enhancement in frame
loss for BPSK compared to QPSK is due to the PSR capability
in recovering higher percentage of the collided frames for low
rate schemes, such as BPSK.

In terms of power consumption, the work in [56] shows
that the impact of retransmission on power consumption is
directly proportional. Hence, implementing PSR in the current
802.11 systems will decrease the power consumption, occurs
in the retransmission scenarios, in the user station by the factor
of the retransmission reduction rate, which are 49.3% and
27.6% for BPSK and QPSK modulation formats, respectively,
compared to the baseline 802.11n. Furthermore, these results
will hopefully inspire the future exploration of the adoption of
PSR in the uplink regime of the 802.11ah IoT networks. Thus,
the power consumption in the IoT devices can be reduced,
due to the reduction in the frames retransmission, and hence,
maximizing battery and saving costs.

2) Inter-network collisions
We evaluate the PSR performance in a scenario representing

a topology, where two stations downloading data using (i) bulk
TCP and (ii) video on demand data flows from the AP in their
respective networks, as shown in Fig. 2. Since the two data
flows require uplink and downlink data, collisions occur when
a station is receiving a frame while the other station, in the
neighbouring network, is transmitting a frame to its AP.

Under these circumstances, we evaluate the downlink per-
formance of the two networks in Fig. 12 as the experimental
testbed, providing 25 collision cases for each network. In every
experimental run, a station from each network is involved, as
well as its AP, hence, there are two links under test: the first
link is between a Network 1 station and AP 1 while the second
link is between a Network 2 station and AP 2. We measure
the throughput at the transport layer of each station, as well as
the link layer retransmission rate of AP 1 and AP 2. We plot
the CDF of throughput and retransmission rates for both bulk
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Fig. 18: CDF of throughput and retransmission rate in inter-
network scenario using video on demand tranmissions.

TCP and video on demand using BPSK and QPSK modulation
formats in Fig. 17 and 18.

a) Throughput performance: According to our experi-
mental results, the average throughput improvements in com-
parison to 802.11n, shown in Fig. 17(a) and 18(a), are 21.27%
and 21.26% for the downlink bulk TCP and downlink video
on demand, respectively, for BPSK modulation. The average
throughput enhancement using QPSK modulation are 9.7%
and 7.7% for the above respective topology scenarios shown
in the same figures.

The throughput enhancement, in PSR systems, is due to the
fact that PSR acts only on the collided frames with decoding
capability of 59% and 25% of the collided frames for BPSK
and QPSK, respectively, as mentioned in Section V-C. Thus,
PSR always has potential for the throughput improvement but
never degrades the system performance. This makes PSR an
attractive potential system in highly dense user environment,
such as massive offices that has multiple 802.11 networks
operating close to each other and suffer from inter-network
collisions.

b) Retransmission rate performance: Moreover, the av-
erage retransmission rate in BPSK modulation, shown in
Fig. 17(b) and 18(b), is reduced by 81% and 80.8% for
the downlink bulk TCP and downlink video on demand,
respectively. The reductions for QPSK modulation are 63%
and 57% for the above respective topologies shown in the
same figures.

As mentioned earlier, the retransmission rate enhancement
can be translated to frame-loss reduction and power con-
sumption enhancement. Using PSR in networks suffering from
inter-network collisions leads to reduction in the frame-loss of
the downlink bulk TCP in 802.11n networks from 99.6 to 19.3
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and from 121.7 to 45.1 measured in frame/s for BPSK and
QPSK modulation formats, respectively. Using the downlink
video on demand, the frame loss in 802.11n networks from
65.6 to 13.4 and from 66.9 to 28.3 measured in frame/s for
BPSK and QPSK modulation formats, respectively. In addi-
tion, PSR has the potential to reduce the power consumption
that occurs due to frames retransmission by acting on the
collided frames to recover their data.

To summarize the results of PSR system, Table II shows
a summary of the performance enhancement in terms of
throughput and retransmission rate compared to the baseline
802.11n systems.

VI. CONCLUSION

This work presents a new receiving technique and design,
termed Partial Symbol Recovery (PSR), that allows efficient
operation beyond the capacity region of fully overlapping data
in wireless communication systems with collisions. The PSR
technique is based on recovery of the parts of OFDM symbols,
which are collision-free, followed by the reconstruction of
complete symbols to recover progressively the frames of two
users suffering collision. The system is evaluated in a testbed
of 12-nodes using software defined radio platforms. Extensive
experimental results show 10–21% throughput enhancement in
802.11n systems when downlink bulk TCP, downlink video-
on-demand and uplink UDP are operated in a collision-rich
environment and under different scenarios.
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APPENDIX

A. Modelling the covariance matrix of a partial symbol

The matrix components can be found as:

Γ = FH(l,m)F(m,n)

=
1

γQ

γQ−1∑

m=0

exp

[−j2πlm
Q

]
exp

[
j2πmn

Q

]

=





1, l = n

1

γQ


1− exp [−j2π (l − n) γ]

1− exp
[
−j2π(l−n)

Q

]


 , l 6= n

(10)

where Γ ∈ CQ×Q is the covariance matrix, l = n =
[0, 1, ..., Q − 1] are the subcarriers row and column indices,
respectively, (.)H is the transpose conjugate operation. The
final derivation in (10) is based on the sum of geometric
series:

∑Q−1
k=0 r

k = 1−rQ
1−r . From (10), it should be noted

that the covariance matrix coefficients change according to
the duration of the partial symbol, which is identified by the
γ factor.

B. Modelling the covariance matrix in a block of subcarriers

We follow the same method that we used to derive the
covariance matrix for the all subcarriers, which is given in
equation (10). Thus, the covariance matrix, Γ̃ ∈ CN×N , of
each block is given as:

Γ̃ =





1, m = q

1

γQ


1− exp [−j2π (m− q) γ]

1− exp
[
−j2π(m−q)

Q

]


 , m 6= q

= I + Λ

(11)

where m = q = [0, 1, ..., N − 1] are the subcarriers row and
column indices, respectively, N is the number of subcarrier in

a block, I ∈ CN×N is an identity matrix and the Λ ∈ CN×N
is the interference coefficients matrix of each block.

C. Modelling the covariance matrix between the blocks of
sucarriers

In order to quantify the interference between the blocks, we
derive the interference matrix using equation (10). Thus, the
IBI interference matrix is given as:

ΓIBI =





1, l = n

0,
l 6= n &
N1 ≤ l ≤ N2,
N1 ≤ n ≤ N2

1

γQ


1− exp [−j2π (l − n) γ]

1− exp
[
−j2π(l−n)

Q

]


 , else

= IIBI + Ψ
(12)

where l = n = [0, 1, ..., Q − 1] are the subcarriers row
and column indices, respectively, N1 is the index of the
first subcarrier in a block, while N2 is the index of the last
subcarrier in a block, IIBI ∈ CQ×Q is an identity matrix and
the matrix Ψ ∈ CQ×Q is the interference coefficients matrix.
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