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Abstract.  Transportation is a major energy consumer and emitter of greenhouse gases 10 

(GHGs). Exploring the opportunities for energy savings and GHG emissions reductions 11 

requires understanding transportation energy or GHG intensity, which is defined as energy 12 

use or GHG emissions per unit activity, here passenger-km travelled. This aggregate 13 

indicator quantifies the amount of energy required or GHGs emitted to provide a generic 14 

transportation service. Here we show that the range of observed energy and GHG-intensities 15 

of major transportation modes is remarkably similar and that occupancy explains about 70-16 

90% of the variation around the mean; only the remaining 10-30% are explained by 17 

differences in trip distances and other factors, such as technology and operating conditions. 18 

Whereas average occupancy levels differ vastly, they translate into roughly similar levels of 19 

energy and GHG intensity for nearly all major transportation modes.  20 

 21 

Main. Nearly all studies exploring the energy or GHG intensity of transport systems across 22 

modes or countries focus on only averages per mode—whether as a basis for modal 23 

comparisons at a given point in time [1-5], cross-country comparisons of its longitudinal 24 

development for specific transportation modes [6,7], or as a key performance indicator in 25 
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benchmarking studies [8]. However, because these intensities are determined by the 26 

employed technology, operational characteristics, traffic conditions, and other factors, their 27 

value, or a comparison thereof, cannot be easily interpreted in the absence of these 28 

determinants, unless we understand their influence on energy and GHG intensity. Yet, there 29 

does not seem to exist any systematic analysis of the key factors affecting energy and GHG 30 

intensities of passenger transport modes. Only one recent freight study explained the energy 31 

intensity of major modes by the amount of cargo transported per vehicle, vehicle speed, 32 

engine technology, and other factors [9]. 33 

 34 

To fill this gap, this study identifies the key determinants of energy and GHG intensities for 35 

the four major modes of passenger travel, i.e., light-duty vehicles, buses, railroads, and 36 

aircraft. Whereas existing approaches simply (and wrongly) concluded that passenger aircraft 37 

are the most energy- and GHG-intensive mode, followed by first automobiles and then buses 38 

or railways, typically visualized by a simple bar chart [1-5], the more systematic approach 39 

pursued here yields a characteristic trajectory of energy and GHG intensity versus vehicle 40 

occupancy for each transport mode. These trajectories enable a more robust analysis of the 41 

energy and environmental performance of competing transportation modes.  42 

 43 

Energy Intensity and the Square-Cube Law 44 

A good starting point is the definition of energy intensity, here the ratio between energy use 45 

(E) and passenger-km travelled (PKT), that is, E/PKT. This expression can be easily 46 

expanded to energy use per vehicle-km travelled (E/VKT) divided by vehicle occupancy 47 

(PKT/VKT), i.e., the distance-weighted number of passengers per vehicle. Vehicle 48 

occupancy, in turn, is the product of load factor (the average number of passengers per seat, 49 

i.e., PKT per available seat-km [ASK]) and vehicle capacity (the average number of seats per 50 



 3 

vehicle, i.e., ASK/VKT). The inverse relationship between energy intensity and the load 51 

factor is intuitive. The more passengers are accommodated in a vehicle, the larger the 52 

denominator of energy intensity. Although the additional weight from the larger number of 53 

passengers increases E/VKT too, the rise in PKT/VKT is always larger, thus leading to a net 54 

decline in energy intensity. In contrast, the inverse relationship between energy intensity and 55 

vehicle capacity is a consequence of the square-cube law. The latter states that an increase in 56 

the size of a body causes its volume to rise more strongly than its surface area (that is, cube 57 

versus square). Because the aerodynamic drag is partly surface area-related, the drag per unit 58 

volume or seat capacity declines with increasing size. Guided by the same principle, larger 59 

and more powerful heat engines, required for larger vehicles, are more energy-efficient than 60 

their smaller counterparts, as the surface-related losses of friction and heat transfer are 61 

smaller in relation to the volume-related power output. Hence, as with the load factor, 62 

growing vehicle size translates into lower energy intensity.  63 

 64 

Modal Comparison 65 

The inverse relationship between vehicle occupancy and energy or GHG intensity is depicted 66 

in Figures 1 and 2 for light-duty vehicles, buses, commuter railways, and fixed-wing aircraft. 67 

The double-logarithmic scale linearizes the hyperbolic decline in energy and GHG-intensity 68 

with rising vehicle occupancy. Jointly, the modal trajectories stretch over two to nearly three 69 

orders of magnitude in occupancy levels, yielding almost similar differences in energy and 70 

GHG intensity. Even for individual modes, differences in vehicle occupancy can cause 71 

changes in energy and GHG intensity of up to one order of magnitude. On an aggregate fleet 72 

level, light-duty vehicles, urban buses, commuter railways, and commercial aircraft 73 

experience average energy intensities between 1 and 10 MJ/passenger-km (MJ/pkm), despite 74 

operating in different markets (local, regional, and intercity) and at different speeds. At the 75 
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extreme, commercial aircraft operate at speeds that are about 10 times as high compared to 76 

other modes of intercity travel. Yet their two to nearly three orders of magnitude higher 77 

occupancy level yields a range of energy intensities similar to those of urban buses, 78 

commuter and intercity railways, and light-duty vehicles. (In contrast, owing to their low 79 

occupancy, business jets experience the highest levels of energy and GHG intensities). The 80 

similarity of the range of commercial aircraft average energy and GHG intensities with those 81 

of other passenger modes is in contrast to the freight transportation system, where dedicated 82 

freighter aircraft are unable to more strongly exploit the scale (tonnes per vehicle) and thus 83 

experience one to three orders of magnitude higher intensities than railroads and water 84 

vessels [9]. Intercity buses experience energy intensities below 1 MJ/pkm, mainly as a 85 

consequence of their relatively high occupancy and steady speed which results in reduced 86 

acceleration losses.  87 

 88 

Some of the occupancy levels of light-duty vehicles and buses are below unity, a condition 89 

that leads to especially high energy and GHG intensities. These very low vehicle occupancies 90 

can be attributed to the high share of non-revenue-generating VKT, which is 60% for taxis 91 

[10], 40% for ridesharing [11], 8-33% for single occupancy simulation study-based 92 

automated vehicles (AVs) or 2-20% for shared AVs [12-16].  93 

 94 

[Figs. 1, 2] 95 

  96 

Energy and GHG intensities by mode also differ due to other variables, the impact of which 97 

is reflected by differences of typically up to a factor of two at a given occupancy level. Figure 98 

3 depicts the dependency of energy intensity on the average trip distance (ATD). The latter 99 

ranges from a few hundred meters for light-duty vehicles to around 7,000 km for aircraft 100 
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operating in domestic US traffic. Because light-duty vehicles experience higher occupancy 101 

levels with growing travel distance (due to the increasing share of vacation-related and thus 102 

more social trips) and because longer average trip distances translate into more steady speeds 103 

and less acceleration losses (due to the larger share of highway-driving), their energy 104 

intensity tends to decline with increasing trip distance. In contrast, the energy intensity – trip 105 

distance relationship for public surface modes is comparatively weak. In air transportation, 106 

energy intensity declines with longer average trip distance, as the longer cruise stage is less 107 

energy intensive than take-off and climb. However, at a distance of around 2,000 km, average 108 

energy intensity starts to increase again because of the weight penalty associated with the 109 

extra fuel required for longer distances.  110 

 111 

[Fig. 3] 112 

 113 

Explaining Energy Intensity 114 

The data displayed in Figures 1 and 3 can be used to explain the energy intensity of transport 115 

modes. In addition to regressing energy intensity over vehicle occupancy and average travel 116 

distance, regional differences can be measured by indicator variables (see Methods). The 117 

results of our statistical analysis show that vehicle occupancy alone explains about 70-90% of 118 

the variation around the mean energy intensity of all examined transport modes (see SI). 119 

Depending on the mode, a significant part of the remaining 10-30% is explained by trip 120 

distance. The remaining unexplained variability is then due to different technology and 121 

operating conditions not explicitly captured by the variables employed here. The regression 122 

analysis also indicates that a 10% increase in average vehicle occupancy leads to a 6-9% 123 

reduction in energy intensity, dependent on the mode—the decline in energy intensity due to 124 

higher occupancy alone is partially offset by the simultaneous increase in E/VKT. Thus, all 125 
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trajectories in Figures 1 and 2 decline at a slightly lower than 1:1 ratio, that is, evolving at an 126 

angle slightly greater than 135o. (See also extended data figures 1-4). In comparison, the trip 127 

distance elasticity is significantly smaller—a 10% increase in trip distance leads to an only 128 

0.1-2% decline in energy intensity, dependent on the mode. Although longer-distance trips 129 

lead to slightly lower average energy intensities, the impact on total trip-related energy use is 130 

small due to the direct relationship with trip distance.  131 

 132 

Our statistical analysis also suggests that regional differences matter for average energy 133 

intensity levels. Light-duty vehicles operating in European countries (here France, Germany, 134 

Great Britain, Switzerland) experience a 40% lower energy intensity than those operating in 135 

Canada on average, everything else equal. This difference can be attributed to the roughly 136 

one segment smaller vehicle size of European vehicles compared to their North American 137 

counterparts [17]. Similarly, urban and regional buses operating in European cities, Swedish 138 

regions, and Taiwanese provinces experience a 19, 32, and 40% lower energy intensity 139 

compared to their US counterparts on average, after controlling for occupancy level and 140 

average travel distance. These country differences in energy intensity are in part due to 141 

differences in traffic flows (which also depend on the existence of dedicated bus lanes), 142 

technology characteristics defining driving resistances (such as vehicle weight) and drivetrain 143 

efficiency, the use of air conditioning, and other factors. Our results also show that diesel 144 

railways operating in North-Eastern and North-Western India are 38% more energy intensive 145 

than those in the US, at identical occupancy and travel distance. This could be a result in part 146 

due to mountainous terrain, resulting in larger driving resistances. Moreover, business jets 147 

and widebody aircraft consume around 100% and 70% more energy per Revenue Passenger 148 

Kilometer (RPK) than narrowbody aircraft at the occupancy levels and stage lengths 149 

observed in the data set.  150 
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Discussion 151 

Figures 1 and 2 suggest that the range in observed energy and GHG intensities of most 152 

passenger transportation modes is surprisingly similar, irrespective of the vast differences in 153 

operating characteristics. Within the range in energy intensities, the key factor affecting a 154 

specific energy intensity level is not technology but rooted on individual travel and industry 155 

behavior, that is, vehicle occupancy. Whereas the average occupancy levels of light-duty 156 

vehicles, urban and intercity buses, railways, and aircraft differ vastly, they translate into 157 

roughly similar levels of energy and GHG intensity for most transport modes. The roughly 158 

similar levels of energy intensities for railways, aircraft and more efficient household 159 

vehicles in intercity travel implies that the key determinant of trip-related energy use and 160 

GHG emissions by mode is travel distance. Because aircraft operate over the longest 161 

distances (see Fig. 3), they typically experience by far the highest trip-based energy use and 162 

GHG emissions per person.  163 

 164 

The trajectories shown in Figures 1-3 are based on multiple data sources. Whereas the energy 165 

and GHG intensities of urban and regional buses, railways and aircraft are derived from fuel 166 

consumption and passenger records, the Australian and US intercity bus data points represent 167 

only estimates. The reliance on estimates is still larger for light-duty vehicles, as only the 168 

Canadian and Costa Rican data points represent measurements—all others are based on 169 

calculations from national government agencies. In addition, the aggregation level among 170 

data sources differs widely, ranging from individual (household) level for US light-duty 171 

vehicles to operator-specific data of US bus and railroad companies. Whereas these 172 

differences don’t affect the general validity of the relationships shown in Figures 1-3, they 173 

would influence the typical ranges of energy and GHG intensities around the mean and are 174 

thus not pursued further. 175 
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 176 

Figures 1 and 2 also show that intercity buses are the least energy and GHG-intensive mode, 177 

a result that is consistent with other studies, e.g., [1,4]. Yet, identifying a clear “winner” is 178 

problematic, as the quality of the transportation service, that is, PKT, differs markedly across 179 

modes. For example, light-duty vehicles offer more convenience, better comfort and higher 180 

speed than intercity buses but at a three-fold energy and GHG intensity level. At the extreme, 181 

aircraft have a five-times higher energy intensity and a ten-times higher GHG intensity than 182 

intercity buses, but operate at ten-times the average speed. Moreover, an intercity bus would 183 

experience roughly the three-fold energy intensity under urban traffic and occupancy 184 

conditions.  185 

 186 

Implications 187 

Due to its paramount importance, vehicle occupancy alone could be used to carry out first-188 

order estimates of a transport modes’ energy intensity. This determinant’s significance also 189 

implies that future changes in occupancy will affect energy and GHG intensity. Industry 190 

behavior aims at maximizing profits and thus occupancy levels of commercial transport 191 

modes. For example, the economic viability of aircraft is measured in terms of “minimum 192 

load factor requirements” for a given seat capacity [17]. In contrast, the utility maximization 193 

behavior of consumers could lead to lower occupancy levels. Already in the past, light-duty 194 

vehicle occupancy in the US and other industrialized countries has declined due to rising car 195 

ownership and use, which in turn was driven by several factors, ranging from income growth 196 

to the increasing participation of women in the labor force [18], thus leading to higher energy 197 

intensity levels. The advent of automated light-duty vehicles, either individually owned or 198 

through private use within a sharing economy, could lead to another systemic drop in 199 

occupancy levels and thus to a further increase in energy intensity. As shown in Figure 1, 200 
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automated vehicles, if not shared, will experience average occupancy levels well below 1 201 

pkm/vkm, due to empty trips between passenger drop-off and pick-up and searching for a 202 

parking spot. This could lead to an even tripling in light-duty vehicle energy intensity, an 203 

increase that would be difficult to compensate by fuel-saving technology. In the absence of 204 

transport policy interventions that aim at increasing vehicle occupancy, the increase in GHG 205 

emissions due to a possible trend towards ever higher energy intensities in light-duty vehicle 206 

travel could be reduced most effectively through electrification of passenger transport 207 

technologies in combination with a reduction of the GHG intensity of electricity. 208 

 209 

Our analysis relates to only internal combustion engine vehicles. Although electrification 210 

could lead to different absolute levels of (primary) energy intensity, the basic physics 211 

underlying the trajectories are similar and thus the relative energy intensities between 212 

electrically propelled modes would broadly remain unchanged.  213 

 214 

Methods 215 

Based upon Figure 1, equation 1 relates energy intensity (E/PKT) to vehicle occupancy 216 

(PKT/VKT) and the average trip distance (ATD). 217 

 218 

 𝐸
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 219 

In addition, energy intensity is affected by operating conditions, technology and size of 220 

aircraft and light-duty vehicles (which may differ across countries), here measured by a 221 

dummy variable (I). Eqn 4 shows the resulting regression equation in log-linear form. 222 

 223 
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 224 

Table SI-1 in the SI reports the detailed regression results. In summary, occupancy alone 225 

explains about 70-90% of the variation around the mean energy intensity of all examined 226 

transport modes. A significant part of the remaining 10-30% is explained by trip distance and 227 

other factors, such as technology and operating conditions. The remaining unexplained 228 

variability is then due to different technology and operating conditions not explicitly captured 229 

with the variables employed here. 230 

 231 
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Figures 301 

 302 

 303 

Figure 1 Energy intensity versus vehicle occupancy for light-duty vehicles, buses, railways, 304 

and fixed-wing aircraft. See the SI for a description of the data. On an aggregate level, most 305 

modes experience energy intensities of 1-10 MJ/pkm. However, the energy intensity of variants 306 

operating in special market segments can differ by nearly two orders of magnitude, ranging 307 

from 0.4-0.8 MJ/pkm for intercity buses to 20-30 MJ/pkm for business jets. The energy 308 

intensities of light-duty vehicles in four other countries (Australia, Canada, Costa-Rica, Japan, 309 

South-Korea), and the US evolve along roughly the same trajectory; the smaller-sized vehicles 310 

operating in four European countries (France, Germany, Great Britain, Switzerland) are aligned 311 
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with a less energy-intensive path. Energy use per PKT of buses operating in US cities and 312 

counties are higher compared to those operating elsewhere. The trajectories of aircraft and 313 

railways seem to overlap, despite vastly different levels of speed. Only petroleum-fueled 314 

transport systems are shown to ensure comparability. The SI shows that diesel locomotive and 315 

electric locomotive propelled trains evolve along a similar trajectory.  316 

 317 

 318 

Figure 2 Lifecycle GHG intensity versus vehicle occupancy for light-duty vehicles, buses, 319 

railways, and fixed-wing aircraft from Figure 1. The warming impact of aviation is assumed to 320 

be twice that of CO2 alone, if excluding the highly uncertain effect of contrail-induced cirrus 321 

clouds [20], thus leading a higher aircraft GHG intensity compared to other modes. The well-322 

to-tank GHG emissions, which include non-CO2 greenhouse gases, are described in the SI. 323 

Only petroleum-fueled transport systems are shown to ensure comparability. The GHG 324 

emission factors (well-to-wheel) are based on the GREET1_2017 model [19]. See the SI for a 325 

description of the data. 326 
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 327 

Figure 3 Energy intensity versus average trip distance for the transport modes in Figures 328 

1 and 2. Longer trip distances generally lead to lower energy intensity, all other factors equal. 329 

In surface transportation, longer trip distances relate to higher vehicle occupancies, more 330 

elevated average speeds, and smoother driving (and thus reduced acceleration losses). In air 331 

transportation, longer average trip distances translate into a longer cruise stage, which is less 332 

energy intensive than take-off and climb. Hence, average energy intensity declines with rising 333 

trip distance before it starts to increase again because of the weight penalty of the extra fuel 334 

required for longer distances. No trip distance data was available for intercity buses. See the SI 335 

for a description of the data. 336 


