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ABSTRACT
Photocatalysis is a promising sustainable method to generate solar fuels for the future, as well as having other applications such as
water/air purification. However, the performance of photocatalysts is often limited by poor charge carrier dynamics. To improve charge
carrier dynamics, it is necessary to characterize and understand charge carrier behavior in photocatalytic systems. This critical review will
present Transient Absorption Spectroscopy (TAS) as a useful technique for understanding the behavior of photoexcited charges in semi-
conductor photocatalysts. The role of TAS amongst other techniques for characterizing charge carrier behavior will be outlined. Basic
principles behind TAS will be introduced, and interpretation of TAS spectra and kinetics will be discussed in the context of exemplar lit-
erature. It will be demonstrated that TAS is a powerful technique to obtain fundamental understanding of the behavior of photoexcited
charges.

© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0008537., s

I. INTRODUCTION

There has been much research into solar-fuel generation
through a variety of methods;1–4 amongst these, photocatalysis is
particularly promising due to the directness and pliability of this
method. Briefly, the photocatalytic process is generally described
as consisting of three steps: (1) photon absorption by a semicon-
ductor photocatalyst resulting in the generation of excited charge
carriers, (2) diffusion of excited charge carriers to surface reactive
sites, and (3) interfacial charge transfer between the photocatalyst
and surface chemical species, with the overall effect being cataly-
sis of redox reactions. However, rather than proceeding to partake
in redox reactions, photoexcited electrons and holes could, instead,
recombine, which results in a loss of useful energy. Recombination
is commonly identified as a key factor in limiting photocatalytic
efficiency.5–8 The rate of recombination determines the charge car-
rier lifetime [the average amount of time that elapses between the
generation and annihilation (through recombination) of excited

electrons/holes], which must necessarily be longer than the relevant
reaction time scales to allow any significant amount of catalysis to
occur. It may also be inferred that higher energy conversion effi-
ciencies require longer charge carrier lifetimes, as the probability
of an excited charge carrier partaking in redox catalysis increases
relative to the probability of recombination. In addition, charge car-
rier lifetimes directly affect the diffusion length (here defined as
the average distance traveled by an excited electron/hole between
its generation and annihilation through recombination), which is
a key factor to consider when rationally designing nanostructured
photocatalysts.

For the continuous advancement of rationally designed photo-
catalysts, it is necessary to characterize and understand the dynam-
ics of photoexcited charge carriers. A large repertoire of techniques
exists for obtaining different information on various aspects of
charge carrier dynamics; in essence, all these techniques involve
sample excitation followed by monitoring of the time-dependent
response of the system. In most techniques, the sample is excited
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through illumination by photons with sufficient energy to bridge
the bandgap. The time-dependent response of the system is then
monitored through electrical measurements or by using an electro-
magnetic probe.

Techniques that use electrical measurements to monitor charge
carrier behavior include Electrochemical Impedance Spectroscopy
(EIS), Intensity Modulated Photovoltage Spectroscopy (IMVS),
Intensity Modulated Photocurrent Spectroscopy (IMPS), and
transient photocurrent/photovoltage (TPC/TPV). All of these tech-
niques require some form of physical contact between the photo-
catalytic material and the measurement system, and most of these
require the sample to be incorporated into an electrical circuit. This
is straightforward if the material was designed as a photoelectrode;
however, this is not true in many cases, and extra sample prepa-
ration steps are needed to obtain good electrical contact between
the photocatalyst and the measurement system. By replacing elec-
trical contacts with an electromagnetic probe, sample preparation
can be greatly simplified in cases where good electrical contacts are
difficult to achieve. In addition, the above-mentioned electrical tech-
niques typically have time-resolution on the order of microseconds
to seconds,9–12 whereas techniques that employ an electromagnetic
probe typically have time-resolutions on the order of femtoseconds
to microseconds.13–18

There are a large range of techniques that use electromagnetic
radiation to monitor (“probe”) charge carrier behavior after pho-
toexcitation and can be classified according to the nature of the
electromagnetic probe or the type of interaction the probe has with
the sample. Common interactions between the probe and the sample
include absorption, scatter, and photoemission. Absorbance can be
calculated by measuring either the transmitted or scattered/reflected
probe, scatter can be elastic (i.e., diffuse/specular reflection) or
inelastic (e.g., Raman), and photoemission occurs when high-energy
ionizing probes (e.g., x-ray) are used. Regardless of the probe
wavelength and the interaction type, these techniques are usually
referred to as “pump–probe” techniques, as a measurement involves
the pulsed excitation (“pump”) of the sample followed by the

monitoring of the relaxation of the excited sample using an electro-
magnetic probe.

Different regions of the electromagnetic spectrum are used
to obtain different types of information, as summarized in Fig. 1
in the context of a semiconductor sample. Usually, probes in the
microwave and far-IR [i.e., Terahertz (THz)] regions monitor free
electrons (holes) in the conduction band (CB) [valence band (VB)].
As these are the dominant species giving rise to conductivity, the
transient conductivity is usually reported for such measurements.
For microwave probes, the measurement is usually referred to as
Time-Resolved Microwave Conductivity (TRMC), whereas Tera-
hertz (THz) measurements are usually called Time-Resolved Tera-
hertz Spectroscopy (TRTS). Note here that TRTS is different from
Terahertz Time-Domain Spectroscopy (THz-TDS), which is a static
measurement technique.19,20 As mid-IR is sensitive to molecular
vibrations, probes in this region have been used to monitor vibra-
tional changes in surface covalent chemical species21,22 and molec-
ular photocatalysts23,24 though it has also been applied to monitor
photoexcited charges in inorganic materials.25–28 Along with mid-
IR, near-IR and visible light are the most commonly used probes
due to the relatively easy detection and generation of these wave-
lengths. Measurements that probe in the mid-IR region are usually
referred to as Time-Resolved IR (TRIR), whereas measurements that
probe in the visible/near-IR region are often referred to as Transient
Absorption Spectroscopy (TAS), despite that any probe wavelength
can be used to obtain a “transient absorption” (TA) signal. Probes
in the extreme ultraviolet (XUV) and x-ray regions have also been
recently used for the characterization of photocatalytic materials.
Due to the element and oxidation state specificity of these probes,
charge transfer between different species as a result of photoexcita-
tion can be observed.29–31 In addition to pump–probe techniques,
photoluminescence (PL) is also shown in Fig. 1 because it is rou-
tinely used to characterize radiative recombination in photocata-
lysts.32 Similarly, Time-resolved PL (TRPL) is often used to monitor
rates of radiative recombination.33,34 As external probe radiation is
not used, TRPL is not considered a “pump–probe” technique. Other

FIG. 1. Schematic flat-band representation of absorption (solid lines) of various wavelengths by and photoluminescence (PL, dashed lines) from an excited semiconductor
photocatalyst. Green/hollow circles represent excited electrons/holes. Arrows labeled with a cross are forbidden transitions. For clarity, the trap states and core states have
been collapsed and represented by single horizontal lines, but in general, these states have more than one energy level. For XUV/x-ray, a ground-state absorption is also
shown for reference (middle blue arrow). Photoemission corresponds to the complete removal of an electron upon photon absorption and is not shown in this diagram.
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pump–probe measurements including transient Raman35 and pho-
toemission techniques36,37 have also been implemented. In general,
note that most such time-resolved measurements have static equiva-
lents routinely used for sample characterization. As such, the advan-
tages and limitations of the time-resolved techniques are similar to
those of its static counterparts.

Out of the techniques that use an electromagnetic probe to
monitor the behavior of photoexcited species, probes in the visi-
ble and IR regions are most commonly used. The present review
will focus on the application of pump–probe techniques that use
visible/near-IR probes, which will be referred to as TAS (Transient
Absorption Spectroscopy) from hereon. First, the background of
TAS will be introduced in Sec. II; then, the ways in which TAS spec-
tra can be obtained and interpreted will be discussed in Sec. III,
followed by a discussion of ways in which TAS kinetics can be inter-
preted in Sec. IV. The application of TAS to photocatalysis, includ-
ing its drawbacks, will be discussed along with an outlook of the
technology in Sec. V.

II. INTRODUCTORY PRINCIPLES OF TRANSIENT
ABSORPTION SPECTROSCOPY (TAS)

To some extent, TAS is essentially time-resolved UV–Vis, and
absorbance can be obtained in either transmittance or reflectance
geometries. Absorbance is a useful quantity because it is directly
proportional to concentration (Beer–Lambert law), provided that
the concentration of the species of interest is low enough that they
do not significantly interact with one another. This assumption is
applicable to many photocatalyst systems as the concentration of
photogenerated charge carriers is generally quite low. However, the
extinction coefficient of photoexcited charges is dependent on fac-
tors including sample porosity;38 therefore, calculation of absolute
electron/hole concentrations cannot be generally performed directly
using extinction coefficients reported in the literature. TA signals are
usually directly reported as changes in the absorbance or optical den-
sity (OD) of a material (the absorbance of a substance is also known
as its optical density39).

Whereas stationary-state UV–Vis measures the ground-state
sample, both ground state and excited states are measuredin TAS,

and the transient absorption signal (ΔA) is defined as the difference
between the absorbance of the excited and ground-state samples,

ΔA(λ, τ) = A∗(λ, τ) − A0(λ), (1)

where A∗(λ, τ) and A0(λ), respectively, represent the absorbance
of the excited and ground-state samples. The parameters λ (wave-
length) and τ (time-delay) have been explicitly stated to emphasize
that the transient signal is a function of both the (probe) wave-
length and the pump–probe time-delay, defined as time elapsed after
excitation.

In an experiment, the measurable quantity is the intensity of
probe light transmitted or scattered by the sample. In transmis-
sion measurements, ΔA can be expressed in terms of measurable
intensities as

ΔA = log( I
I∗
), (2)

where I and I∗, respectively, represent the intensities transmit-
ted by the ground-state and excited samples. The way in which
the sample is measured in transmission-mode TAS is illustrated in
Fig. 2.

Broadly speaking, there are three electronic contributions to the
TA signal: excited-state absorption [positive; excited-state absorp-
tion is sometimes referred to as Photo-Induced Absorption (PIA),
but the former terminology will be used in the present work], stim-
ulated emission (negative), and ground-state bleach (negative). The
final observed TA signal is a sum of all three contributions.13 The
origin of these three contributions in the context of a semiconduc-
tor is schematically illustrated in Fig. 3. The form of contribution
expected from the ground-state bleach can be inferred from the
steady-state UV–Vis absorbance of a sample, whilst the form of con-
tribution expected from stimulated emission can be inferred from
the steady-state photoluminescence spectra. Apart from these elec-
tronic contributions, recently, the importance of contribution from
thermal effects has also been emphasized,40 which will be further
discussed in Sec. III.

FIG. 2. Schematic illustrating the basic principle behind transmission-mode transient absorption spectroscopy, with panels (a) and (b), respectively, showing measurements
of the sample in its ground and excited states. Panel (b) also illustrates that time-zero of the experiment is defined as the moment of sample excitation, and the time difference
between the pump and probe pulses defines the time-delay (τ), which is varied to achieve time-resolution. I0 and I, respectively, represent the incident and transmitted probe
intensities through the ground-state sample, whilst I∗0 and I∗, respectively, represent the incident and transmitted intensities through the excited sample. In the ideal case,
I0 = I∗0 .
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FIG. 3. Schematic illustrating the origins of excited-state absorption, stimulated
emission, and ground-state bleach in the TA signal of a semiconductor. The
ground-state absorption is always subtracted as a reference, so any absorption
of the ground-state sample contributes as negative ground-state bleach in the final
signal. Probe photons are shown as green arrows. Photoexcited electrons and
holes are, respectively, shown as green and hollow circles.

III. TRANSIENT ABSORPTION SPECTRA
The final observed TA spectrum can be generally regarded as

having contributions from all three electronic factors. In negative
regions of the TA spectrum, it may be deduced that ground-state
bleach and/or stimulated emission dominates over contributions
from excited-state absorption, and vice versa for positive regions of
the spectrum. In semiconductor systems, ground-state bleach can
be expected to dominate the TA signal at probe energies above the
bandgap. As the behavior of photoexcited charges is often the subject
of interest, contributions to the TA signal from ground-state bleach
and stimulated emission are often unwanted factors that complicate
the analysis of TA data. In addition to this, recently, the importance
of contribution from thermal effects to ultrafast TA spectra has been
increasingly highlighted.40 Contributions from the three aforemen-
tioned factors can be identified as being electronic in origin, which is
distinct from thermal contributions. This section will begin with dis-
cussions that do not take thermal contributions into account; then,
thermal contributions to TA spectra will be discussed toward the end
of this section.

In general, it is difficult to break down a TA spectrum into
contributions from excited-state absorption, stimulated emission,
and ground-state bleach as it is not possible to measure each con-
tribution accurately and separately. However, when it is reason-
able to assume little contribution from stimulated emission and
ground-state bleach, it is sometimes possible to identify contribu-
tions from different types of charge carriers (i.e., free/trapped elec-
trons in/near the conduction band and holes in/near the valence
band). One common method of distinguishing between electron and
hole contributions to a transient absorption spectrum is to record
the spectra in the presence of electron and hole scavengers. These
scavengers capture photoexcited electrons/holes in the photocata-
lyst, thus, suppressing recombination, allowing long-lived counter-
parts to be observed. Depending on the nature of the scavenger used,

the TA spectrum can be accordingly assigned. Apart from chemical
scavengers,18 electrical bias can also be used to assign spectral fea-
tures in TA spectra.5 Positive bias creates “excess” holes; therefore,
the TAS signal of photoexcited holes can be identified. Similarly,
negative bias creates “excess” electrons, therefore, allowing electron
signals to be identified.

There are many studies reporting TAS on different semi-
conductors, and widely investigated materials include TiO2,17,41,42

WO3,43–45 C3N4,46–48 and hematite.49–51 Among these materials,
TiO2 and hematite are two typical examples. TiO2 is the first mate-
rial to be investigated by TAS, and hematite is the one most recently
studied due to its favorable visible absorption and good stability.
Therefore, subsequent discussions exemplifying the assignment of
TA spectra will use hematite as the exemplar material.

Huang et al. made assignments to the TA spectrum of hematite
films using difference spectra obtained through subtracting the spec-
trum of the biased hematite photoanode from the spectrum of the
photoanode under open circuit conditions (no bias).49 The TA spec-
trum 1 ns after photoexcitation and the difference spectra obtained
at different biases are reproduced here in Fig. 4(a). The difference
spectrum obtained at −1 V (vs Ag/AgCl) does not have any features
that distinctly match the TA spectral features. However, the differ-
ence spectrum obtained at positive bias (“excess” holes) exhibited
a sharp peak at 570 nm; the corresponding TA feature was, thus,
accordingly attributed to hole absorption.49 Interestingly, Huang
et al. noted that the TA features do not change significantly with
an applied external bias, the solvent environment (e.g., air, water,
and methanol), or the sample morphology (films of different thick-
ness, nanoparticle films, and colloidal particle suspensions). This is
in stark contrast to work by Fitzmorris et al., which found that TA
spectra are qualitatively different between different nanostructured
hematite samples,50 but consistent with observations by Pendlebury
et al. that the decay kinetics of photogenerated holes (monitored
with 580 nm probe) in hematite films seem insensitive to the chemi-
cal environment.51 Whereas Huang et al. attributed the insensitivity
of TA features to various chemical parameters to the intrinsic ori-
gin of the TA features,49 Pendlebury et al. attributed it to the short
lifetime of holes in hematite in the absence of an external bias.51 It
is worth mentioning that Pendlebury et al. used a combination of
electrical bias and chemical scavenger methods to assign the positive
TA feature around 580 nm to surface active holes.51 Under −0.1 V
bias (vs Ag/AgCl), the TA kinetics monitored at 580 nm occur over
the microsecond time scale, similar to those observed for isolated
films. Upon the application of +0.4 V bias, the lifetime of the decay
was extended to 3 s. When methanol was added, the lifetime under
+0.4 V bias was reduced to 400 ms. These observations were used as
evidence that the TA feature at 580 nm corresponds to surface active
holes.51

The distinctive peak between 550 nm and 600 nm in the TA
spectra of hematite was also observed by Barroso et al., who assigned
the feature to surface-trapped holes in the form of Fe4+,52 based on
that Fe4+ has been suggested to be responsible for absorption around
2.1 eV (∼590 nm) in Fe-doped perovskites and TiO2.53,54 Later, Bar-
roso et al. noted a sharp positive band at 580 nm in the difference
spectra of hematite with and without (positive) bias, observed a cor-
responding feature in the TA spectra, and attributed it to holes in
intra-bandgap states a few hundred millivolts below the conduction
band.55
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FIG. 4. Spectra reproduced from (a) Ref. 49 and (b) Ref. 59. Panel (a) compares the TA spectrum obtained 1 ns after 400 nm excitation of a hematite film in air (black line)
with the steady-state difference spectrum obtained at −1 V and +0.43 V (vs Ag/AgCl) biases (red and blue lines, respectively). Inverted steady-state UV–Vis absorption is
also shown in light pink. Panel (b) compares the TA spectrum of hematite obtained 20 ps after 415 nm excitation (blue line) with a steady-state difference spectrum between
spectra taken at 500 K and 300 K (red line) and an absorption spectrum of [Fe(H2O)6]2+(green line).

It may be observed from above discussions that a sharp positive
peak between 550 nm and 600 nm in the TA spectra of hematite is
repeatedly assigned to the absorption of photoexcited holes. How-
ever, this positive peak is not always observed,50,56 and alternative
assignments of the peak exist. For example, Joly et al. observed
a (broad) positive peak between 550 nm and 600 nm in the TA
spectrum of hematite 300 fs after photoexcitation, but noted that
this feature is very close to the bandgap, and, thus, attributed it
to the bandgap shrinkage as hot electrons relax to the conduction
band edge,57 in accordance with theoretical calculations.58 More
recently, Hayes et al. provided strong evidence that the previously
observed TA feature between 550 nm and 600 nm is thermal rather
than electronic in origin.59 Hayes et al. compared their TA spec-
trum of hematite with the thermal difference spectrum (obtained
through subtracting the steady-state spectra at 500 K and 300 K)
and found strong similarities between the two spectra,59 reproduced
here in Fig. 4(b). It was, thus, concluded that thermal contribu-
tions in the form of lattice expansion and thermal disorder, both
of which can narrow the bandgap, dominate the TA spectrum of
hematite.59 In addition, it was found that as the excitation energy
increased from 0.75 mJ cm−2 to 5.7 mJ cm−2, the positive peak
around 575 nm slightly shifted toward longer wavelengths,59 which
further supports its assignment to thermal effects. The disparity
between TA and thermal difference spectra toward shorter wave-
lengths (<550 nm) was attributed to contributions from ground-
state bleach and stimulated emission in TAS, while the disparity
toward longer wavelengths (>600 nm) was proposed to be due to the
difference between steady-state and ultrafast heating.59 The decay
kinetics monitored at 595 nm and 1050 nm were found to corre-
late well with one another, indicative of similar processes dominat-
ing the decay kinetics in these two wavelength regions. The only
TA feature that Hayes et al. assigned to excited-state absorption
was a band around 675 nm that almost completely decays within
100 ps.59

It seems that the assignment made by Hayes et al.59 is in con-
tradiction with assignments made by previously discussed works for
the peak around 580 nm in the TA spectrum of hematite.49,51,52 How-
ever, the various assignments can be reconciled when considering

that distortions in the hematite lattice can also be induced by pho-
toexcited charge carriers in the form of polarons. It is speculated here
that the peak around 580 nm could be due to hole polarons associ-
ated with Fe4+ species, which could be generated either through heat,
electrical bias, or photoexcitation. As holes are consumed through
recombination, the distorted lattice also gradually returns to its
ground-state form. Furthermore, in the absence of chemical scav-
engers, the decay of photoexcited holes is expected to correlate with
the decay of electrons, and free charge carriers are expected to have
increasing contribution toward longer wavelengths.42,60 As such, the
kinetics observed by Hayes et al.59 at 1050 nm could well be due to
recombination of electrons with holes. In summary, it is speculated
here that the decays of photogenerated electrons and holes are both
correlated with the relaxation of the distorted hematite lattice back
to its ground state, which is responsible for the repeatedly observed
positive TA peak between 550 nm and 600 nm for hematite. This
assignment also explains the previously noted insensitivity of this
peak to the chemical environment.

It is worth noting that the literature that takes thermal effects
into account for analysis of TA data is not limited to those pre-
sented above for hematite,60–63 and entanglement of contributions
from thermal effects and electronic factors in various experiments
has been known to be difficult to untangle for decades.64–66 Overall,
it has been highlighted that interpretation of TA spectra is generally
not straightforward, and thermal effects, although often neglected,
need to be considered. Extra caution must be taken when assign-
ing TA signals near and above the bandgap of a material. Thermal
effects that manifest as lattice expansions result in a slight bandgap
reduction.59,63 This shifts the absorption edge to longer wavelengths,
which shows up in difference spectra as a distinct positive peak near
the bandgap, as illustrated in Fig. 5.

Although above discussions have focused on hematite, as men-
tioned above, TAS spectra of other photocatalytic materials have
also been extensively studied. Notably, the TA spectrum of vari-
ous forms of TiO2 has been repeatedly obtained using the chemi-
cal scavenger method by numerous literature studies spanning over
several decades in time. For example, for the benchmark material
anatase TiO2, broad peaks around 400–500 nm and >650 nm are
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FIG. 5. Schematic illustrating how a red-
shifted bandgap in the excited state
results in a positive peak when taking
the difference between the absorbance
of the excited and ground states. The
red circle marks the point where the
absorbance change is zero.

commonly attributed to trapped holes and electrons, respec-
tively.17,42,67 Similarly, using chemical scavenger methods, TAS sig-
nals observed for WO3 at probe wavelengths >750 nm have been
attributed to photoexcited electrons and a peak around 475 nm
to photoexcited holes.43 In contrast, for the polymer photocatalyst
graphitic carbon nitride, positive TAS signals spanning the entire
visible and near-IR regions have been attributed to be primarily due
to photoexcited electrons.46 Note here that spectra reported for the
same material can significantly differ from literature to literature.
It has been previously noted that TA spectra can be very sensitive
to conditions such as pH, surface conditions, and properties such
as particle size.17,42 The effect of parameters such as particle shape
on the form of TA spectra can be exemplified by a piece of work
by Fitzmorris et al., who studied the TA features of four different
nanostructured hematite and found the TA spectra to be qualita-
tively different between the different nanostructured samples.50 In
addition, Ruan et al. reported significantly different TA spectra for
graphitic carbon nitride (g-CN) prepared through different meth-
ods.47 In addition, experimental parameters such as excitation wave-
length may also contribute to some apparent discrepancies between
different works.

IV. TRANSIENT ABSORPTION KINETICS
In photocatalysis, the kinetic curves obtained with TAS are

often compared between different samples. In many cases, slower
TA decay kinetics are taken to represent slower electron–hole
recombination, which usually translates into higher photocatalytic
activity.7,8,68 However, this is not always the case. For example,
Dillon et al. observed the TA kinetics of four Au@TiO2 core–
shell nanostructures with different TiO2 crystallinity and found
the TA kinetic curves to overlap well with one another up to the
longest time-delay of 1.5 ns, despite significant differences in the H2-
evolution capabilities of the samples.69 This might be because charge
carriers with lifetimes significantly longer than 1.5 ns are principally
responsible for photocatalytic H2-evolution and were not observed
in the 1.5 ns experimental time-window for TAS. Thus, this section
will introduce the three most commonly used equations for fitting
TA kinetic data, followed by a discussion of example literature usage
and interpretations.

The three most commonly used forms of equations for fitting
kinetic TA data are (multi-)exponential, stretched exponential, and
power-law decays. These are, respectively, of the forms

ΔA(τ) = ∑i aie
−τ/τi , (3)

ΔA(τ) = ∑i ai e−(τ/τi)
βi

, (4)

and

ΔA(τ) = aτ−b, (5)

where ΔA(τ) represents the TA signal at a specified probe wave-
length, ai and τi, respectively, represent the amplitude and life-
time of the ith contribution to the overall decay kinetics, βi (>0
and <1) represents the ith stretching exponent, and b (>0) is the
power-law exponent. These parameters are obtained through fitting
experimental data.

Simple exponential decays are well-known to be characteristic
of first-order kinetics,

dc
dt
= −k1stc, (6)

where c represents the concentration of the reactant and k1st repre-
sents the first-order rate constant. Integrating Eq. (6) for concentra-
tion varying from c0 at time t = 0 to concentration c at time t = τ
yields

c = c0 e−k1stτ . (7)

Extrapolating Eq. (7) to cases where several independent first-order
reactions occur at the same time gives

∑i c(i) = ∑i c0(i)e−k1st(i)τ . (8)

In the context of TAS, c(i) represents the concentration of the ith
photoexcited species at time t = τ after excitation, c0(i) represents the
initial concentration of the ith photoexcited species upon photoexci-
tation, and k1st(i) represents the first-order rate constant associated
with the ith species. Following from discussions in Sec. II, ΔA(τ) is
directly proportional to the concentration of photoexcited species.
As such, comparing Eq. (8) with Eq. (3) identifies ΔA(τ) ∝ ∑i c(i),
ai ∝ c0(i), and τi = 1/k1st(i).

When Eq. (3) is used to fit TA kinetic curves, usually two or
three terms are found to provide a good fit.50,63,70,71 Although some-
times more terms are needed to fit a dataset,49 the meaning of indi-
vidual contributions becomes less clear. Generally, the more terms
that are included in a fit, the better the fit, but the form of equation
used cease to correspond to identifiable physical processes consum-
ing photoexcited species. Sometimes, a constant offset is also found
to be necessary to fit the data.63,72 Fitting a constant offset either
implies that the sample never relaxes back to its ground state (i.e.,
an irreversible change was induced upon photoexcitation) or that
there is a decay component with time constant (τi) so long that
τi ∼∞ in the context of time scales of the TAS experiment.

An implication of first-order kinetics is that the decay only
depends on the concentration of a single species and, therefore,
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cannot generally account for recombination of independent elec-
trons and holes. The word independent is emphasized here, as exci-
tons can be treated as a single entity (composed of an electron and
a hole), and is, therefore, expected to decay according to first-order
kinetics.

Alternatively, in a system composed of particles/crystallites,
if the excitation intensity is low enough that on average only
one electron–hole pair is generated per particle/crystallite, the TA
kinetics are also expected to follow first-order rate laws, provided
there is no interparticle/crystallite charge transfer. Generally, if pri-
mary geminate recombination is the dominant pathway through
which charge carriers are consumed, first-order kinetics can be
expected.

A well-known property of first-order kinetics is that the amount
of time it takes for the concentration to reduce to half (defined
as the half-life, τ1/2) is independent of initial concentration. Note
here that τ1/2 (time taken for concentration to reduce to half its
original value) is different from the lifetime (τi, time taken for con-
centration to reduce to e−1 its original value), but these terms are
sometimes used synonymously in the literature.73 In the context of
TAS, first-order kinetics imply that kinetic curves recorded at dif-
ferent excitation intensities should overlap upon normalization of
the decay curves. This is sometimes neglected in the literature. For
example, Wang et al. studied the behavior of graphitic carbon nitride
(g-CN) using femtosecond-TAS and found the observed kinetics
to be well-fitted by a triple-exponential decay function.74 Upon
increasing the excitation intensity from 0.51 mJ/cm2 to 0.85 mJ/cm2,
the three lifetimes were reduced from 3.5 ps to 3.3 ps, 60 ps to 26 ps,
and 4.5 ns to 2.2 ns. The fastest component was assigned to intersys-
tem crossing, the intermediate to triplet–triplet annihilation (gener-
ating a single–singlet exciton), and the slowest component to decay
of singlet excitons.74 Note here that (1) the three processes are not

independent and, therefore, cannot be simply fit by the sum of three
independent functions, (2) the decay kinetics are significantly accel-
erated upon increasing the excitation intensity, so the decay cannot
be purely due to first-order processes, and (3) triplet–triplet annihi-
lation is not a first-order process; thus, using an exponential function
has little meaning in this case.

However, note here that true single-exponential kinetics have
been observed in some cases. Cherepy et al. found that the TA
kinetics observed for maghemite (γ-Fe2O3) nanoparticles over the
picosecond-time scale are well-fitted to a triple-exponential func-
tion,70 as illustrated by data reproduced here in Figs. 6(a) and 6(b).
In addition, the decay kinetics over picosecond-time scales were
found to be independent of excitation intensity,70 as evident from
data reproduced here in Fig. 6(c); it may be observed that the
kinetics measured with 0.4 mJ/cm2, 0.6 mJ/cm2, and 1.2 mJ/cm2

excitation intensities are well-overlapped with one another upon
normalization.

The stretched-exponential decay could be equated to a linear
combination of single-exponential functions with a continuous dis-
tribution of lifetimes and, therefore, can be taken to be a representa-
tive of a system possessing multiple relaxation pathways that exhibit
single-exponential decay kinetics.75,76 In this case, the parameters
τi and βi in Eq. (4), respectively, quantify the characteristic lifetime
and the system heterogeneity, with β = 1 corresponding to a homo-
geneous system possessing a single relaxation pathway exhibiting
first-order decay kinetics. However, when the stretched-exponential
function is used to fit TA kinetics of photocatalysts, it is often used
purely as a tool for quantifying the time constant without further
interpretation of β.18,69,77

Alternative interpretations of stretched-exponential kinetics
exist. Nelson et al. derived stretched-exponential behavior using
a continuous-time random walk model for dye-sensitized TiO2,

FIG. 6. TA kinetics of maghemite (γ-Fe2O3) monitored with 720 nm probe (a) up to 8.3 ps, (b) up to 48 ps after photoexcitation with 390 nm pump (1.2 mJ/cm2), and (c) after
photoexcitation with 390 pump of different intensities (0.4 mJ/cm2, 0.6 mJ/cm2, and 1.2 mJ/cm2). In panels (a) and (b), the solid lines show the fitting function composed of
triple-exponential decay convolved with a Gaussian. In panel (c), the solid and dashed lines also show the decay curves obtained after 0.4 mJ/cm2 and 0.6 mJ/cm2 excitation
scaled by factors of 3 and 2, respectively. Reproduced from Ref. 70.
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in which electron diffusion through a lattice occurs via multiple
trap-detrapping from an exponential density of trap states into/out
of the conduction band.78 A stretched-exponential decay was pre-
dicted for dye cations in cases where electrons are in great excess
compared to the cations. However, Barzykin et al. derived power-
law kinetics for the long-time behavior of charge carriers assuming
an exponential energetic distribution of trap states.79 Many mod-
els have been developed for describing the behavior of photoexcited
species,79 but will not be further discussed here. In general, note
that the non-exponential behavior is taken to be indicative of trap–
detrap limited diffusion of charge carriers. In many cases, power-
law kinetics are observed and attributed to the trap-detrapping
limited recombination.5,17,80,81 However, it is worth noting that
stretched exponentials can be difficult to distinguish from power-law
kinetics.

As expected for non-exponential kinetics, the decay kinetics are
affected by the concentration of photogenerated charge carriers and,
therefore, the excitation intensity, in contrast to exponential kinet-
ics characteristic of first-order processes. For example, Tang et al.
found that the TA kinetics of anatase TiO2 in argon follow a power-
law decay and are strongly intensity dependent, with the half-life
of photoexcited charge carriers increasing as the excitation inten-
sity decreases.17 Intensity-dependence of decay kinetics has some-
times been taken to indicate second-order kinetics,41,72,82 which is
expected assuming a simple model for electron–hole recombination
where electrons and holes diffuse around the photocatalyst in an
analogous manner to two reactants in a solution. Under inert con-
ditions, the concentration of photoexcited electrons is the same as
the concentration of photoexcited holes, so the rate equation can be
written as

dc
dt
= −k2ndc

2, (9)

where k2nd is the second-order rate constant and c is the concentra-
tion of photoexcited electrons or holes. Integrating the above equa-
tion for electron/hole concentration varying from c0 at time t = 0 to
concentration c at time t = τ yields

c = c0

k2ndc0τ + 1
. (10)

As previously mentioned, c is directly proportional to the transient
absorption signal ΔA(τ), so Eq. (10) can be written as

ΔA(τ) = pc0

k2ndc0τ + 1
, (11)

where p is the constant of proportionality relating ΔA(τ) to c. The
above equation with a constant offset has been found to provide a
good fit to TA kinetic data.

Both power-law decay and second-order kinetics can appear to
be linear on a log–log plot. Taking the logarithm of Eq. (5) yields

log(ΔA(τ)) = log(a) − b ∗ log(τ). (12)

Therefore, a plot of log(ΔA(τ)) against log(τ) should yield a straight
line with gradient −b. Similarly, taking the logarithm of Eq. (11)
gives

log(ΔA(τ)) = log( p
k2nd
) − log(τ +

1
k2ndc0

). (13)

As such, for sufficiently large k2ndc0, a plot of log(ΔA(τ)) against
log(τ) is also approximately a straight line, with gradient −1.

Following from above discussions, note here that for power-
law decays, the exponent is sometimes found to be close to −0.5.81

For this, a general consideration of a simple rate equation of the
following form will be considered:

dc
dt
= −kcα, (14)

with α ≠ 1 and k representing a generic rate constant. Again, inte-
grating the above equation for electron/hole concentration varying
from c0 at time t = 0 to concentration c at time t = τ yields

c = ( c0
1−α −kτ
1 − α )

1
1−α

. (15)

Again, let p be the constant of proportionality relating ΔA(τ) to c;
then, following from Eq. (15),

ΔA(τ) = p((1 − α) c0
1−α −kτ

1 − α )
1

1−α

. (16)

Substituting α = 2 into Eq. (16) yields Eq. (11). Taking the logarithm
of Eq. (16) yields

log(ΔA(τ)) = 1
1 − α[log(τ − (1 − α) c0

1−α

k
) + log( k

α − 1
)]

+ log(p). (17)

Substituting α = 2 into the above equation yields Eq. (13). For
sufficiently small (1−α) c0

1−α

k , plots of log(ΔA(τ)) against log(τ) are
approximately a straight line with gradient 1

1−α . For a slope of −0.5,
α = 3. This could be taken to indicate the dominance of a 3-body
process such as Auger recombination, which is feasible at high
excitation intensities. Alternatively, trap-assisted recombination is
effectively a 3-body process, because electron–hole recombination
would depend on trap-state concentrations. However, usually lin-
earity on a log–log plot is taken to be indicative of a power-law
decay, with recombination limited by trap-detrapping of charge
carriers.

In some cases, multiple processes may be consuming the same
type of charge carrier in a photocatalyst. It is, thus, unsurprising that
sometimes combinations of different functions are used to fit kinetic
data to reflect this level of complexity. For example, Cowan et al.
found that the TiO2 photoelectrode held at 0 V in an alkaline solu-
tion exhibited TAS kinetics well-described by a linear combination
of power-law and stretched-exponential decays, with the power-law
dominating at early times (1–100 μs) and the stretched-exponential
component dominating at later times.5 The data and fit are repro-
duced here in Fig. 7(a). The power-law component was assigned
to electron–hole recombination and the stretched-exponential com-
ponent to the reaction between photogenerated holes and water.
The magnitude of the electron–hole recombination component was
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FIG. 7. TA kinetic data reproduced from (a) Ref. 5 and (b) Ref. 77. Panel (a) shows the TA kinetics monitored at 460 nm for the TiO2 photoelectrode held at 0 V after
355 nm excitation (black line). The curve was fitted using a combination of power-law decay [green line, (a)] and stretched-exponential decay [green line, (b)]. The red line
shows the overall fitted decay kinetics. The inset shows the normalized decay kinetics for electrons monitored at 800 nm probe wavelength and holes monitored at 460 nm,
both recorded under the same conditions. Panel (b) shows the modeled time-evolution of excited charge carrier populations in WS2 after photoexcitation, with the blue line
representing the exciton population, and the green and red lines, respectively, representing the population of unbound and trapped charges. Non-exponential decay of the
trapped charges is not observed over the displayed time scale.

found to be about 5 times larger than the photoreaction compo-
nent 10 μs after photoexcitation, which was used to rationalize that
the low quantum yield for O2 production from water splitting is
primarily due to fast electron–hole recombination.5

Rather than directly summing different contributions, Vega-
Mayoral et al. analyzed the TA kinetics of WS2 using a sequen-
tial model where the nature of charge carriers evolves as a func-
tion of time after photoexcitation.77 The model assumes that exci-
tons are the primary species generated upon photoexcitation, which
exponentially decays into an intermediate state. The intermediate
state then exponentially decays into final charges, which then relax
non-exponentially to the ground state. The intermediate state and
final charges were, respectively, identified as unbound and trapped
charges. The dissociation of excitons into unbound charges was
found to occur with a time constant of 1.3 ps, and the unbound
charges become trapped with a time constant of 5.5 ps; then, the final
trapped charges relax according to a stretched-exponential decay
with a time constant of 450 ps and a stretching exponent of 0.3. The
fitted curves for processes occurring over fast time scales (<20 ps) are
produced here in Fig. 7(b). Note that in this cascade-like model, the
overall population of excited charges is conserved until the last non-
exponential step, and therefore, processes such as exciton–exciton
annihilation are not accounted for.77

Note here that TAS studies outside heterogeneous photocatal-
ysis often employ global and target analysis for extracting kinetic
information from large datasets, in which kinetic data obtained
at different probe wavelengths are collectively analyzed.13,83,84 This
type of analysis can also be potentially useful for extracting kinetic
information about photocatalysts, as any one type of charge carrier
can contribute to the TA signal at different probe wavelengths; there-
fore, certain kinetic components can be expected to be common
across different wavelengths. However, global and target analysis is
not commonly employed to analyze TAS data for heterogeneous
photocatalysts, which could be because simple single-component
(sometime double-component) analysis is often sufficient for

purposes such as comparison of behavior of charge carriers in a
photocatalyst under different chemical environments.

V. FURTHER DISCUSSIONS
Although long-lived charges are identified as a key require-

ment for photocatalytic activity to be observed,8 long-lived charge
carriers observed using TAS are not always useful for photocataly-
sis. Numerous literature studies have reported that graphitic carbon
nitride (g-CN) samples that exhibit larger positive TA signals in the
visible/near-IR region are less photocatalytically reductive, which is
attributed to a higher concentration of inactive deep-trapped elec-
trons that absorb visible light.46,81,85 We suggested that for g-CN,
excited electrons in shallow emissive states were in thermal equilib-
rium with electrons in deep non-emissive states.46 The electrons in
shallow emissive states have enough reductive potential for hydro-
gen production from water splitting, whilst the deep-trapped elec-
trons that absorb in the visible region do not have enough reduc-
ing potential.46 As such, although charge carriers observed by TAS
are not always useful for photocatalysis, other understanding of
the photocatalytic system may, nonetheless, be gained. As a fur-
ther example, recently, we used TAS to rationalize the behavior of
g-CN photoelectrodes.47 It was found that the g-CN photoanode
exhibits positive signals previously assigned to deep-trapped inac-
tive electrons, whilst only negative TA signals were observed for the
photocathode. It was, thus, concluded that there is a significant pop-
ulation of excited electrons in shallow emissive states that is respon-
sible for the photocathode behavior, consistent with our previous
model.47

VI. SUMMARY AND PERSPECTIVE
In this review, it has been demonstrated that Transient Absorp-

tion Spectroscopy (TAS) can be used to obtain useful information
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to aid the understanding and continuous development of photo-
catalytic systems. The TA spectra of photoexcited electrons and
holes can be identified using chemical scavengers or electrical bias.
However, it has been increasingly highlighted recently that thermal
effects can also contribute to the TA signal.40 Common equations
used to fit TA kinetics include single-exponential decay character-
istic of first-order processes consuming photoexcited charge car-
riers, and stretched-exponential and power-law decays which can
be interpreted as trap-detrapping limited recombination, although
stretched-exponential decays can alternatively be interpreted as mul-
tiple first-order processes. Charge carrier recombination is some-
times modeled as a second-order process. In addition, it is speculated
that gradients of −0.5 on a log–log plot could be indicative of 3-
body processes consuming the population of photoexcited charge
carriers.

In addition, it is interesting to note that the TA fingerprints
of photoexcited holes are frequently reported to appear at 500–
600 nm on different semiconductors, whilst the TA signatures of
photoexcited electrons typically occur at longer wavelengths.17,42–44

TAS is a very useful technique for characterizing the behavior of
photoexcited charges in part due to the capability of this technique
to measure several decades in time. However, it has been pointed
out in the literature that TAS instrumentation usually either cov-
ers time ranges from tens of nanoseconds to milliseconds or from
femtoseconds out to a maximum of a few nanoseconds, which often
results in a time gap between achievable time ranges.16 However,
it is often informative to obtain a continuous kinetic trace from
picoseconds to seconds. In the context of semiconductor photo-
catalysis, measuring from picosecond to second time scales would
allow processes including charge generation, recombination, and
interfacial charge transfer to be observed. Facilities exist that can
cover the femtosecond to millisecond time range,14,86 but often
different instruments are used to cover the two different time
ranges.16,27,46

It will also be noted here that TAS in combination with TRIR
is a powerful combination of techniques, as TAS (with visible/near-
IR probe) can monitor the behavior of deep-trapped charges, whilst
TRIR is sensitive to free and shallow trapped charges. As previ-
ously mentioned, on some photocatalysts, deep-trapped charges are
less photocatalytically active, while free and shallow trapped charges
are expected to be the primary species facilitating photocatalysis.
Charge carriers in different states have different contributions to the
observed photocatalytic activity; therefore, obtaining information in
both visible and IR regions is important. Furthermore, combining
visible TAS with TRIR in the mid-IR region can potentially allow
the mechanism of photocatalytic reactions to be elucidated. TAS
allows the behavior of intrinsic charge carriers to be monitored,
whilst TRIR can be used to monitor the vibrational changes asso-
ciated with photocatalytic reactions taking place. Combining these
techniques can, thus, allow the behavior of photoexcited charges to
be correlated with the behavior of chemical species. However, one
key problem is that excited charges often have large signals in the
mid-IR region, which makes the kinetic signal from chemical species
difficult to untangle from those due to photoexcited charges. This
might be a reason for the apparent lack of studies that attempts to
correlate the behavior of photoexcited charges monitored by TAS
with chemical changes monitored by TRIR. In addition, monitor-
ing molecular changes with TRIR is also intrinsically difficult due to

factors such as small absorption coefficients associated with molec-
ular vibrations.
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