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Abstract

We consider energy norm a posteriori error analysis of conforming finite element approxima-
tions of singularly perturbed reaction–di↵usion problems on simplicial meshes in arbitrary
space dimension. Using an equilibrated flux reconstruction, the proposed estimator gives
a guaranteed global upper bound on the error without unknown constants, and local e�-
ciency robust with respect to the mesh size and singular perturbation parameters. Whereas
previous works on equilibrated flux estimators only considered lowest-order finite element
approximations and achieved robustness through the use of boundary-layer adapted sub-
meshes or via combination with residual-based estimators, the present methodology applies
in a simple way to arbitrary-order approximations and does not request any submesh or
estimators combination. The equilibrated flux is obtained via local reaction–di↵usion prob-
lems with suitable weights (cut-o↵ factors), and the guaranteed upper bound features the
same weights. We prove that the inclusion of these weights is not only su�cient but also
necessary for robustness of any flux equilibration estimate that does not employ submeshes
or estimators combination, which shows that some of the flux equilibrations proposed in the
past cannot be robust. To achieve the fully computable upper bound, we derive explicit
bounds for some inverse inequality constants on a simplex, which may be of independent
interest.

Key words: singular perturbation, a posteriori error analysis, local e�ciency, robustness, equi-
librated flux

1 Introduction

Let ⌦ be a polygonal/polyhedral/polytopal domain in Rd, d � 1, with a Lipschitz-continuous
boundary. Let " > 0 and  � 0 be two fixed real parameters, and let f 2 L

2(⌦) be a given
source term. Consider the problem: find u : ⌦ ! R such that

�"2�u+ 
2
u = f in ⌦, (1.1a)

u = 0 on @⌦. (1.1b)
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Let a(·, ·) be the symmetric bilinear form defined by

a(w, v) := "
2(rw,rv) + 

2(w, v), w, v 2 H
1
0 (⌦), (1.2)

where (·, ·) denotes the L
2-inner product of scalar- and vector-valued functions on ⌦, with as-

sociated norm k·k. The restriction of the L
2-inner product to an open subset ! ⇢ ⌦ is denoted

by (·, ·)!, with associated norm k·k!. The weak formulation of problem (1.1) is to find u 2 H
1
0 (⌦)

such that
a(u, v) = (f, v) 8 v 2 H

1
0 (⌦). (1.3)

The energy norm |||·||| associated to problem (1.1) is then the norm induced by the form a(·, ·),
namely

|||v|||2 := a(v, v), v 2 H
1
0 (⌦). (1.4)

In this paper, we shall be primarily interested in the case where " ⌧ , when problem (1.1) is
said to be singularly perturbed. Then, the accurate numerical approximation can be challenging
due to the typical presence of sharp boundary and/or interior layers in the solution.

In order to present more specifically the focus of this work, let us consider a simplicial mesh
T of ⌦ and let VT := Pp(T ) \ H

1
0 (⌦) denote the subspace of H1

0 (⌦) of piecewise polynomial
functions of degree at most p, where p � 1 is a fixed integer. The conforming Galerkin finite
element approximation of (1.3) consists of finding uT 2 VT such that

a(uT , vT ) = (f, vT ) 8 vT 2 VT . (1.5)

The goal is to find a computable a posteriori error estimator ⌘(uT ) that satisfies

|||u� uT |||  Crel⌘(uT ), ⌘(uT )  Ce↵ |||u� uT |||+ data oscillation. (1.6)

The first inequality in (1.6) is called reliability, while the second inequality is called (global)
e�ciency. A localized version of the e�ciency bound is actually desirable. The quality of the
estimator is determined by the product of the two constants Crel and Ce↵ . A key requirement
for singularly perturbed problems is to obtain estimators that are robust in the sense that both
constants Crel and Ce↵ are independent of the singular perturbation parameters " and . Only
such estimates can quantify well the error in the numerical approximation and be reliably used
in adaptive algorithms which allow for e�cient approximation of the localized features of the
solution.

Recently, several methodologies for constructing error estimators that satisfy (1.6) in a robust
way have been studied. Verfürth [36] (see also [37] or [39, Section 4.3]) was probably the first to
show robust bounds, in the framework of the so-called residual-based estimates. For the problem
at hand, these estimators take the form (up to the data oscillation term and possible generic
constants)

⌘res(uT )
2 :=

X

K2T
↵
2
K
krT k2K +

X

F2F⌦

"
�1
↵F kjT k2F , (1.7)

where the local element and face residuals are defined respectively by

rT |K := (f + "
2�T uT � 

2
uT )|K , (1.8a)

jT |F := �"2JruT ·nF KF , (1.8b)

and where �T denotes the element-wise Laplacian, JruT ·nF KF denotes the jump of the normal
component of ruT over the face F , F⌦ stands for the set of internal faces of the mesh T , and
the weights (cut-o↵ factors) take the form

↵S := min

⇢
hS

"
,
1



�
, (1.9)
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with hS being the diameter of S, where S is either a simplex K or a face F . The resulting
estimator ⌘res(uT ) is thus a straightforward extension from the pure di↵usion case  = 0 and
is simple to implement in practice. The proof that ⌘res satisfies the second inequality in (1.6)
rests on a bubble function technique, where the face bubble functions are defined with respect
to a submesh matching the boundary-layer length scales and are possibly very steeply decaying.
Their role is to capture the sharp layers caused by the singular perturbation. Note that these
bubble functions, and hence the submeshes on which they are defined, are only employed in
the analysis; thus they do not need to be constructed in practice. Shortly after, Ainsworth and
Babuška [2] extended the method of equilibrated residuals, cf. [3], to satisfy (1.6) in a robust
way for lowest-order approximations, i.e. p = 1. In contrast to the residual-based estimators,
a boundary-layer adapted submesh in each mesh element needs to be constructed in practice in
order to evaluate the estimator.

Further progress has been made since, although, to the best of our knowledge, only in the case
of lowest-order approximations where the polynomial degree p = 1. Robust estimates that are
guaranteed (Crel = 1) and where ⌘(uT ) is fully computable have been obtained in Cheddadi et
al. [9]. This remedies that Crel is unknown for residual-based estimates and that exact solutions of
some infinite-dimensional boundary value problems on each element (which cannot be performed
exactly in practice) are required in the equilibrated residuals approach. The estimator in [9] is
based on an equilibrated flux �T belonging to a discrete subspace of H(div) that satisfies the
equilibration identity r·�T + 

2
uT = fT , where fT is a piecewise polynomial approximation of

f . The estimator is then composed of terms of the form

min
n
k"ruT + "

�1
�T kK , C"

� 1
2↵

1
2
F
kjT k@K\@⌦

o
.

Thus it can be seen as a combination between an equilibrated flux estimator for di↵usion problems
and the residual-based estimator of [36] for reaction–di↵usion problems. No submesh is needed
for the construction of the estimator. Subsequently, Ainsworth and Vejchodský [4, 5] proceed in
two stages. First, equilibrated face fluxes are computed as in [2], and then, equilibrated fluxes
are obtained by face liftings, so that the final estimate ⌘(uT ) is also fully computable and the
first inequality in (1.6) is guaranteed with Crel = 1. As in [2], though, boundary-layer adapted
submeshes appear in the construction of the estimator.

The use of a submesh complicates the construction and implementation of the equilibrated
flux estimators of [4, 5]. Moreover, it is likely to be even more involved when moving beyond
lowest-order approximations. In this work, by further developing the idea in [9], we show how to
obtain simple, i.e. avoiding any submesh, yet robust equilibrated flux estimators for arbitrary-
order approximations. The a posteriori error estimates presented in this paper are based on a
locally computable flux �T and potential approximation �T , respectively belonging to discrete
subspaces of H(div,⌦) and L

2(⌦) of the current mesh T , that satisfy the key equilibration
property

r·�T + 
2
�T = ⇧T f, (1.10)

where ⇧T : L2(⌦) ! Pp(T ) denotes the element-wise L
2-orthogonal projection operator. Note

that ⇧T can be computed locally and separately for each element. The upper bound on the error
then has the simple form

|||u� uT |||2 
X

K2T

⇥
wKk"ruT + "

�1
�T kK + k (uT � �T )kK + ewKkf �⇧T fkK

⇤2
, (1.11)

where wK is an elementwise computable weight (cut-o↵ factor) such that

wK = min

⇢
1, C⇤

r
"

hK

�
, ewK = min

⇢
hK

⇡"
,
1



�
,
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with a fixed computable constant C⇤ given by (2.7); see Theorem 3.1 below for further details.
The equilibrated flux �T and approximate potential �T in (1.10), (1.11) are obtained by an
extension of the patchwise equilibration of [12, 8], see also [7, 19].

Furthermore, we prove robustness and e�ciency of the estimator (1.11) by showing that
its local contributions are bounded, up to a constant, by the local residual estimators. More
precisely, for each K 2 T , we show that

w
2
K
k"ruT + "

�1
�T k2K + k (uT � �T )k2K .

X

K02TK

↵
2
K0krT k2K0 +

X

F2FK

"
�1
↵F kjT k2F

.
X

K02TK

h
|||u� uT |||2K0 + ↵

2
K0kf �⇧T fk2K0

i
,

(1.12)

where TK and FK denote the set of elements and faces in a suitable neighbourhood of K and

|||v|||2
K

:= "
2krvk2

K
+ 

2kvk2
K

K 2 T , (1.13)

see Proposition 4.3 and Theorem 4.4 below for full details. Crucially, the constants hidden in
. in (1.12) are independent of the mesh-sizes hK and problem parameters " and , depending
only on the shape-regularity of T , the space dimension d, and the polynomial degree p. Hence,
just as for residual-based estimates, equilibrated flux estimates have a straightforward extension
from the pure di↵usion case  = 0, based on including appropriate weights (cut-o↵ factors) and
not requiring computations of quantities over any submesh or combination with the residual
estimators. In light of these results, we believe that the claims in [38, 39] of a “structural defect”
of the robustness of the equilibrated fluxes estimators are not generally valid.

As a side result, we also prove in Proposition 5.1 that the weights wK in (1.11) are nec-
essary for robustness of any equilibrated flux estimate involving the terms k"ruT + "

�1
�T kK

whenever �T is a piecewise polynomial on T (and thus its construction does not involve any
submesh), regardless of the precise details of the construction of �T . This proves that several
flux equilibrations proposed in the past cannot be robust with respect to reaction dominance
in general (although in many experiments, no loss of robustness may be numerically observed),
including those of Repin and Sauter [30], Ainsworth et al. [1], Eigel and Samrowski [16], Eigel
and Merdon [15], and Vejchodský [33, 34, 35].

We only treat isotropic meshes. Results for anisotropic meshes can be found in Kunert [28],
Grosman [22], Apel et al. [6], Zhao and Chen [41], or Kopteva [25, 26]. Also, we are solely
interested in the energy norm. Robust estimates in the maximum norm are obtained in Demlow
and Kopteva [11] and, on possibly anisotropic meshes, in Kopteva [24] for p = 1 any in Linss [29]
for any order p � 1 in one space dimension. We refer to Stevenson [32] for robust convergence, and
we refer to Faustmann and Melenk [21] and the references therein for balanced norms. Finally,
extensions to variable coe�cients " and  can be treated easily as in [5], whereas inhomogeneous
Dirichlet and Neumann boundary conditions, mixed parallelepipedal–simplicial meshes, meshes
with hanging nodes, and approximations with varying polynomial degree p can be treated as in
Doleǰśı et al. [14]. In particular, the main idea required to treat the case of approximations with
varying polynomial degrees is to construct the vertex-patch contributions of the equilibrated flux
with a local patch degree greater than or equal to the maximum polynomial degrees of the finite
element approximations over the patch [14]. For meshes with hanging nodes, the equilibration
can be taken over an extended patch of elements determined by the support of the associated
conforming nodal basis function. See also [17, Section 7] concerning the treatment of meshes
with arbitrarily many hanging nodes per face.
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2 Construction of the equilibrated flux

We present in this section the construction of our equilibrated flux �T and of the potential
approximation �T .

2.1 Notation

Let T be a matching simplicial partition of the domain ⌦, i.e.,
S

K2T K = ⌦, any element K 2 T
is a closed simplex (interval when d = 1, triangle when d = 2, tetrahedron when d = 3), and the
intersection of two di↵erent simplices is either empty, or a vertex, or their common l-dimensional
face, 1  l  d� 1. We denote by �T > 0 the shape-regularity parameter of the mesh T , i.e.

#T := max
K2T

hK

⇢K
, (2.1)

where ⇢K is the diameter of the largest ball contained in K. For each element K 2 T and for a
fixed integer p � 1, let Pp(K) denote the space of polynomials of total degree at most p on K.
Let

Pp(T ) := {v 2 L
2(⌦), v|K 2 Pp(K) 8K 2 T }

denote the space of scalar piecewise polynomials of degree at most p over T . Let ⇧T : L2(⌦) !
Pp(T ) denote the L

2-orthogonal projection operator from L
2(⌦) onto Pp(T ). We additionally

consider L
2(⌦) := L

2(⌦;Rd) and RTNp(T ) ⇢ L
2(⌦) the piecewise Raviart–Thomas–Nédélec

space defined by

RTNp(T ) := {vT 2 L
2(⌦), vT |K 2 RTNp(K) 8K 2 T },

RTNp(K) := Pp(K;Rd) + Pp(K)x.
(2.2)

For any subset S of ⌦, let hS denote the diameter of S. Thus, for instance, hK denotes
the diameter of the element K 2 T . Let V denote the set of vertices of the mesh T . It is
partitioned into the set of interior vertices V int := {a 2 V , a 2 ⌦}, and boundary vertices
Vext := V \ V int. For each vertex a 2 V, the function  a is the hat function associated with a,
i.e.,  a 2 P1(T )\H

1(⌦) taking value 1 in the vertex a and 0 in the other vertices. The set !a is
the interior of the support of  a with associated diameter h!a . Furthermore, let Ta denote the
restriction of the mesh T to !a, and let Fa denote the set of interior faces of Ta, i.e. the faces of
Ta that contain the vertex a for a 2 V int, without those on @⌦ for a 2 Vext. For each element
K 2 T , we collect in VK the set of vertices of V belonging to K. We also define TK :=

S
a2VK

Ta
and FK :=

S
a2VK

Fa.
Throughout this work, the notation a . b means that a  Cb with a constant C that only

depends on the shape-regularity parameter #T of T , on the space dimension d, and on the
polynomial degree p, so that it is in particular independent of the mesh-sizes hK and of the
problem parameters " and ; a ' b then stands for a . b and simultaneously b . a.

2.2 Trace and inverse inequalities

We first recall two inequalities that we will rely on.

Lemma 2.1 (Trace inequality with explicit constant). For all K 2 T and for all v 2 H
1(K)

that satisfy (v, 1)K = 0, i.e., that have vanishing mean-value on K, there holds

kvk@K  CTrkrvk
1
2
K
kvk

1
2
K
, CTr :=

p
#T (d+ 1) (2 + d/⇡). (2.3)
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Proof. We refer the reader to [13, Lemma 1.49] for the explicit constants of the trace inequality
for general functions in H

1(K); namely, for each face F ⇢ @K,

kvk2
F
 #T (2krvkK + d/hKkvkK) kvkK .

Then, we additionally apply the Poincaré inequality kvkK  hK/⇡krvkK for functions with
vanishing mean-value on K, and sum over all the faces F to obtain (2.3).

Lemma 2.2 (Inverse inequalities with explicit constants). For any K 2 T and any v 2
RTNp(K), we have

h
1/2
K

kv · nk@K  Cinv,p,@kvkK , hKkr · vkK  Cinv,pkvkK , (2.4)

where the constants Cinv,p,@ and Cinv,p are given by

Cinv,p,@ :=
p
(d+ 1)(p+ 2)(p+ d+ 1)#T , (2.5)

Cinv,p :=
p
d#T

p
5

4
(2
p
2)d
p

(p+ 1)(p+ 2)(p+ 3)(p+ 4). (2.6)

Proof. See Appendix A.

In practice, possibly sharper constants can be obtained for the inequalities in (2.4) by solv-
ing numerically small eigenvalue problems on each mesh element, or on a reference element in
combination with bounds for the influence of the a�ne mapping.

We will need below the following constant composed of the constants of the trace and inverse
inequalities (2.3) and (2.4):

C⇤ :=
1p
2

✓
1p
⇡
Cinv,p + CTr Cinv,p,@

◆
. (2.7)

2.3 Equilibrated flux �T and postprocessed potential �T

The construction of the auxiliary variables �T and �T giving the equilibration (1.10) is based
on independent local mixed finite element approximations of residual problems over the patches
of elements around mesh vertices.

For each a 2 V , let Pp(Ta), respectively RTNp(Ta), be the restriction of the space Pp(T ),
respectively RTNp(T ), to the patch of elements Ta around the vertex a. The local mixed finite
element spaces V a

T and Q
a

T are defined by

V
a

T :=

(
{vT 2 H(div,!a) \RTNp(Ta), vT ·n = 0 on @!a} if a 2 V int

,

{vT 2 H(div,!a) \RTNp(Ta), vT ·n = 0 on @!a \ @⌦} if a 2 Vext
,

(2.8a)

Q
a

T :=

(
Pp(Ta) if  > 0 or a 2 Vext

,

{qT 2 Pp(Ta), (qT , 1)!a = 0} if  = 0 and a 2 V int
,

(2.8b)

see Figure 1.
Recall that uT 2 VT with VT = Pp(T ) \H

1
0 (⌦) is the finite element solution given by (1.5).

Let C⇤ be the constant composed of the constants of the trace and inverse inequalities and given
by (2.7). Our construction is:
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a 2 V int

interior patch !a

vanishing normal flux

 a(a) = 1,  a(a⇤) = 0

a1

a2

a3

a4

a5

a 2 Vext

boundary patch !a

vanishing normal flux

 a(a) = 1,  a(a⇤) = 0

@⌦

a1

a2

a3

a4

Figure 1: Patches of elements Ta, vanishing normal flux conditions in the local Raviart–Thomas–
Nédélec spaces V a

T , and hat functions  a: interior (left) and boundary (right) vertex a 2 V

Definition 2.3 (Flux �T and potential �T ). For each vertex a 2 V, let (�a

T ,�
a

T ) 2 V
a

T ⇥ Q
a

T
be defined by the local constrained minimization problem

(�a

T ,�
a

T ) := argmin
(vT ,qT )2V

a
T ⇥Q

a
T

r·vT +2
qT =⇧T (f a)�"2ruT ·r a

w
2
a
k" aruT + "

�1
vT k2!a

+ k [⇧T ( auT )� qT ]k2!a

(2.9a)
with the weight

wa := min

⇢
1, C⇤

r
"

h!a

�
. (2.9b)

Then, extending each �
a

T and �aT by zero outside of the patch !a, �T 2 RTNp(T ) and �T 2
Pp(T ) are given by

�T :=
X

a2V
�

a

T , �T :=
X

a2V
�
a

T . (2.9c)

We remark that for an interior vertex a 2 V int, we have

(⇧T (f a)� "
2ruT ·r a, 1)!a = (f, a)!a � "

2(ruT ,r a)!a = 
2(uT , a)!a (2.10)

by Galerkin orthogonality with  a 2 VT as a test function in (1.5). Since

(r·�a

T , 1)!a = (�a

T ·n!a , 1)@!a = 0

by Green’s theorem and the vanishing normal flux condition imposed in the definition (2.8a) of
V

a

T , it follows that �aT necessarily satisfies the mean-value property

(�aT , 1)!a = ( auT , 1)!a 8a 2 V int
,

whenever  > 0. If  = 0 instead, then �aT is undefined by (2.9a) but one remarks that it is no
longer needed anywhere in the paper. In this case, Definition 2.3 coincides with [7, equation (9)],
[18, Definition 6.9], or [19, Construction 3.4]; in particular, the Neumann compatibility condition
of problem (2.9a) for a 2 V int follows from (2.10).

In practice, the constrained minimization problem (2.9a) is solved through its Euler–Lagrange
equations, which can be reduced to solving a linear system of dimension dimV

a

T + dimQ
a

T in
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the present context. This problem reads: find (�a

T ,�
a

T ) 2 V
a

T ⇥Q
a

T with �aT = �
a

T +⇧T ( auT )
and (�a

T , �
a

T ) 2 V
a

T ⇥Q
a

T such that

"
�2

w
2
a
(�a

T ,vT )!a � (�aT ,r·vT )!a = �w
2
a
( aruT ,vT )!a 8vT 2 V

a

T ,

(2.11a)

(r·�a

T , qT )!a + 
2(�aT , qT )!a = (f a � 

2
 auT � "

2ruT ·r a, qT )!a 8qT 2 Q
a

T .
(2.11b)

2.4 Properties of �T and �T

We have constructed �T and �T such that the following holds:

Proposition 2.4 (H(div,⌦)-conformity of �T , equilibration). Let �T 2 RTNp(T ) and �T 2
Pp(T ) be given by Definition 2.3. Then �T belongs to H(div,⌦), and �T and �T satisfy the
equilibration property (1.10).

Proof. First, the H(div,⌦)-conformity of �T follows from the fact that, for any vertex a 2 V,
the zero extension of �a

T belongs to H(div,⌦) as a result of the vanishing normal flux boundary
conditions in the space V

a

T . Then, to show (1.10), we employ the constraint in (2.9a) together
with (2.9c):

r·�T + 
2
�T =

X

a2V
[r·�a

T + 
2
�
a

T ] =
X

a2V

⇥
⇧T (f a)� "

2ruT ·r a

⇤
= ⇧T f,

where we have used the fact that the hat functions { a}a2V form a partition of unity over ⌦,
i.e.

P
a2V  a = 1.

3 A computable guaranteed a posteriori error estimate

This section presents our guaranteed and fully computable a posteriori error estimate. The
following upper bound on the energy norm of the error builds on [9, Theorems 3.1 and 4.4] and
[5, Lemma 2]. It employs additionally the concept of a potential reconstruction �T that will
turn out crucial for a simple and robust flux equilibration. Moreover, it relies on the trace and
inverse inequalities of Section 2.2 to make appear the crucial weighs (cut-o↵ factors), with the
constant C⇤ given by (2.7).

Theorem 3.1 (Guaranteed a posteriori error estimate). Let u be the weak solution of prob-
lem (1.1) given by (1.3) and let uT 2 VT be its finite element approximation given by (1.5). Let
�T 2 RTNp(T ) \ H(div,⌦) and �T 2 Pp(T ) be given by Definition 2.3. Then the following
upper bound for the energy norm of the error holds:

|||u� uT |||2 
X

K2T

⇥
wKk"ruT + "

�1
�T kK + k (uT � �T )kK + ewKkf �⇧T fkK

⇤2
, (3.1)

where the weights wK and ewK are respectively defined by

wK := min

⇢
1, C⇤

r
"

hK

�
, ewK := min

⇢
hK

⇡"
,
1



�
, K 2 T . (3.2)

Proof. First, we note that the energy norm of the error |||u� uT ||| is related to the residual
R(uT ) 2 H

�1(⌦), defined by

hR(uT ), vi := (f, v)� a(uT , v), v 2 H
1
0 (⌦),
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through the identity

|||u� uT ||| = |||R(uT )|||⇤, |||R(uT )|||⇤ := sup
v2H

1
0 (⌦), |||v|||=1

hR(uT ), vi, (3.3)

cf., e.g., [36, equation (4.1)]. Consider now hR(uT ), vi for a fixed function v 2 H
1
0 (⌦). Since

�T 2 H(div,⌦) and v 2 H
1
0 (⌦), Green’s theorem gives (�T ,rv) + (r·�T , v) = 0, so

hR(uT ), vi = (f, v)�a(uT , v) = (f �⇧T f, v)+((�T �uT ),v)� ("ruT +"�1
�T , "rv), (3.4)

where we have also used the equilibration identity (1.10). We now proceed by estimating each
term in (3.4) elementwise.

For each element K 2 T , we use the identity (f �⇧T f, v)K = (f �⇧T f, v�⇧T v)K and the
Poincaré–Friedrichs inequality on the convex element K, i.e. kv � ⇧T vkK  hK

⇡
krvkK for any

v 2 H
1(K), together with the energy error definition (1.13), to obtain the following bound

|(f �⇧T f, v)K |  kf �⇧T fkK min

⇢
hK

⇡"
k"rvkK ,

1


kvkK

�
 ewKkf �⇧T fkK |||v|||

K
. (3.5)

Here, actually, a little sharper bound is possible by a convex combination of the two possibilities,
but we prefer to use the simple form (3.5) with ewK in the form of minimum given by (3.2).

Next, it is clear that

|("ruT + "
�1

�T , "rv)K |  k"ruT + "
�1

�T kK |||v|||
K

(3.6)

for each K 2 T . However, this is not necessarily the sharpest possible estimate in the singularly
perturbed regime  � ". Therefore, following the idea of [9, Proof of Theorem 4.4], we use
Green’s theorem elementwise together with the fact that rv = r(v � vK), where vK denotes
the mean-value of v on K. This gives

("ruT +"
�1

�T , "rv)K = (("ruT +"
�1

�T )·n, "(v�vK))@K�(r·
�
"ruT + "

�1
�T
�
, "(v�vK))K .

The L
2(K)-stability of the mean-value, kv � vKkK  kvkK , Young’s inequality

k"rvk
1
2
K
kvk

1
2
K

 1p
2
|||v|||

K
, (3.7)

and the multiplicative trace inequality (2.3) altogether lead to

"kv � vKk@K  CTr"
1
2 k"rvk

1
2
K
kvk

1
2
K

 CTrp
2

p
hK

r
"

hK

|||v|||
K
.

Combined with the inverse inequality (2.4), we find that

|(("ruT + "
�1

�T )·n, "(v � vK))@K |  Cinv,p,@CTrp
2

r
"

hK

k"ruT + "
�1

�T kK |||v|||
K
. (3.8)

The L
2(K)-stability of the mean-value, the Poincaré–Friedrichs inequality in the form kv �

vKkK  hK
⇡
krvkK , and (3.7) yield

"kv � vKkK  "kvk
1
2
K
h

1
2
K
⇡
� 1

2 krvk
1
2
K

 hKp
2⇡

r
"

hK

|||v|||
K
.
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Thus, combined with the inverse inequality (2.4), we find that

|(r·
�
"ruT + "

�1
�T
�
, "(v � vK))K |  1p

2

1p
⇡
Cinv,p

r
"

hK

k"ruT + "
�1

�T kK |||v|||
K
. (3.9)

Therefore, combining inequalities (3.6), (3.8), and (3.9), we get

|("ruT + "
�1

�T , "rv)K |  wKk"ruT + "
�1

�T kK |||v|||
K

8K 2 T (3.10)

with wK given by (3.2) and C⇤ given in (2.7). As a side remark, it is possible to obtain a slightly
sharper bound, at the expense of making the weight wK more complicated than the simple form
given by (3.2).

Finally, we can apply the Cauchy–Schwarz inequality to see that |((�T � uT ),v)K | 
k (uT � �T )kK |||v|||

K
. Therefore, we deduce from (3.4) and the above inequalities that

|hR(uT ), vi| 
X

K2T

⇥
wKk"ruT + "

�1
�T kK + k (uT � �T )kK + ewKkf �⇧T fkK

⇤
|||v|||

K
,

which implies the upper bound on the error (3.1) after another Cauchy–Schwarz inequality,
using (3.3) and

P
K2T |||v|||2

K
= |||v|||2.

4 E�ciency and robustness of the estimate

This section establishes the local (and consequently global) e�ciency and robustness of our a
posteriori error estimate.

4.1 A basic stability result

The main tool in the analysis of e�ciency is the following stability result, where, we recall, the
broken and the patchwise H(div)-conforming Raviart–Thomas–Nédélec spaces RTNp(Ta) and
V

a

T are respectively given by (2.2) and (2.8).

Lemma 4.1 (Stability of patchwise flux equilibration). Let a vertex a 2 V be fixed, and let
gT 2 Pp(Ta) and ⌧T 2 RTNp(Ta) be given discontinuous piecewise polynomial functions, with
the Neumann compatibility condition (gT , 1)!a = 0 satisfied if a 2 V int. Then, there holds

min
vT 2V

a
T

r·vT =gT

k⌧T + vT k!a . sup
v2H

1
⇤(!a)

krvk!a=1

�
(gT , v)!a � (⌧T ,rv)!a

 
, (4.1)

where H
1
⇤ (!a) is the subspace of functions in H

1(!a) that have mean-value zero on the patch
subdomain !a if a 2 V int is an interior vertex, or that vanish on @!a \ @⌦ if a 2 Vext is a
boundary vertex.

The above result holds for any dimension d � 1, although some additional properties are
known for d  3. Indeed, in the case where d = 2, it is shown in [7, Theorem 7] that the constant
in (4.1) is in fact independent of the polynomial degree p, i.e. p-robust. The extension of the
p-robustness of the bound to the case of d = 3 was shown in [20, Corollaries 3.3 and 3.6]. It is
also possible to extend similar results of this kind to situations with hanging nodes and locally
refined submeshes, as shown in [17].
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4.2 Stability with respect to residual estimators

The next lemma shows that the local contributions of the equilibrated flux a posteriori estimators
of Definition 2.3 lie below the local residual estimators as defined in (1.7), with the element
residuals rT and face residuals jT are defined by (1.8) and the weights ↵K and ↵F defined
by (1.9).

Lemma 4.2 (Stability of patchwise flux equilibration with respect to residual estimators). For
each a 2 V, let �a

T and �aT be defined by (2.9a). Then

w
2
a
k" aruT + "

�1
�

a

T k2!a
+ k [⇧T ( auT )� �

a

T ]k2!a
.
X

K2Ta

↵
2
K
krT k2K +

X

F2Fa

"
�1
↵F kjT k2F .

(4.2)

Proof. Let a vertex a 2 V be fixed. Since �a

T and �aT are defined as minimizers of the functional
in the right-hand side of (2.9a), it is enough to prove that there always exist some v

⇤
T 2 V

a

T and
q
⇤
T 2 Q

a

T that satisfy the constraint r·v⇤
T +2q⇤T = ⇧T (f a)� "2ruT ·r a and that satisfy the

bound (4.2) with v
⇤
T in place of �a

T and q
⇤
T in place of �aT . The specific construction depends on

the mesh size and the problem parameters " and , as we now show.
Case 1, "/h!a   (reaction dominance). Up to a constant, we have �1 . hK/" and


�1 . hF /" for all elements K 2 Ta and all interior faces F 2 Fa. In this case, we adopt the

following construction. Let

⇢a :=
1

|!a|
( arT , 1)!a =

1

|!a|
( a(f + "

2�T uT � 
2
uT ), 1)!a , a 2 V int

,

and ⇢a := 0 otherwise. Next, we define

q
⇤
T :=

1

2

�
⇧T (f a) + "

2
 a�T uT � ⇢a

�
, v

⇤
T := argmin

vT 2V
a
T

r·vT =g
⇤
T

k"2 aruT + vT k!a , (4.3)

where
g
⇤
T := �"2(ruT ·r a +  a�T uT ) + ⇢a.

It is easy to check that if a 2 V int, then (g⇤T , 1)!a = 0, since the Galerkin orthogonality (take
vT =  a in (1.5)) implies that

(g⇤T , 1)!a = (f, a)� "
2(ruT ,r a)� 

2(uT , a) = 0. (4.4)

Therefore, it follows that q
⇤
T 2 Q

a

T and v
⇤
T 2 V

a

T are well-defined and that they satisfy the
constraint r·v⇤

T + 
2
q
⇤
T = ⇧T (f a)� "

2ruT ·r a.
We now bound w

2
a
k"2 aruT + v

⇤
T k2!a

and k [⇧T ( auT )� q
⇤
T ]k2!a

. First, we obtain

k [⇧T ( auT )� q
⇤
T ]k2!a

=
1

2
k⇧T ( arT )� ⇢ak2!a

 1

2
krT k2!a

.
X

K2Ta

↵
2
K
krT k2K ,

where we have used the stability of the L
2-projection (note that ⇢a is also the mean value of

⇧T ( arT ) on !a for a 2 V int) and the fact that k ak1,!a = 1 to bound k⇧T ( arT ) � ⇢ak!a .
Next, we apply Lemma 4.1 to bound w

2
a
k"2 aruT + v

⇤
T k2!a

. Note first that for an interior
vertex a 2 V int, (⇢a, v)!a = 0 for all v 2 H

1
⇤ (!a) since v 2 H

1
⇤ (!a) implies that v is orthogonal
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to constant functions on !a. We find that

k"2 aruT + v
⇤
T k!a . sup

v2H1
⇤(!a), krvk!a=1

�
(g⇤T , v)!a � ("2ruT , arv)!a

 

= sup
v2H1

⇤(!a), krvk!a=1

�
� ("2ruT ,r( av))!a � ("2�T uT , av)!a

 

= sup
v2H1

⇤(!a), krvk!a=1

X

F2Fa

(jT , av)F ,

(4.5)

where the last line follows by elementwise integration by parts. It is then straightforward to

deduce from the trace inequalities kvkF . h
� 1

2
K

kvkK + krvk
1
2
K
kvk

1
2
K

and the Poincaré–Friedrichs
inequality for functions in H

1
⇤ (!a) kvk!a . h!akrvk!a that

k"2 aruT + v
⇤
T k2!a

. h!a

X

F2Fa

kjT k2F . (4.6)

Consequently, using definition (2.9b) of the weight wa

w
2
a
k" aruT + "

�1
v
⇤
T k2!a

. "

h!a

h!a

"2

X

F2Fa

kjT k2F .
X

F2Fa

"
�1
↵F kjT k2F .

Therefore, if "/h!a  , we have shown that there exist v
⇤
T and q

⇤
T satisfying the constraint

r·v⇤
T + 

2
q
⇤
T = ⇧T (f a)� "

2ruT ·r a and such that

w
2
a
k" aruT + "

�1
v
⇤
T k2!a

+ k [⇧T ( auT )� q
⇤
T ]k2!a

.
X

K2Ta

↵
2
K
krT k2K +

X

F2Fa

"
�1
↵F kjT k2F .

As explained above, this implies (4.2) in the case "/h!a  .
Case 2, "/h!a >  (di↵usion dominance). We select

q
⇤
T := ⇧T ( auT ), v

⇤
T := argmin

vT 2V
a
T

r·vT =g
⇤
T

k"2 aruT + vT k!a ,

where
g
⇤
T := ⇧T ( a(f � 

2
uT ))� "

2r a·ruT .

Notice that Galerkin orthogonality implies that (g⇤T , 1)!a = 0 if a 2 V int as in (4.4), and also
r·v⇤

T + 
2
q
⇤
T = ⇧T (f a)� "

2ruT ·r a, so the requested constraint is satisfied. It then follows
directly from Lemma 4.1 that

k"2 aruT + v
⇤
T k!a . sup

v2H1
⇤(!a), krvk!a=1

(
(⇧T ( arT ), v)!a +

X

F2Fa

( ajT , v)F

)
,

where we use the fact that elementwise integration by parts shows that, as in (4.5),

(g⇤T , v)!a � ("2 aruT ,rv)!a = (⇧T ( arT ), v)!a +
X

F2Fa

( ajT , v)F .

Thus, proceeding as in (4.5)–(4.6) for the face residuals term and using the stability of the
L
2-projection, k ak1,!a = 1, and the Poincaré–Friedrichs inequality for functions in H

1
⇤ (!a),

kvk!a . h!akrvk!a , for the element residuals term, we get

k"2 aruT + v
⇤
T k2!a

. h
2
!a

X

K2Ta

krT k2K + h!a

X

F2Fa

kjT k2F .
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Consequently,

k" aruT + "
�1

v
⇤
T k2!a

.
X

K2Ta

↵
2
K
krT k2K +

X

F2Fa

"
�1
↵F kjT k2F .

Hence, on noting that wa  1 and that k [⇧T ( auT )� q
⇤
T ])k!a = 0, we see that (4.2) also holds

for the case "/h!a > .

Recall that TK :=
S

a2VK
Ta and FK :=

S
a2VK

Fa.

Proposition 4.3 (Bound on flux estimators by the residual estimators). Let �T and �T be
given by Definition 2.3. Additionally, let the volume and face residual functions rT and jT be
defined by (1.8). Then, for each element K 2 T , we have the bound

w
2
K
k"ruT + "

�1
�T k2K + k (uT � �T )k2K .

X

K02TK

↵
2
K0krT k2K0 +

X

F2FK

"
�1
↵F kjT k2F . (4.7)

Proof. For each mesh element K 2 T , we have �T |K =
P

a2VK
�

a

T |K and �T |K =
P

a2VK
�
a

T |K .
Furthermore, since { a}a2VK form a partition of unity overK and since ⇧T is the elementwise L2

projection of degree p, it follows that uT |K = ⇧T uT |K =
P

a2VK
⇧T ( auT ) |K . Furthermore,

(3.2) and (2.9b) together with the mesh shape regularity imply that wK . wa for each a 2 VK ,
where the constant depends only on #T . Therefore, we obtain

w
2
K
k"ruT + "

�1
�T k2K + k (uT � �T )k2K

.
X

a2VK

⇥
w

2
a
k" aruT + "

�1
�

a

T k2K + k[⇧T ( auT )� �
a

T ]k2K
⇤
.

Therefore, we can use (4.2) for each a 2 VK to get (4.7).

4.3 Local e�ciency and robustness of the estimate

We now recall the well-known e�ciency and robustness results for residual estimators, see [36,
Proposition 4.1] and [39] for details. For each K 2 T and F 2 F⌦, there holds

↵
2
K
krT k2K . |||u� uT |||2K + ↵

2
K
kf �⇧T fk2K , (4.8a)

"
�1
↵F kjT k2F .

X

K2T ,F⇢@K

h
|||u� uT |||2K + ↵

2
K
kf �⇧T fk2K

i
. (4.8b)

Therefore, the combination of Proposition 4.3 with (4.8) shows that the equilibrated flux
estimator of Theorem 3.1 is locally e�cient and robust.

Theorem 4.4 (Local e�ciency and robustness). Let u be the weak solution of problem (1.1)
given by (1.3) and let uT 2 VT be its finite element approximation given by (1.5). Let �T 2
RTNp(T )\H(div,⌦) and �T 2 Pp(T ) be given by Definition 2.3. Then, for each mesh element
K 2 T , there holds

w
2
K
k"ruT + "

�1
�T k2K + k (uT � �T )k2K .

X

K02TK

h
|||u� uT |||2K0 + ↵

2
K0kf �⇧T fk2K0

i
, (4.9)

where the constant in . depends only on the dimension d, the shape-regularity constant #T of
T , and on the polynomial degree p, so that it is independent of the parameters " and  and the
mesh-sizes hK .
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5 Necessity of the weights wK in the upper bound

Theorems 3.1 and 4.4 show that the estimator wKk"ruT +"�1
�T kK+k (uT � �T )kK obtained

from the flux equilibration of Definition 2.3 is a reliable, locally e�cient, and robust energy error
estimator for singularly perturbed reaction–di↵usion problems. Here we show the necessity of the
weight wK for robustness of equilibrated flux estimators that involve only piecewise polynomial
vector fields on T . We also recall that an alternative option, related to the approach in [2, 4, 5, 26],
is to perform an equilibrations on a submesh.

5.1 Necessity of the weights wK

The following proposition applies to any flux equilibration on T :

Proposition 5.1 (Best-possible bound by piecewise polynomials of the mesh T ). Let uT 2
Pp(T ) \ H

1
0 (⌦) be an arbitrary piecewise p-degree polynomial, p � 1, and let the face residual

term jT be defined by (1.8b). Let Pp0(T ;Rd) denote the space of Rd-valued piecewise polynomials
of degree at most p0 over T , where p

0 � 0 is an arbitrary nonnegative integer. Then,

inf
vT 2H(div,⌦)\Pp0 (T ;Rd)

k"ruT + "
�1

vT k &
r
h

"

 
X

F2F⌦

"
�1
↵F kjT k2F

! 1
2

, (5.1)

where h := minK2T hK , and where the constant depends only on the polynomial degrees p and
p
0, the dimension d, and the shape-regularity #T of T .

Proof. Let vT 2 H(div,⌦) \ Pp0(T ;Rd) be arbitrary. Then, for each interior face F 2 F⌦,
the H(div,⌦)-conformity of vT implies that JvT ·nF KF = 0, and hence jT |F = �"J("ruT +
"
�1

vT )·nF KF . Since ("ruT + "
�1

vT )|K 2 Pmax(p0,p�1)(K;Rd) for each element K 2 T , we can
apply the triangle inequality and the inverse inequality (analogous to (2.4)) to find that, for any
F 2 F⌦,

"
�1
↵F kjT k2F . "

h

X

K2T ,F⇢@K
k"ruT + "

�1
vT k2K . (5.2)

Therefore, we get (5.1) by summing (5.2) over all faces F 2 F⌦, and recalling that vT was
arbitrary.

The upshot of Proposition 5.1 is that for any problem where the jump estimators are su�-
ciently dominant, i.e. when

|||u� uT ||| '
 
X

F2F⌦

"
�1
↵F kjT k2F

! 1
2

, (5.3)

then any error estimator involving a term of the form k"ruT + "
�1

vT k without any weight will
necessarily be non-robust when h/" takes large values, since (5.1) and (5.3) then imply

inf
vT 2H(div,⌦)\Pp0 (T ;Rd)

k"ruT + "
�1

vT k
|||u� uT |||

&
r
h

"
. (5.4)

In other words, the e↵ectivity index can become arbitrarily large in the singularly-perturbed
regime when the weight wK is not included. It is then seen that the inclusion of the weight
term wK in Theorem 3.1 is necessary when considering flux equilibrations from vector-valued
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Figure 2: [Example 5.2, " = 1,  = 102, m = 3] Finite element approximation (5.6) and the
exact solution (left), detail (right)

piecewise polynomial subspaces of H(div,⌦) on the mesh T , regardless of the precise details of
the construction of the flux. Examples of flux equilibrations proposed in the past that cannot be
robust in general include Repin and Sauter [30], Ainsworth et al. [1], Eigel and Samrowski [16],
Eigel and Merdon [15], and Vejchodský [33, 35, 34].

We now present an example of a situation where (5.3) holds and where h/" can be arbitrarily
large. In fact the example is similar to the one in [2, Section 2.3], albeit with some suitable
adjustments.

Example 5.2 (Dominant jump estimators). Let ⌦ := (�1/2, 1/2) and let m be an odd integer
that will later on be chosen su�ciently large. Consider a uniform mesh T of ⌦ with 2N = (m+1)2

intervals, N := (m+ 1)2/2, and mesh size h := 1/(2N) = 1/(m+ 1)2. Hence, the interior nodes
are xi = ih, where i 2 {�N + 1, . . . , N � 1}. Let

f := IT cos(m⇡x) 2 P1(T ) \H
1
0 (⌦) (5.5)

denote the piecewise a�ne Lagrange interpolant (preserving the point values) of the function
x 7! cos(m⇡x); it follows from the fact that m is odd that f 2 H

1
0 (⌦). Note that in the example

of [2], the function f was chosen as cos(⇡x) instead.
Consider now problem (1.1) along with its finite element approximation (1.5) in the space

VT = P1(T ) \H
1
0 (⌦). It is easy to show that

uT = ("2µh + 
2)�1

f (5.6)

is the discrete solution, where

µh :=
6

2 + cos(m⇡h)

1� cos(m⇡h)

h2
,

as a result of the identity

Z 1/2

�1/2
f
0
v
0
T dx = µh

Z 1/2

�1/2
fvT dx 8vT 2 VT .

An illustration of the finite element approximation (5.6) for m = 3 (which gives 16 intervals,
h = 1/16, and µh roughly equal to 5.71h�1) together with the exact solution is given in Figure 2.
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Now, noting that interior vertices and faces coincide for problems in one space dimension, it
is found that

rT |K =
"
2
µh

"2µh + 2
f |K , jT |xi = �"2Ju0

T (xi)K =
"
2

"2µh + 2

2(1� cos(m⇡h))

h
f(xi).

Moreover, since limm!1
1�cos(m⇡h)

h
= ⇡

2

2 when h = h(m) = 1/(m+ 1)2, for any m there holds
µh ' h

�1. Suppose also henceforth that h/" � 1, so that ↵K given by (1.9) takes the value 1/.
Then, we find that

X

K2T
↵
2
K
krT k2K =

1

2

✓
"
2

"2µh + 2

◆2

µ
2
h
kfk2 '

✓
"
2

"2µh + 2

◆2
1

2h2
.

We also obtain

X

F2F⌦

"
�1
↵F kjT k2F '

✓
"
2

"2µh + 2

◆2
1

"

N�1X

i=�N+1

|f(xi)|2 '
✓

"
2

"2µh + 2

◆2
1

"h
,

where we have used the trigonometric identity

N�1X

i=�N+1

|f(xi)|2 =
N�1X

i=�N+1

��� cos
⇣
m⇡i

2N

⌘���
2
=

N�1X

i=�N+1

��� cos
⇣ (

p
2N � 1)⇡i

2N

⌘���
2
= N =

1

2h
.

Since "h  
2
h
2, we see that

X

K2T
↵
2
K
krT k2K .

X

F2F⌦

"
�1
↵F kjT k2F () |||u� uT |||2 '

X

F2F⌦

"
�1
↵F kjT k2F ,

where we note that there is no data oscillation since f 2 P1(T ). Hence this provides an example
where (5.3) holds, and the factor h/" can be made arbitrarily large. In Figure 2, the jumps in
the derivative of the numerical solution are clearly apparent.

5.2 Flux equilibration on a submesh

Remark 5.3 (Flux equilibration on boundary-layer adapted submeshes). The approach in [4,
5, 26], following [2], can be seen as defining a flux �eT 2 H(div,⌦) that satisfies an equilibration
property similar to (1.10), yet with the key di↵erence that �eT is defined with respect to a submesh
eT of T with thin elements that are adapted to the parameters " and  and local mesh-size (see
e.g. [4, Fig. 3]). In this case, the argument in the proof of Proposition 5.1 does not apply, because

the inverse inequality k("ruT + "
�1

�eT )·nF kF . h
� 1

2
K

k"ruT + "
�1

�eT kK , F ⇢ @K, K 2 T , is

not applicable when �eT 2 Pp0(eT ;Rd) but �eT /2 Pp0(T ;Rd). This essentially shows how there are
now two di↵erent approaches to constructing robust equilibrated flux estimators. Either the flux
is computed as a piecewise polynomial vector field with respect to the original mesh, in which
case the inclusion of a weight of the form of wK from (3.2) in the upper bound is necessary, or
one constructs the flux with respect to some other su�ciently rich subspace of H(div,⌦), such
as a piecewise polynomial subspace with respect to an adapted submesh eT of T , in which case the
weights are not necessary. Note that in some cases, the submeshes are only used conceptually in
the derivation of the estimators, with all computations performed in practice without explicitly
constructing the submeshes, see, e.g., [26, Lemma 7.1].
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IsoValue
0
0.0261124
0.0522247
0.0783371
0.104449
0.130562
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0.182786
0.208899
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0.313348
0.339461
0.365573
0.391685
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0.44391
0.470022
0.496135
0.522247
0.548359
0.574472
0.600584
0.626696
0.652809
0.678921

energy errors
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0.423066
0.461527
0.499987
0.538448
0.576908
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0.653829
0.69229
0.73075
0.769211
0.807672
0.846132
0.884593
0.923053
0.961514
0.999974

estimators

Figure 3: [Section 6.1, " = 1,  = 102] Exact (left) and estimated (right) energy error on each
mesh element, uniform 20⇥ 20⇥ 2 mesh, polynomial degree p = 2.
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Figure 4: [Section 6.1, " = 1,  varies] Energy errors and estimates together with their com-
ponents, scaled relative to |||uT ||| (left), and corresponding e↵ectivity indices (right). Uniform
100⇥ 100⇥ 2 mesh, polynomial degree p = 1.

6 Numerical illustration

We illustrate here our theoretical developments on two test cases performed with the FreeFem++
code [23].

6.1 A boundary layer

Consider problem (1.1) on the unit square ⌦ = (0, 1) ⇥ (0, 1), with the exact solution as in [22]
given by

u(x, y) = e
�

" x + e
�

" y;

this corresponds to taking f = 0 in (1.1) but replacing the homogeneous Dirichlet boundary
condition by the value of u on the boundary @⌦. We take the di↵usion parameter " = 1 and
observe that u develops a sharp boundary layer along the axes y = 0 and x = 0 for high values of
the reaction parameter . We employ the a posteriori error estimators of Theorem 3.1, with in
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Figure 5: [Section 6.1, " = 1,  varies] Energy errors and estimates together with their com-
ponents, scaled relative to |||uT ||| (left), and corresponding e↵ectivity indices (right). Uniform
100⇥ 100⇥ 2 mesh, polynomial degree p = 2.

particular the flux �T and the potential �T constructed following Definition 2.3. The polynomial
degree of the finite element approximation (1.5) is equal to either p = 1 or p = 2; correspondingly,
�T is constructed in the RTNp finite-dimensional subspace of H(div,⌦), whereas the potential
�T is a piecewise constant or a piecewise a�ne polynomial.

Figure 3 presents the exact element-wise errors |||u� uT |||K together with the element esti-
mators ⌘K := wKk"ruT + "

�1
�T kK + k (uT � �T )kK for  = 102 and p = 2 on a uniform

mesh given by 20⇥20 squares, each cut into two triangles. We see that the error is concentrated
on the boundary layers of the solution, and we observe an excellent match between the exact
element-wise errors and the a posteriori estimators.

Figures 4 and 5 then assess the quality of the estimators for  varying between 10�2 and 108,
uniform 100 ⇥ 100 (⇥2) meshes, and respectively p = 1 and p = 2. We observe a stable (and
excellent) e↵ectivity index given by the ratio of the estimate of (3.1) over the error |||u� uT |||.
For a better insight, we compare the H1-seminorm part of the error, given by "kr(u�uT )k, with
the part of the estimator involving the fluxes, i.e.

�P
K2T

⇥
wKk"ruT + "

�1
�T kK

⇤2�1/2
. We

also compare the L
2-norm part of the error, given by ku� uT k, with the part of the estimator

involving the potentials, i.e. kuT � �T k. We observe that for smaller values of , the H
1-part

of the error and flux-part of the estimator dominate, whereas the situation reverses for higher
values of . Our estimates also appear to predict quite closely these two components of the error.

6.2 Necessity of the weights wK

Our second test case corresponds to a two-dimensional analogue of Example 5.2. We con-
sider ⌦ := (�1/2, 1/2) ⇥ (�1/2, 1/2), along with homogeneous Dirichlet conditions on left and
right edges of @⌦, and homogeneous Neumann boundary conditions on top and bottom edges
of @⌦. We define f as the extension by constants along the lines x = const of the function
from (5.5), where we use the value m = 3 for the parameter in (5.5). Then the exact solution
u is simply the extension of the one-dimensional one, see Figure 2. We construct the meshes in
analogy with Example 5.2, so the value m = 3 leads to a uniform mesh of ⌦ with 16 ⇥ 16 ⇥ 2
elements. Taking the Dirichlet boundary conditions prescribed by the extensions of (5.6) every-
where on @⌦, the finite element solution (1.5) coincides with (5.6). Figure 6 illustrates this in
terms of the absolute values of the pointwise di↵erences "@x(u� uT ) and (u� uT ).
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IsoValue
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0.000172163
0.00017905
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Figure 6: [Section 6.2, " = 1,  = 102, m = 3] Absolute values of the pointwise di↵erences
"@x(u� uT ) (left) and (u� uT ) (right), uniform 16⇥ 16⇥ 2 mesh, polynomial degree p = 1.
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5.16019e-06
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energy errors
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9.27467e-07
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2.7824e-06
3.09156e-06
3.40071e-06
3.70987e-06
4.01902e-06
4.32818e-06
4.63734e-06
4.94649e-06
5.25565e-06
5.5648e-06
5.87396e-06
6.18311e-06
6.49227e-06
6.80142e-06
7.11058e-06
7.41974e-06
7.72889e-06
8.03805e-06

estimators

Figure 7: [Section 6.2, " = 1,  = 102, m = 3] Exact (left) and estimated (right) energy error on
each mesh element, uniform 16⇥ 16⇥ 2 mesh, polynomial degree p = 1.
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Figure 8: [Section 6.1, " varies,  = 102, m = 3] Relative error and estimate together with
their components (left), e↵ectivity indices for weighted and unweighted error estimators (right).
Uniform 16⇥ 16⇥ 2 mesh, polynomial degree p = 1.

We present in Figure 7 the energy errors |||u� uT |||K together with the element estimators
⌘K , still for " = 1,  = 102, and p = 1. The estimators match the true error distribution over
⌦ nearly perfectly, and they identify well the important jumps of the normal component of the
approximate solution.

Finally, Figure 8 assesses the quality of our estimates for " varying between 10�6 and 104,
 = 102, and p = 1. The e↵ectivity index remains uniformly bounded in all cases, bounded from
above by approximately 27, and tends to one for large values of ". The e↵ectivity indices of
roughly 27 suggests that the constant C⇤ from (2.7) could ideally be reduced, possibly through
numerical computation of the optimal constants appearing in the definition of C⇤. The right
panel of Figure 8 additionally shows the e↵ectivity indices of the estimators when not employing
the weights (neither in Definition 2.3, nor in Theorem 3.1), which become unbounded for small ".
Thus, in confirmation of our theory, the weights are crucial for the robustness of the estimators
with respect to the ratio h/".

A Explicit constants for the inverse inequality

For each polynomial degree p � 0, let Cp,1 denote the best constant of the inverse inequality for
the unit interval (0, 1), i.e.

kv0kL2(0,1)  Cp,1kvkL2(0,1) 8 v 2 Pp(0, 1), (A.1)

where Pp(0, 1) denotes the space of univariate polynomials of degree at most p on (0, 1). It was
shown in [27] that, for all p � 0,

Cp,1  1p
2

p
p(p+ 1)(p+ 2)(p+ 3); (A.2)

where we have taken into account the fact that we consider Cp,1 on the unit interval (0, 1) rather
than the interval (�1, 1) as in [27]. This improves on earlier bounds, e.g. in [31].

We will show here explicit bounds for the constants of the inverse inequality for hypercubes
and simplices in terms of Cp,1.
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A.1 Unit hypercube

For an integer d � 1, let {1:d} be a shorthand notation for {1, . . . , d}. Let Qd := {x 2 Rd
, |x|1 

1, xi � 0 8i 2 {1:d}} denote the unit hypercube in Rd, where |x|1 := maxi2{1:d}|xi|. Let Pp(Qd)
denote the space of polynomials of total degree at most p on Qd.

Lemma A.1. For all d � 1 and all p � 0, we have

kvxikL2(Qd)  Cp,1kvkL2(Qd) 8 v 2 Pp(Qd), 8i 2 {1:d}. (A.3)

Proof. After a possible re-labelling of the indices, it is enough to show that (A.3) holds for the
case i = 1. Then, writing x = (x1, x

0) with x
0 2 Rd�1, we see that

Z

Qd

|vx1 |2dx =

Z

Qd�1

Z 1

0
|vx1(x1, x

0)|2dx1dx
0  C

2
p,1

Z

Qd�1

Z 1

0
|v(x1, x

0)|2dx1dx
0 = C

2
p,1

Z

Qd

|v|2dx,

where we use the fact that x1 7! v(x1, x
0) is in Pp(0, 1) for all x0.

A.2 Unit simplex

For a parameter t > 0, let Kd

t
:= {x 2 Rd

, |x|1  t, xi � 0 8i 2 {1:d}}, where |x|1 :=
P

d

i=1|xi|,
denote the simplex in Rd with side-length t. If t = 1, we adopt the simpler notation K

d := K
d

1 .
Let Cp,d denote the best constant such that

kvxikL2(Kd)  Cp,dkvkL2(Kd) 8 v 2 Pp(K
d), 8i 2 {1:d}. (A.4)

We shall obtain here an explicit bound for the constant Cp,d in terms of the space dimension d

and the constant Cp,1 of (A.1).

Figure 9: Subdivision of the unit simplex used in the proof of Theorem A.2. The unit simplex
is shown for d = 3, along with its sub-simplex K† (edges shown in green) and sub-parallelepiped
Q† (edges shown in red).

Theorem A.2. For all d � 1 and for all p � 0, the best constant Cp,d in (A.4) satisfies

Cp,d 
p
5

4
(2
p
2)dCp,1. (A.5)
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Proof. The proof is based on an induction on the dimension, where we seek to bound Cp,d in terms
of Cp,d�1, Cp,1, and d. Without loss of generality, it is enough to consider only the case i = 1
in (A.4), after a possible re-labelling of the indices. Then, writing x = (x0

, xd) with x
0 2 Rd�1,

we have
R
Kd |vx1 |2dx =

R 1
0

R
K

d�1
1�xd

|vx1 |2dx0dxd. Since, for fixed xd 2 (0, 1), x0 7! v(x0
, xd) is a

polynomial of degree at most p on K
d�1
1�xd

, it would be natural to apply the inverse inequality
for simplices of dimension d� 1 after a suitable scaling. However, a di�culty arises for xd close
to 1 due to the appearance of a negative power of 1 � xd inside the resulting integral. We can
overcome this obstacle using an appropriate subdivision of the unit simplex and a change of
variables.

The proof proceeds in two steps. We first treat the case d = 2 and show that (A.5) holds (we
actually consider d � 2 below for the sake of generality), and then the induction is carried out
on d with a di↵erent argument, leading to a sharper bound than that would result from step 1
only.

Step 1. Let d � 2 and consider the partition of K into K⇤ := {x 2 K,xd < 1 � 1/d} and
K† := K\K⇤. Then, kvx1k2L2(Kd) = kvx1k2L2(K⇤)

+kvx1k2L2(K†)
, and the first term can be bounded

as follows:

kvx1k2L2(K⇤)
=

Z 1�1/d

0

 Z

K
d�1
1�xd

|vx1 |2dx0

!
dxd


Z 1�1/d

0

 
C

2
p,d�1

(1� xd)2

Z

K
d�1
1�xd

|v|2dx0

!
dxd  d

2
C

2
p,d�1kvk2L2(K⇤)

, (A.6)

where crucially we use the fact that (1 � xd)�2  d
2 for xd  1 � 1/d. In order to bound the

second term kvx1k2L2(K†)
, we introduce a change of coordinates in terms of the a�ne map F

defined by

F (⇠) := ed +
dX

i=1

(ei�1 � ed)⇠i,

where e0 = 0, and ei is the i-th unit vector for 1  i  d. Letting x = F (⇠), we have xj = ⇠j+1

for j  d�1, and xd = 1�
P

d

i=1 ⇠i. The inverse is then given by ⇠1 = 1�
P

d

i=1 xi, and ⇠j = xj�1

for 2  j  d. It is thus easily seen that F is a bijection from K onto itself, and that F (0) = xd.
Thus F corresponds to a change of coordinates on the unit simplex. Additionally, it can be
shown that the Jacobian |detDF | = 1.

Let Q
d

1/d := {⇠ 2 Q
d
, |⇠|1  1/d} be a hypercube with side length 1/d, and let Q† be the

parallelepiped obtained as the image of Qd

1/d under the mapping F , i.e. Q† = F (Qd

1/d). It is then
easy, but tedious, to show that

K† ⇢ Q† ⇢ K. (A.7)

Figure 9 illustrates the sets K†, Q†, and K for the case d = 3. Now, let ev(⇠) = v(F (⇠)) be the
pullback of v under F . Since F is a�ne, ev 2 Pp(Kd). It is also easy to check that vx1 = ev⇠2 �ev⇠1 .
Using the change of variables and the fact that |detDF | = 1, it follows from (A.7) that

kvx1k2L2(K†)
 kvx1k2L2(Q†)

= kev⇠2 � ev⇠1k2L2(Qd
1/d

)  2(kev⇠2k2L2(Qd
1/d

) + kev⇠1k2L2(Qd
1/d

)).

Applying the inverse inequality for hypercubes, namely kev⇠ik2L2(Qd
1/d

)
 d

2
C

2
p,1kevk2L2(Qd

1/d
)
, and

changing back to the original variables, we then obtain from the second inclusion in (A.7) that

kvx1k2L2(K†)
 4d2C2

p,1kvk2L2(Q†)
 4d2C2

p,1kvk2L2(Kd). (A.8)
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Therefore, combining (A.6) and (A.8), we arrive at kvx1k2L2(Kd)  d
2(C2

p,d�1 + 4C2
p,1)kvk2L2(Kd),

for any v 2 Pp(Kd). This implies C
2
p,d

 d
2(C2

p,d�1 + 4C2
p,1), and thus (A.1) and an induction

argument show that

Cp,d 
⇣
1 + 4

P
d�1
j=1

1
(j!)2

⌘ 1
2
d!Cp,1 (A.9)

for any d � 2. This shows (A.4), but with a worse constant than that of (A.5) for d � 3. For
this reason, we proceed in a second step in a di↵erent way.

Step 2. Let d � 3. We again subdivide the simplex K, this time as

K = {x 2 K, xd  1/2} [ {x 2 K, xd�1  1/2}.

Furthermore, for any fixed xd�1, x0
d�1 = (x1, . . . , xd�2, xd)0 7! v(x) is a polynomial of degree at

most p on a simplex that is isometric to K
d�1
1�xd�1

. Let also x
0
d
= (x1, . . . , xd�1). Crucially, since

d � 3 and we subdivide above into two subsets, we can avoid the critical subset K† of Step 1 as

kvx1k2L2(Kd) 
dX

j=d�1

Z 1/2

0

 Z

K
d�1
1�xj

|vx1 |2dx0
j

!
dxj


dX

j=d�1

Z 1/2

0

C
2
p,d�1

(1� xj)2

 Z

K
d�1
1�xj

|v|2dx0
j

!
dxj  8C2

p,d�1kvk2Kd . (A.10)

It then follows by induction that Cp,d  (2
p
2)d�2

Cp,2 for all d � 3. Since Cp,2  2
p
5Cp,1 by

(A.9), we get (A.5).

Applying Theorem A.2 to the cases d = 2 and d = 3 gives the following explicit bounds

Cp,2 
p
10p(p+ 1)(p+ 2)(p+ 3), Cp,3 

p
80p(p+ 1)(p+ 2)(p+ 3). (A.11)

A.3 General simplex

Let K be a simplex in Rd, d � 2, and let K̂ denote the unit simplex. Let JK denote the
di↵erential of the a�ne transformation mapping TK : K̂ ! K. For v 2 RTNp(K), we define

the Piola transformation v̂ 2 RTNp(K̂) by

v̂(x̂) = |det JK |J�1
K

[v � TK(x̂)]. (A.12)

Lemma A.3 (Ciarlet [10] Thm 3.1.2 and [13]). There holds

kJKk2  hK

⇢
K̂

, kJ�1
K

k2 
p
2

⇢K
, |det JK | = |K|d

|K̂|d
,

|@K|d�1

|K|d
 (d+ 1)d#T h

�1
K

. (A.13)

Note that in Lemma A.3, we have used the fact that the diameter of the unit simplex is
p
2

for all d � 2.

Lemma A.4 (Hesthaven & Warburton [40]). Let v 2 Pp(K). Then

kvk@K 

s
(p+ 1)(p+ d)

d

|@K|d�1

|K|d
kvkK .
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Therefore, for v 2 RTNp(K), we have

h
1/2
K

kv · nk@K  Cinv,p,@kvkK , Cinv,p,@ :=
p
(d+ 1)(p+ 2)(p+ d+ 1)#T .

Lemma A.5. Let K be a simplex in Rd and v 2 RTNp(K). Then,

hKkr · vkK  Cinv,pkvkK , Cinv,p :=
p
2d#T Cp+1,d, (A.14)

where Cp,d is characterized in Theorem A.2.

Proof. Using the Piola Transformation, we have r · v = rx̂ · v̂/|det JK |, therefore, kr · vk2
K


|det JK |�1kr·v̂k2

K̂
. Then, since v̂i 2 Pp+1(K̂) for i 2 {1:d}, we apply Theorem A.2 to obtain kr·

v̂k2
K̂

 d
P

d

i=1kv̂i,xik2K̂  dC
2
p+1,dkv̂k2K̂ . Then, using the definition of the Piola transformation,

it is seen that kv̂k2
K̂

 kJ�1
K

k22|det JK |kvk2
K
. We then use the bound kJ�1

K
k2 

p
2#T h

�1
K

from (A.13) to find that hKkr · vkK 
p
2d#T Cp+1,dkvkK , which finishes the proof.

References

[1] M. Ainsworth, A. Allendes, G. R. Barrenechea, and R. Rankin, Fully computable
a posteriori error bounds for stabilised FEM approximations of convection–reaction–di↵usion
problems in three dimensions, Internat. J. Numer. Methods Fluids, 73 (2013), pp. 765–790.
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