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Abstract

The aim of this project was to perform an abundance analysis of a selection of 

mercury-manganese and normal A and B-type stars. Observations of thirteen stars 

were taken using the Hamilton Echelle Spectrograph and coudé auxilliary telescope 

(CAT) situated at Lick Observatory. The high signal-to-noise optical spectra were 

reduced with the aid of the software packages FIG ARO  and V IST A . A technique for 

measuring the parasitic light parallel to the dispersion of the spectrum was devised; 

none was found (mean P =  -1.0±0.8%), which implies tha t measured equivalent 

widths should be free of this im portant systematic error.

Measurements were made of the wavelengths and equivalent widths of unblended 

spectral lines. The spectra were modelled using A T L A S -6  model atmospheres and 

the synthesis package u c l s y n . Effective temperatures and surface gravities for the 

programme stars were adopted from Smith and Dworetsky (1993). Abundances were 

generally determined by comparing synthetic equivalent widths to measured equiv­

alent widths. Where line blends made this impossible, the observed spectra were 

compared to the synthetic spectra. The instrumental profile was determined from 

arc calibration lines and was found to be asymmetric; the profile was measured and 

was convolved with the synthetic spectra to allow a comparison with observations 

to be made.

Microturbulence parameters for these stars were determined according to the 

method of Magain (1984); stars with effective temperatures below 11OOOK showed a 

positive value, but stars above this temperature yielded microturbulences consistent 

with zero.

The abundances generally compare well with the literature and are in many 

cases an improvement on existing work. Phosphorus showed a positive correlation 

with effective temperature in HgMn stars and manganese also exhibits a strong 

correlation, in agreement with previous observations. The strong manganese line 

at A4206.367 was found to exhibit a systematic discrepancy with respect to other 

manganese lines at high abundances; this is probably due to hyperfine structure and 

it is recommended tha t this line not be used for abundance analysis in the future 

unless its structure can be modelled explicitly.
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Chapter 1

Introduction

1.1 Overview

This thesis provides an analysis of the abundance of elements observed in mercury 

manganese stars. Mercury-manganese (HgMn) stars are a class of B-type main 

sequence stars whose spectra exhibit strong lines of mercury and/or manganese. 

It is possible to determine the chemical compositions of these stars from direct 

observations and subsequent analysis of their spectra.

1.1.1 A im  and O bjectives

The HgMn phenomenon is not currently fully explained, although progress has been 

made for some elements in the area of diffusion theory. This thesis will constitute an 

im portant contribution to the science of HgMn stars through its meticulous selection 

of spectral lines and careful data handling.

One of the aims of this project was to obtain abundances for a number of HgMn 

stars and compare them to the results predicted by theory; another was to ensure 

the data were as accurate and wide ranging in their element coverage as possible. 

This ensures tha t this work is not simply an addition to but an improvement on 

existing data on this class of stars.

It was also hoped tha t this thesis could introduce an improved means of deter­

mining the nature and quantity of contamination of the spectrum due to scattered
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and parasitic light, and of removing it if it were present. This would then give 

improved equivalent width measurements and therefore improved abundances.

Finally, it was worth using the research time to investigate anomalies reported 

by other authors, such aa the differences in abundances between different ionisation 

stages seen in the results of Adelman (1991) and possibly to identify new ones. 

Confirmation or rejection of reported abundance trends for some elements would 

also be possible.

In order to monitor systematic error in the abundance calculations the sample 

should include both HgMn and a control sample of solar abundance or ‘normal’ 

stars.

The thesis should be a considerable improvement on the work of Heacox (1979), 

whose analysis of HgMn stars contained obvious systematic errors, and Lemke’s 

(1990) work which, because of the narrow spectral range of the data  used, only 

used the Ca I resonance line for its abundance determination. The work will also 

provide magnesium abundances which appear to be free of known systematic error 

and improved abundances for the normal star Dra, as well as vanadium, yttrium  

and zirconium abundances.

It will also be more extensive in its study of the abundances of different elements 

than work in the field by other authors than Adelman (1989, 1991, 1994). Most 

published work deals with an in-depth study of a few elements (i.e., Heacox (1979), 

Lemke (1990), Sadakane et al (1983)) and in order to obtain a full picture of the 

abundances of individual chemically peculiar stars it would be necessary to combine 

these results. This would not be an ideal situation as the methods, spectra and 

software used by each researcher would be different. Instead, this thesis will follow 

the approach of Adelman, which is to study in depth the abundances of as many 

elements as possible, to allow a picture to be built up of the stellar abundance of 

each star using a single source of data.

Finally, the approach of this thesis can be considered superior to the recent work 

of Adelman (1989, 1991, 1994), but in a different way than to other work. The 

abundances obtained here will be calculated using only those lines which meet the 

necessary criteria of being unblended, with known atomic data and on the linear
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Table 1.1: The ten stages of the project

Objective Stage Chapter

Selection of programme stars 1 2

Observing 2 2

Plan analysis 3 2

Reduce data 4 2

Measure wavelengths 5 3

Measure equivalent widths 6 3

Select atomic data 7 4

Spectrum synthesis 8 5

Error determination 9 5

Comparison 10 6

portion of the curve-of-growth. In contrast, the work of Adelman contains a large 

selection of lines of varying strengths and oscillator strength quality.

1.1.2 S tru ctu re o f th e  th esis

The method adopted in this thesis for abundance determination involved a number 

of distinct stages. The initial stage was to obtain high resolution échelle spectra 

of thirteen stars. Next a technique was devised for the reduction of these spectra 

which minimises systematic error. The spectrum of one of these stars, the HgMn 

star V—Her, was examined in great detail and the wavelengths of the spectral lines 

measured and the lines identified. A full list of the wavelengths and the line iden­

tifications for V Her was compiled in order to aid the selection of lines from which 

the equivalent widths of the other twelve stars can be measured. The final stages 

involved the synthesis of stellar spectra and calculations of chemical abundances 

for each star and estimation of the internal and external errors in the calculation. 

Finally the efficacy of the method is tested by comparison of the normal star spectra 

with published work.

The ten stages of the project are shown in Table 1.1.
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1.2 Background information

1.2.1 A  and B -ty p e  m ain-sequence stars

A- and B-type main sequence stars are found in the temperature range 7500 -  

30 OOOK (A7V -  BOV). Not all A- and B-type main- sequence stars can automatically 

be assumed to show solar-type chemical abundances in their spectra, and stars 

which do not show solar abundances, the ‘chemically peculiar’ (or CP) stars, appear 

frequently throughout the narrow tem perature range between 9000 and 16 OOOK 

(Wolff 1983).

Normal early A and late B-type stars occur in the Tgfr range where photospheric 

mass motions are expected to be small. They do not appear to have the surface 

anomalies characteristic of CP stars, are found to have similar compositions to the 

Sun when analysed under LTE conditions and have no observed periodic or non­

periodic variability (Wolff 1983). But normal stars in the CP star temperature 

range may be a rarity rather than a common occurrence; Cowley (1969) states that 

one-fifth of A-stars have conspicuous spectral anomalies while Gray (1992) writes 

that CP stars may comprise anything upwards of one-third of all A and B stars, and 

Ramella et al (1989), Lemke (1989,1990) suggest that sharp-lined normal A- and 

B-type stars may be the exception rather than  the rule. Indeed, the case of Vega (cK 

Lyr, a program star), which authors from Hunger (1955) to Smith and Dworetsky

(1993) found to be metal deficient, helps to illustrate the scarcity of normal stars 

around AO (Wolff 1983), when it is recalled tha t Vega is considered to be a ‘standard’ 

AOV star.

There are several classes of main sequence CP stars; the Ap, Am, HgMn, ABoo, 

and He-wk stars. Some CP stars are found to exhibit measurable magnetic fields 

(Preston 1971). Cowley’s 1980 classification scheme places both the Ap and silicon- 

overabundant helium-weak stars into the magnetic CP star class. The AmFm stars 

are non-magnetic and are given their name because of the abnormally strong metal 

lines in their spectra (Conti 1970). The other non-magnetic CP A- and B-type stars 

are; another type of ‘helium-weak’ [He-wk] star which shows enhanced phosphorus 

and gallium, a class of He-wk star which shows titanium  and strontium enhancements 

and the non-magnetic mercury-manganese [HgMn] stars which show overabundances
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of mercury, manganese, gallium and phosphorus. Details of all three of the He-wk 

classes can be found in Borra, Landstreet and Thompson (1983). The stars from each 

CP class sometimes vary a great deal in detail but still share the common properties 

of the class. Some apparently normal stellar spectra show chemical peculiarities only 

at high resolution; these are the ‘superficially normal’ stars (Cowley 1980, Cowley 

et al 1982).

1.2.2 T h e C P stars o f th e  m ain-sequence

The Ap stars are known to have magnetic fields (Preston 1971, Dworetsky 1993)

and Zeeman effect measurements confirm this (Conti 1970). They are found in the 

upper region of the A-star temperature range but Ap stars have bluer colours for 

their spectroscopic temperatures than normal stars; i.e., AOp corresponds in colour 

and luminosity to B8 normal stars. Deutsch (1947) found tha t the helium lines in 

the spectra of these stars are abnormally weak. The chemical abundances of Ap 

stars also show a tendency to increase with but do not correlate with vs'm i 

or magnetic field strength (Adelman 1973). Ap stars also show unusual properties 

regarding chromium and silicon abundances. The ratio of silicon to magnesium in 

hotter stars is more than a factor of 25 greater than that seen in cooler Ap stars.

The cooler stars show abundances of chromium and silicon which, though they vary

from star to star, are consistent with normal stars. However, hotter Ap stars show 

overabundances of chromium. Generally the chemical abundances of Ap stars show 

scatter from star to star. Wolff (1983) draws attention to a tem perature dependent 

classification scheme first drawn up by Jcischek (1958) for magnetic A-stars. The 

bluest and hottest stars are called A4200 Si stars, and the sequence passes through 

the Si, Sr-Cr-Eu and Eu-Cr-Sr to Sr, the coolest and least-blue stars. Jaschek and 

Jaschek (1967) found that the correlation between Teff and peculiarity is statistically 

significant.

The Am stars were first defined by Roman et al (1948) and were classified as 

those stars ‘for which spectral type derived from the K line of Ca ii is five subclasses 

earlier than the type corresponding to metal line strength’ (Wolff 1983). Am stars 

also have weaker hydrogen Baimer lines than would be expected for a main sequence 

star of the apparent spectral type of the Am star and they are not thought to be
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magnetic (Preston 1971). There are three distinct types of Am stars; those which 

exhibit both weak calcium and scandium lines and strong metal lines, stars with 

weak calcium and scandium lines alone, and stars which show only the strong metal 

lines.

The chemically peculiar A Boo stars are characterised by weak metal lines and 

vs'm i values anywhere between 5 and 200kms“ .̂ Sargent (1965) estimates A Boo 

stars comprise 1-2 percent of A-type dwarfs. The review paper of Gerbaldi and 

Faraggiana (1993) expands this definition further and defines A Boo stars as those 

having a deficiency of a factor of 3 in the iron-group elements Sr, Fe, Ti and Sc. 

These stars are also normal in oxygen abundance and deficient in Mg and Ca when 

compared to the star’s iron abundance. It is not thought tha t A Boo stars evolve 

through radiative diffusion processes; instead it has been proposed that these stars 

are in the late phases of pre-main sequence evolution; this hypothesis is strengthened 

by the detection of a narrow Ca II K line and the Na II D doublet, both  of which 

signify the presence of circumstellar m atter surrounding these stars.

The ‘Helium-rich’ [He-rich] stars can be divided into two subclasses (Hunger 

1975), one of which is highly evolved and of low mass, and one of which is on 

the main sequence. The temperature range of the latter class does not have a 

well-defined boundary but appears not to extend into the 0 -sta r range. Five of 

the ten He-rich main-sequence stars observed by Borra and Landstreet (1979) have 

rotational velocities greater than 150kms“ .̂

The ‘Helium-weak’ [He-wk] stars (Borra, Landstreet and Thompson 1983, Wolff

1983) occupy the spectral range B3-B7 and exhibit a discrepancy between photo­

metric colours and spectral type, as well as a helium deficiency anywhere between 

2 and 15 times tha t observed in normal stars. The magnetic Si-overabundant stars 

show spectra similar to the magnetic A 4200 stars of the Ap class, the non-magnetic 

P-Ca stars show spectra much like hot versions of mercury-manganese B-type stars 

with an overabundance of ^He with respect to '^He (Hartoog and Cowley 1979) and 

another class shows enhanced titanium  and strontium which implies tha t there may 

be a tem perature dependent continuum of these stellar types.

Mercury-manganese stars are CP non-magnetic late B-stars. Their characteris­

tics are further discussed in Section 1.2.3.
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1.2.3 M ercury-m anganese stars

Mercury-manganese stars were first discovered and classified as manganese stars by 

Morgan (1931), although Morgan was not able to identify the A3984 line which was 

later identified as Hg II by Bidelman (1962a,6 ). The current classification criteria 

are the strength of the manganese and mercury lines in visible spectra observed 

at a classification dispersion (50Âmm~^, Jaschek and Jaschek 1987) as well as the 

strength of the helium line at A4026, which is weaker in these stars than normal 

stars of a similar spectroscopic effective temperature.

Wolff and Wolff (1974) state that because Balmer and helium line strength are 

used as luminosity classification criteria, the weak helium lined HgMn stars appear 

to correspond to a later but more luminous spectral type with the same Baimer- 

line strength as the corresponding main sequence HgMn star. Stromgren (1966) 

photometry places these stars firmly on the main sequence (Hauck and Mermilliod 

1980).

HgMn stars are thought to be older than 10  ̂ years from studies of open clusters 

by Abt (1979), who detected no HgMn stars in clusters below this age. Surface 

gravity can be an indicator of stellar age; in this study the random error in log^ 

makes any conclusions about the age of these stars impossible to make (see 7.1.2 for 

further details).

Reviews of previous work on HgMn stars can be found in Dworetsky (1986, 1993), 

Guthrie (1984), Wolff (1983) and the thesis of Smith (1992). Observational results 

and analyses can be found in Heacox (1979), Wolff and Preston (1978), Guthrie 

(1984), Smith and Dworetsky (1993), Smith (1993, 1995, 1996) and the papers of 

Adelman (1989, 1994).

G en e ra l p ro p e r tie s

HgMn stars occur in the Tgff range 10 000 to 16 OOOK (WolflF and Wolff 1974). The 

Wolff and Preston (1978) high dispersion field-star study (at a reciprocal dispersion 

of 2-4Âmm~^) revealed 36 HgMn stars out of a total of 256 late B-type stars, 

which is approximately 14 per cent of the sample. They found that at 11 OOOK the 

frequency of HgMn stars in their sample was 8 per cent, which rose to 25 per cent of
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the sample at 15 OOOK. Abt (1979) studied the incidence of HgMn stars in galactic 

clusters and found no HgMn stars below an age of 10  ̂ years, which implies that the 

development of the HgMn phenomenon may be age-related.

HgMn stars rotate at speeds below 100kms~^, although normal stars are also 

found to rotate at these speeds. Aikman (1971) argues that this observed low v s in i 

in HgMn stars is genuinely indicative of slow rotation and not orbital inclination be­

cause studies of binary stars show tha t orbital inclinations are randomly distributed; 

however it is not completely clear whether normal stars with low observed v sin i are 

simply those few seen nearly pole-on, or whether any of them are genuinely slow 

rotators (Gulliver et al 1994). For further discussion of this problem, see Chapter 2.

HgMn stars have not been found to be magnetic (Preston 1971, Borra and Land­

street 1979). Mathys and Lanz (1990) suggested that HgMn stars could have a 

disordered solar-type magnetic field which may not be easy to detect.

Abundance characteristics

At classification dispersion manganese and mercury are not always exhibited simul­

taneously in the spectra of all HgMn stars; e.g. 53 Tan only shows the strong Mn ll 

line at A4206; conversely in % Lupi only the Hg II line at A3984 appears in the 

spectrum. Wolff and Wolff (1974) noted these differences and defined three distinct 

types; Mn, Hg and HgMn. The appelation HgMn will be used throughout this thesis 

for stars exhibiting one or both of these features.

Aller’s (1970) study of the HgMn star k One was the first to raise the possibility 

that manganese may be correlated with Tgff. Since that time Heacox (1979), Guthrie 

(1984), Adelman (1989), Smith and Dworetsky (1993) have all been able to confirm 

and extend this finding, although not all the HgMn stars studied by these authors 

have shown a dependence between abundance and temperature; the consistency of 

the stellar abundances between the work of different authors on individual stars 

suggests this is not an experimental error but a property of the individual stars and 

cosmic scatter.

Takada-Hidai et al (1986) performed a UV analysis of a sample of HgMn stars 

and found gallium also to be correlated with Tgff. This has been confirmed by Smith
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(1996), who also proposed a successful two-layer model to account for differences in 

the abundances between Ga ll and ill ions (Smith 1995).

Sadakane et al (1983) found aluminium is generally underabundant in HgMn 

stars, as did Smith (1993) who found some HgMn stars were underabundant by 2 

dex.

Nickel (Adelman 1991 and 1994) has been found to be consistently underabun­

dant in the spectra of HgMn stars but not correlated in any way with effective tem­

perature. Magnesium is also underabundant in HgMn stars (Adelman 1991, 1994, 

Guthrie 1984, Smith 1993). The elements carbon, nitrogen and oxygen are normal, 

underabundant and close to normal respectively in typical HgMn stars (Roby and 

Lambert 1990, Smith and Dworetsky 1990).

Smith and Dworetsky (1993) found silicon was of solar abundance and tha t mag­

nesium was underabundant in HgMn stars. Optical analysis by Guthrie (1984) illus­

trated that chromium, titanium  and iron scatter widely about the solar abundance; 

indeed normal stars, analysed by Adelman (1991), do not show such a considerable 

scatter. Y ttrium , scandium, strontium and barium are typically enhanced (Guthrie

1984) and mercury, phenomenally overabundant in most HgMn stars, shows evi­

dence of non-terrestrial isotopic composition (White et al 1976), as does platinum 

(Wahlgren et al 1995).

The first analysis of (f) Her (Zimmerman, Aller and Ross 1970) revealed an over­

abundance of zirconium in this star, but despite being present in the spectrum of 

this cool HgMn star, and that of % Lup (Wahlgren et al 1994a), zirconium is not 

particularly anomalous in the spectra of most HgMn stars. Guthrie (1985) found 

neodymium in the spectrum of HR7775, whilst gold lines and thallium lines, due to 

the heavy isotope Tl-205, which exhibit hyperfine structure have been seen in the 

UV spectra obtained using the Hubble telescope (Leckrone et al 1994). Wahlgren et 

al (19946) state that As li lines at A1375.07 and Bi ii lines at A1372.6 and 1902.3Â 

have been seen in the spectrum of % Lup which illustrate overabundances in these 

elements of ~2 orders of magnitude; however bismuth is blended and an uncertainty 

in the wavelength calibration could cast some doubt on the results for this element. 

More research is needed. A spectrum of Sirius analysed by the same authors shows 

no absorption lines at these wavelength positions, which lends weight to their results.
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1.2.4 T heories ab ou t th e  origin o f H gM n stars

Much speculation has been made about the mechanisms of formation for HgMn 

stars. Some early theories have now been largely discredited. Fowler et al (1965) 

suggested tha t rare earth  elements are manufactured from iron-peak elements by 

the s-process, a process of slow neutron addition which is thought to occur in stars 

which have evolved off the main sequence, entered the giant phase and returned to 

the vicinity of the main-sequence. The nucleosynthesised products are then mixed 

to the surface. The stars are expected to appear photometrically at the edge of 

the main sequence despite not being main-sequence stars, because one effect of line 

blanketing is to increase the blue flux in the spectra and alter the s ta r’s photometric 

indices, apparently placing the star on the main sequence. Fowler et al (1965) 

also presented a theory on Ap-star formation which suggested that a white dwarf 

secondary star is magnetically linked to the Ap star and transfers mass onto the 

companion. However, Sargent and Searle (1967) confirmed tha t the anomalies were 

conflned to the surface of the star and so the star would have to be young and on 

the hydrogen burning main sequence, not the giant required by Fowler’s theory.

The nucleosynthetic explanation for the formation of mercury manganese stars 

has been recently resurrected, but only partly, by Wahlgren et al (1995) who suggest 

that s-process elements could contribute to abundance anomalies found in binary 

systems and make them more extreme than they otherwise would be. Wahlgren 

states that the abundance ratio between gold and platinum [Au/Pt] will vary de­

pending on the nuclear process {r or s process) producing these elements. The 

authors admit that the sensitivity of this test precludes accurate diagnostics until 

abundances can be known to better than 0.1 dex, and it would seem this hypothesis 

is unprovable.

Cameron (1971) wrote that a supernova outburst could not be responsible for 

HgMn star formation in clusters, which showers the atmosphere of the precursor star 

with heavy elements. He suggested tha t the force of the outburst would sweep away 

the stellar envelope. The evolved HgMn star is also expected to gain radial velocities 

in excess of 10 k m s " \ and studies of these stars in clusters demonstrate that they do 

not have relative velocities in excess of the cluster escape velocity of approximately 

2kms~^ (Abt 1979). This means the star is not in the process of passing through
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the cluster and the presence of these stars in clusters must be explained some other 

way.

Vauclair (1976) expressed a view that mixing in the atmosphere due to merid­

ional circulation may be responsible for the presence of normal stars with high v sin i 

values. Meridional circulation is the motion of deep currents within a star, mixing 

layers and leading to a uniform composition throughout the star, including the sur­

face layers. This process begins to become im portant at Ve values above lOOkms"^ 

(Gray 1992). Not all main-sequence A and B-type stars with low v s in i  values are 

HgMn stars. This may be because the HgMn pattern takes time to develop and the 

slow-rotating normal stars are therefore younger stars which have not had time to 

form their surface abundances, or because apparently normal stars are pole-on to 

the observer and have higher Ve values. An example of the latter can be found in the 

spectrum of Vega. Gulliver et al (1994) examined three lines, including the A4528 

Fe I line, in the spectrum of Vega to see if the curious trapezoidal profiles seen in 

weak lines in the spectrum of Vega could be explained using a model of a pole-on 

rapidly rotating star instead of a slowly-rotating model. The authors used a grid of 

inclinations and rotational velocities to obtain a fit to the data using an inclination 

of ~5 degrees and a v s in i  of 21.8kms~^ (which corrresponds to an equatorial veloc­

ity of 250kms“ ^). Fits to the spectral lines using a fixed iron abundance were much 

better using the pole-on model, including reproduction of the trapezoidal profile.

Press, W itta and Smarr (1975) speculated that low v s in i  normal stars in the 

HgMn Teff range may form instead of becoming HgMn stars because of outside 

factors such cis mass transfer between binary companions. Mass transfer can prevent 

development of HgMn peculiarities because turbulence can destroy ordered patterns 

int he stellar atmosphere or prevent them emerging.

Burbidge and Burbidge (1955), and Fowler, Burbidge and Burbidge (1955) pro­

posed surface nuclear reactions as a mechanism for forming CP stars. Alpha par­

ticles, deuterons and neutrons strike the stellar atmosphere and react to produce 

heavy elements. A magnetic field is required to accelerate the particles.

Havnes and Conti (1970) proposed that a star moving through the interstellar 

medium could capture elements in its magnetosphere which then accumulate onto 

its surface. HgMn stars are non-magnetic, so this is not a viable model for these
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stars.

1.2.5 M ich aud’s param eter-free m od el

Michaud’s basic parameter-free diffusion model, first proposed in 1970, describes 

how both the magnitude and direction of the stellar radiation field shapes the atmo­

sphere of a precursor star to give rise to abundance anomalies. The main features of 

the diffusion model are shown in Table 1.2. It is assumed that elements are initially 

contained in an atmospheric reservoir of solar composition, which is continually re­

plenished and unaffected by large scale mass motions. Interactions between photons 

from the radiation field and particles within this atmospheric ‘reservoir’ result in a 

transfer of momentum from photon to particle. Given enough collisions with pho­

tons emerging from the lower boundary of the photospheric reservoir, atoms with 

lines in the same energy region as the radiation will absorb momentum and slowly 

drift upwards. The converse is true for elements without lines in the energy region 

of the radiation. These elements will sink if the atmosphere can no longer support 

them, and appear as underabundant elements once mass motions ceaise.

The diffusion velocity u # i s  given by Michaud (1986) as

VJD =  —D \ 2
d \n c  rrip , d \n T

+ \9 - 9r ) t ^  -dr K T  dr
( 1 .1)

where D \2 is a ‘molecular diffusion coefficient’, c =  ^  is the concentration 

of the element undergoing diffusion, g and qr  are the accelerations due to gravity 

and radiation respectively, rup is the mass of the proton and other symbols take 

conventional meanings.

This equation has three terms. The first term is the classical or ‘chemical’ 

diffusion term. Chemical diffusion takes place in order to ‘neutralise’ a concentration 

gradient in the atmosphere. In stellar models this term is set to zero at ^=0, the 

beginning of the main sequence (ZAMS). The second term is the resultant force on 

each atom due to differences in the accelerations due to gravity {g) and to radiation 

pressure (p^), and the third term covers thermal diffusion due to the presence of 

tem perature gradients in the stellar atmosphere.

The process of gradual drifting is labelled ‘radiative diffusion’ because although
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Table 1.2: Main features of the parameter-free model

•Star is free of large-scale mass motions 

•No free parameters should be required for a fit

•The star’s gravitational field acts ‘inwards’ on all atoms in the atmosphere 

•Radiation pressure acts ‘outwards’ on all atoms in the atmosphere 

•Atoms ‘diffuse’ outwards or inwards in the direction of the resultant force

the motion of the atoms is a random walk process, the net motion of the atoms and 

ions is in the radial direction of the radiation field or gravity, whichever dominates. 

The rising particle travels to lower optical depths beyond the optical line forming 

region where the electron density drops. This means tha t the atoms which rise have 

a higher probability of ionisation which shifts the ionisation balance towards higher 

stages.

Higher ionisation stages of ‘opaque’ ions may be transparent to the photospheric 

radiation and therefore not experience any net outward force. If a layer of such 

ions builds up in the outer atmosphere then an overabundant layer forms below this 

region which, if it happens to be in the line forming region, manifests itself as an 

overabundance. The two layers are in dynamic equilibrium. If no equilibrium forms 

in the photosphere then the material may leave the star altogether.

A He II convection zone is present in young A and B stars (less than 10® years) 

and is thought to continuously mix the stellar atmosphere and prevent the appear­

ance of over and under-abundances (Michaud et al 1979). Diffusion will still take 

place in stable regions outside the convection zone, but the diffusing elements can­

not pass through the convection zone without becoming fully mixed. The He ii in 

the convection zone gradually sinks under the influence of gravity and is thought to 

dominate element motion in the stellar atmosphere. After 10® years the helium is 

depleted by a factor of 3 (Vauclair, Vauclair and Pamjatnikh 1974) leading to the 

disappearance of the convection zone and this is when the atmosphere is thought to 

become stable enough for diffusion to progress through the atmosphere. The pres­

ence of this zone may also help explain why HgMn stars do not appear in clusters 

younger than 10  ̂ years (Abt 1979).

Meridional circulation, which begins to dominate in rapid rotators {v sin i above
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100 kms“ ;̂ Gray 1992) can also interfere with the slow diffusion of elements. The 

Tassoul and Tassoul (1982) model of meridional circulation was used by Michaud 

(1982) to show that the He li zone does not disappear in stars which rotate more 

rapidly than 90kms~^. Both these considerations may explain why HgMn stars are 

not observed at v s in i values above lOOkms”  ̂ (Wolff and Preston 1978).

Cooler stars with an effective temperature of less than 10 500K are thought to 

possess a hydrogen convection zone which may not allow enough stability in the 

outer atmosphere. Indeed the characteristic HgMn pattern is not seen in stars 

at or below this temperature (Wolff and Wolff 1974, Wolff and Wolff 1976, Wolff 

and Preston 1978), although the anomalies common to the AmFm and Ap stars 

are. Furthermore, the absence of a detectable (Preston 1971, Conti 1970) magnetic 

field in HgMn stars implies that the net direction of the resultant force acting on 

individual atoms is radial. No spots or rings have been observed on the surfaces of 

HgMn stars, and a uniformly radial force is likely to give rise to surface abundance 

anomalies which are uniformly distributed.

Light induced drift

It was proposed by Leblanc and Michaud (1993) that a phenomenon known as 

light induced drift should be included in radiative calculations. Light induced drift 

occurs in the profiles of one or more Doppler-broadened lines of a particular element 

when the radiation field in the line is anisotropic. Such a situation could occur 

when the flux of excited atoms moving away from the star is greater than the flux 

moving towards the star, which means that radiative acceleration should already be 

dominating small scale motions in the stellar atmosphere. A drift velocity is set up 

in the stellar atmosphere which is in the direction of the least-excited atoms. This 

additional drift velocity has a greater magnitude for neutral species than for ionised 

species and so a large light induced drift will occur in regions where the atoms are 

excited but rarely ionised.
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1.3 The m ethodology of abundance determ inations.

In order to obtain accurate abundances the atmospheric parameters of the star must 

be well-known, the line strengths or equivalent widths must be reliable, the lines 

must be identified correctly and the atomic data must be known precisely. Armed 

with these data, there are four techniques which can be used to obtain chemical 

abundances; differential analysis, curve of growth analysis, spectrum synthesis and 

the estimation of a star’s ‘metallicity’ from photometric observations.

A differential analysis compares the spectrum of the programme star to a well- 

known standard star (Gray 1992). It is im portant to choose a reference star as 

spectroscopically similar to the sample star as possible to prevent spectral differences 

due to tem perature becoming important. The main advantage of this method is that 

it is possible to obviate atomic data uncertainties when deriving abundances, but it 

requires tha t the abundances of the comparison star be accurately known, absolutely 

derived, or assumed to be particular values, usually consistent with solar quantities.

The modern curve-of-growth analysis technique involves the calculation of abun­

dances by comparing the theoretical and empirical curves of growth. To perform 

this calculation it is first necessary to know the reduced equivalent width, which is 

defined as the ratio of the equivalent width of a line (VFa) and the line’s wavelength 

A, (i.e. W \ / \ ) .  The curve of growth is then the logarithmic relationship between 

the reduced equivalent width of an absorption line and the effective number of ab­

sorbers in the line forming region relative to the amount of continuum absorption at 

wavelength lambda, which depends on many factors which vary from line to line, but 

which is directly proportional to the abundance of the element relative to hydrogen.

The first curve-of-growth analyses were performed by Voigt (1912) and van der 

Held (1931); these models used a simple model atmosphere with a single tem perature 

layer. The first published abundance analysis was performed for the Sun by H.N. 

Russell (1929) where Russell’s calculation for the solar composition was based on 

measurements made from a single saturated hydrogen line. The ‘exact’ curve-of- 

growth method used in this project calculates the curve of growth for a single line 

of an element, providing a unique abundance for each spectral line.

Spectrum synthesis is the process of computation of a complete spectrum interval
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including one or more lines using a model atmosphere. This is a ‘trial and error’ 

technique, often with many free parameters which require fitting, where the effects of 

instrumental profiles, line broadening, line blends and the abundances are adjusted 

until the observed spectrum and the model match. The technique relies strongly on 

the perception and judgement of the observer but has the advantage of providing 

simultaneous fitting to several lines of an element by synthesising many lines from 

one element over a single spectral interval. A particular advantage of this technique 

is that it can also deal very well with line blends.

Model atmospheres have seen much improvement since the first rudimentary 

model atmosphere was published (Milne 1922). Modern model atmospheres take into 

account the effects of convective transport (Hearnshaw 1990), and line-blanketing 

(Mihalas 1965) and offer a real insight into the mechanisms at work in stellar en­

velopes. Model atmospheres are founded on the assumption of local thermodynamic 

equilibrium, which states that the Boltzmann, Saha and Maxwell distributions de­

scribing the properties of the atmosphere are consistent with those found in a gas at 

the local value of the temperature. However, the assumption of LTE may not hold 

in reality, as the radiative processes might dominate over collisional processes in the 

atmosphere. In these situations, a model may be constructed which is allowed to 

depart from the conditions of LTE; this model is said to be in ‘non-local’ thermo­

dynamic equilibrium or nLTE. Anderson (1989) and Rutten et a/(1984) discuss the 

effects of nLTE and line blanketing in modern model atmospheres.

‘Metallicity’ can be measured by examining spectral intervals using narrow band 

filters. Stromgren uvbyP, Geneva photometry and spectrophotometry lend them­

selves well to metallicity measurements (Smalley 1992). The index is calibrated by 

comparison of the metallicity index yielded by photometry to a full-scale abundance 

analysis. Straizys (1985) and Smalley and Dworetsky (1993) review several photo­

metric systems used for measuring metallicity. Smalley notes tha t few metallicity 

calibrations exist for main-sequence A-stars and offers a calibration derived from a 

comparison between the flux-blocking measured for a variety of Am stars and that 

measured from a number of synthetic spectra at the stars’ temperatures, gravities, 

and a range of metallicities. Smalley then plotted the stars’ derived metallicities 

against the photometric parameter ômo and found a linear calibration for [M/H].
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The errors on abundances can be estimated from the spread in abundances for 

several lines, or from errors estimated from the variables used to calculate the abun­

dances. For the curve-of-growth and spectral synthesis methods errors can come 

from the stellar model and the oscillator strengths, as well as the measured equiv­

alent widths. If these variables are assumed to be independent, they can be prop­

agated to give an estimate for the external error. The internal error, calculated 

from the abundances of several lines, is given by the standard error on the mean 

abundance.

The external errors on the abundances obtained from photometry can be propa­

gated from the uncertainty in the stellar effective temperature, and the flux-blocking- 

parameter A, given by

A =  logio
r\2

j  (1 — R\)dX (1.2)
"A2 

'Ai

where R \  is the residual flux at A and the equation is integrated over the range 

of the spectrum examined. Errors can also be present in the continuum level cali­

bration and from noise in the spectrum. This method was not used in this thesis 

as the individual abundances of elements were required and not a basic metallicity 

parameter.

1.3.1 Sum m ary

The abundances obtained for this project will be calculated using spectrum synthesis 

and exact curve-of-growth techniques. In order to perform accurate abundance 

analysis and satisfy the requirements set out at the beginning of this section the 

spectra for this project need to be of high resolution (to enable identification of single 

lines in elements which may not have many optical lines and to separate blends where 

possible) and of a high signal-to-noise ratio (s/n  above 100:1 to prevent obscuration 

of weak or single lines). It was decided to study the region between 3900 and 

4900Â as many interesting lines of calcium, singly ionised chromium, scandium and 

gallium can be seen in this wavelength range as well as those of more commonly seen 

elements. All of these data  requirements could be satisfied by the Coudé Auxilliary 

Telescope and Hamilton Echelle Spectrograph at Lick Observatory and observations 

were scheduled there for May and September 1993.
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Chapter 2

Observations and reduction

2.1 Choice of stars

A sample of thirteen stars, comprising 6 HgMn and 7 ‘normal’ stars was selected 

for analysis with the aid of the thesis of Dworetsky (1971), work by Heacox (1979), 

Smith and Dworetsky (1993) and Adelman (1989), Guthrie (1984), and W hite et al 

(1976).

The stars chosen from the Bright Star Catalogue (Hoffleit and Jaschek 1982) 

were field stars, because cluster stars are too faint (Abt 1979) to allow many to be 

acquired using a small telescope (the CAT) and during the limited time period of 

an observing run.

The next criterion for the choice of stars waa whether or not they were visible 

from the northern hemisphere. The star sample was narrowed further by the time 

constraints operating during both the observing run and the data reduction period. 

The HgMn star sample was therefore reduced to six stars and the normal star sample 

to seven. Care was taken to ensure the range of HgMn star effective temperatures was 

bracketed by a wider temperature range of the normal stars, giving an even coverage 

and easy comparision between the two samples. This also reduces systematic error. 

It would have been useful to find equivalent temperature and gravity between normal 

and HgMn stars, but the sample was too small for this.

There may be some doubt as to whether the rotational velocities of the sample
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are unbiased. It is impossible to tell, either in single systems or well-separated binary 

systems, whether a star is pole-on or equator-on or at some other inclination. The 

stars in this project, both normal and HgMn, were chosen to have a usinz smaller 

than 3 5 k m s" \ because this faciliates line identification, analysis by measurement 

of equivalent widths and continuum calibration, all of which are used in this thesis. 

However, this value gives only a lower limit to the true equatorial velocity Ve of the 

star. This information is im portant, because the Ug of the star may have a bearing on 

whether HgMn stars develop. This was investigated by Smith (1992) who was unable 

to find any correlation between usinz and overabundance; however a relationship 

may exist between Ug and abundance. It is possible tha t such a relationship exists 

because HgMn stars are found to exist at low usinz speeds, which, considering a 

random sample is taken, implies tha t Ug is also low for these stars; otherwise there 

would be a random mixture of speeds as seen in normal stars. Rapid rotation would 

be likely to disrupt the atmospheres of HgMn stars, which appear to require a stable 

atmosphere to develop (Wolff and Preston 1978).

Normal stars are also seen with usinz values below lOOkms"^ and these stars 

may be at low inclinations. This is different to HgMn stars and could explain the 

wide range of speeds seen for normal stars with a large, apparently random sample 

(Wolff and Preston 1978). The equatorial velocity of the normal stars may not 

necessarily be low, and some of the stars might be viewed pole-on. Vega is a case in 

point, cis this star has been shown to be a pole-on rapid rotator (Gulliver et al 1994). 

This is not the case for all HgMn stars as the orbital inclinations of binaries systems 

containing HgMn stars showed random distribution of usinz (Aikman 1976).

The six sample HgMn stars are 0 Her, v  Her, 87 Psc, HR7361, HR7664 and 

HR6997, which have all been studied by Smith and Dworetsky (1993) and span the 

temperature range 11 000 - 15 OOOK; in addition 0 Her and HR7664 can be compared 

directly to the work of Adelman (1988).

The normal stars were chosen as a control sample to mitigate the effects of un­

known sources of systematic error and nLTE effects. Both samples of stars span 

the effective temperature range 9 500 to 15 OOOK, although the HgMn phenomenon 

only begins to appear above 10 500K (Wolff 1983). All of the CP stars in this study 

belong to the HgMn class described in Chapter 1, but they are very different in de-
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Table 2.1: Programme stars

HD HR Star Spectral Type vsini^

kms"i

V

Magnitude

B-V

Colour index

97633 4359 6 Leo A2V 23 3.34 -0.01

147394 6092 r  Her B5IV 32 3.89 -0.15

155763 6396 C Dra B6III 34 3.17 -0.12

172167 7001 a Lyr AOVa 23 0.03 0.00

179761 7287 21 Aql B8II-HI 19 5.15 -0.07

174567 7098 - AOVs 11 6.64 -b0.02

209459 8404 21 Peg B9.5V 4 5.80 -0.07

7374 364 87 Psc B8IH 21 5.98 -0.08

144206 5982 V Her B9IH 11 4.76 -0.11

145389 6023 (j) Her B9p Mn 10 4.26 -0.07

172044 6997 - B8H-HI pHg 34 5.42 -0.10

182308 7361 - B9pHgMn 9 6.52 -0.04

190229 7664 - B9pHgMn 8 5.67 -0.10

1: vsini derived by Smith and Dworetsky(1993)

Spectral type and photometry adopted from Hoffleit and Jaschek (1982).

tail. Previous work on these stars by the authors listed above reveal tha t (f) Her is a 

cool HgMn star (Teff=ll 670K, Smith and Dworetsky 1993; Teff=ll 325K, Adelman 

1989) with only mildly enhanced manganese; v  Her is a narrow-lined HgMn star 

sin 2= llk m s “  ̂ Smith and Dworetsky 1993) and HR7664 shows a curious defi­

ciency in magnesium (the abundance is 6.25 dex, Adelman 1989), whereas HR7361 

shows a deficiency in sulphur. HR6997 is a hot star (Teff=14520K, Smith and 

Dworetsky 1993) at the upper temperature boundary of the HgMn class with a pro­

jected rotation velocity of 34 kms“  ̂ (Smith 1992) which shows a large manganese 

overabundance (3 dex, Smith and Dworetsky 1993) above solar, and 87 Psc exhibits 

a very low iron abundance (~1 dex below solar, according to Smith and Dworetsky 

1993).

Summaries of the basic data on these stars can be seen in Table 2.1. Epoch 

2000.0 coordinates for the programme stars are shown in Table 2.2, while Tables 2.3 

and 2.4 show the complete Lick observation set.

D ata on these programme stars were obtained in 1993 at the Lick Observatory
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Table 2.2: Programme stars and their coordinates

HD HR Star a  2000.0 

h m s

6 2000.0
O 5 »

97633 4359 9 Leo 11 14 14.3 +15 25 46

147394 6092 T Her 16 19 44.3 +46 14 48

155763 6396 (  Dra 17 08 47.1 +65 42 53

172167 7001 a  Lyr 18 36 56.2 +38 47 01

179761 7287 21 Aql 19 13 42.6 +02 17 38

174567 7098 - 18 49 43.9 +31 37 45

209459 8404 21 Peg 22 03 18.9 +11 23 11

7374 364 87 Psc 01 14 07.6 +16 08 01

144206 5982 V Her 16 02 46.1 +46 02 12

145389 6023 (f) Her 16 08 46.1 +44 56 06

172044 6997 - 18 36 37.1 +33 28 08

182308 7361 - 19 19 46 +64 23 27

190229 7664 - 20 03 29.9 +16 01 53
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in California with the Hamilton Échelle Spectrograph. These échelle data were then 

extracted, flat-fielded, wavelength-calibrated and transformed into the laboratory 

rest-frame. The presence of scattered light in the spectra was found to be negligible. 

The data were finally summed according to a photon-count based weighting scheme 

and normalised using the D IPSO  software package.

2.2 Observations of the programme stars

The Coudé Auxilliary Telescope (CAT) at Lick Observatory, Mount Hamilton, Cal­

ifornia, was used to obtain échelle spectra in May and September 1993. The CAT 

feed is situated on the south side of the main 3-m telescope dome. The two tele­

scopes share the Hamilton Échelle Spectrograph and observations with the CAT and 

Hamilton were scheduled during dark runs.

The Hamilton Échelle Spectrograph (Vogt 1987) gives a mean reciprocal disper­

sion of 2.54 Âmm“  ̂ in the centre of the wavelength range. The resolving power 

(A/AA) was quoted theoretically as 48 000 over the entire format (Misch 1991), and 

the dispersion for any particular order, along with further details on the detector 

and spectrograph, can be found listed in Misch (1991). The actual wavelength- 

dependent resolution measured (see Figure 2.6 and 2.7) was in the range 30 000 to 

35 000. Detectors can be fitted to the spectrograph which cover the wavelength 

range 3900-~8900Â, but for this study a thinned blue-sensitive 800x800 chip was 

used with a wavelength range set between 3900-4900 Â. This region covers many 

metal lines (including calcium, manganese, zirconium and vanadium) and so is suffi­

cient for this study. This did not cover the entire free spectral range of the grating. 

Use of a chip covering the full wavelength range would have meant loss of blue 

sensitivity. The detector is a Texas Instruments 800x800 back-illuminated charge- 

coupled device (CCD) with a ‘red’ (4900Â) quantum efficiency of 65% and a ‘blue’ 

(3900Â) quantum efficiency of 45%. The chip dimensions are 12mmx 12mm and 

each pixel is 15/xm in diameter.

The CCD and grating were adjusted to allow two settings to be used to record 

the entire FSR, hereafter referred to as RHS and LHS. (LHS and RHS refer to the 

appearance of the image on the VDU screen; LHS=blue, RHS=red sides of blaze).
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A slit width of 600/im (5.9 arcseconds) was used in all of the observations. The slit 

length was adjusted for hat-held and stellar observations.

The spectrograph was focused from measurements of the mean FWHM of six 

randomly selected arc lines measured at different positions on the CCD format. The 

focus was altered until the minimum mean FHWM was determined; this point was 

adopted as the optimum focus position.

Calibration Observations

Observations of a Thorium-Argon lamp spectrum were used to calibrate the stellar 

spectra, and several observations were taken to ensure that there was a high po­

sitional accuracy when the spectra were combined and also to check whether the 

spectrograph settings shifted during the night. The lines of this lamp are numerous, 

easy to identify, and well distributed over the entire wavelength region used. They 

are also very sharp because there is no splitting due to hyperfine structure or the 

presence of isotopes. A typical Thorium-Argon data frame demonstrating the even 

distribution of calibration lines is shown in Figure 2.1.

Arc calibration observations were taken at the beginning and end of observations 

using a new setting and during each afternoon before the start of observations to 

ensure the spectrum had not moved during the day.

During the September observing run, weak, broad emission lines of hydrogen 

were seen in the arc lamp. The source of this contamination is not known. The 

intensity of these emission lines was much weaker than the Th-Ar lines and did not 

affect the wavelength calibration. Figure 2.2 shows an extracted arc exhibiting an 

example of these lines at H/? (A4861).

A line-free quartz lamp is used at Lick to produce flat-field spectra. Two sets 

of exposures were taken; one set with a long-slit (30 arcsecond) and one with a 

short-slit (12.5 arcsecond), the latter being the same length as tha t used for the 

stellar exposures. It is the convention to use a long slit when flat fielding spectra 

because this affords an increase in S/N  and therefore a cleaner stellar continuum. 

Short-slit fiat-fields, with narrow spatial profiles and an absence of lines, were used 

as a template for spectrum extraction. An example of the spatial profiles of both
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Figure 2.1: A Thorium-Argon spectrum for the right hand side of the format. There 

is a hot column at pixel 781. Note the even distribution of Th-Ar lines, facilitating 

an effective fit to the wavelength scale.
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Figure 2.2: A weak, broad H/? line in the comparison spectrum. This line appeared 

in arcs taken in the September observing run but was not present in May

types of flat-field is shown in Figure 2.3.

Solar spectra are also required as these can be used cts a means of finding sys­

tematic errors present in the equivalent widths and line profiles of the data. Solar 

irradiance spectra were taken of the diffuse reflected sunlight from the telescope 

housing roof during the day and a comparison was made between these data and a 

high-resolution, high S/N  solar-fiux atlas (Kurucz et al 1984).

The bias current is automatically subtracted by the data-acquisition software. 

Instead of bias frames, dark frames are measured at Lick with the shutter closed 

which ensures stray photons do not interfere with the voltage pattern recorded on 

the chip. A selection of timed exposures were taken in order to measure the time 

dependence of the current, but zero-second exposures were forbidden by the software.

The mean count rate of a dark frame was measured using the ISTAT routine from 

the Starlink FIG A R O  package (Shortridge et al 1997). It was found to be linear and
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Figure 2.3: The different spatial profiles from long and short-slit data. The broken 

line is the long-slit spatial profile.

negligible compared to the data. A least squares fit gives

T
B  =

2250
(2 .1)

where B  is the increase in counts above the fixed mean background and T  the 

exposure time for the frame in seconds. A plot of B  + 1.5, where 1.5 is the mean 

residual count due to readout noise (which was not subtracted by the data taking 

software) is shown in Figure 2.4. The dark current is shown to increase at a rate of 

2 counts pixel~^hour“ .̂

In addition to the dark current, the author was notified about the presence of 

fixed pattern interference (Pogge et al 1988). This is assumed to be time independent 

and is superposed upon the background. The fixed pattern  interference can be 

thought of as a ripple in the counts of fixed amplitude and is a basic property of 

the chip when it undergoes a slow readout, as was performed at Lick. As the fixed 

pattern interference has an amplitude of 2 counts (Misch 1991) and so was also 

negligible compared to the data which often had counts of 20 000 photon events or 

more (1 electron corresponds to 2.5 photons, Misch 1991) no correction was made.
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Table 2.3: The observing log for the programme stars taken at Lick Observatory

with the Hamilton Echelle Spectrograph in May 1993

Star Date UT Time Exposure time/s Position 

w.r.t. blaze

dheo 18th May 1993 04:34 3600 left

r  Her 18th May 1993 09:52 1200 left

0Her 18th May 1993 10:17 2700 left

HR6997 18th May 1993 11:15 4200 left

Day Sky 18th May 1993 21:50 3 left

Day Sky 18th May 1993 21:51 3 right

Day Sky 19th May 1993 02:38 70 right

0Leo 19th May 1993 04:57 900 right

■uHer 22nd May 1993 06:19 3600 right
0Her 22nd May 1993 07:02 1800 right

r  Her 22nd May 1993 07:43 1200 right

(D ra 22nd May 1993 08:08 900 right

HR6997 22nd May 1993 10:25 4200 right

21 Aql 22nd May 1993 11:39 1800 right

f  Her 23rd May 1993 04:04 3600 left

(D ra 23rd May 1993 05:28 900 left

21 Aql 23rd May 1993 08:19 4500 left

21 Aql 23rd May 1993 09:51 2700 right

40



Table 2.4: The observing log for the programme stars taken at Lick Observatory

with the Hamilton Echelle Spectrograph in September 1993

Star Date UT Time Exposure time/s Position 

w.r.t. blaze

a Lyr 14th Sep 1993 04:58 30 left

HR7098 15th Sep 1993 04:01 7200 left

21 Peg 15th Sep 1993 08:25 5000 left

87 Psc 15th Sep 1993 10:02 4500 left

HR7361 16th Sep 1993 05:40 5000 left

HR7664 16th Sep 1993 07:45 4500 left

Day Sky 19th Sep 1993 23:09 3 left

Day Sky 19th Sep 1993 23:10 3 left

Day Sky 19th Sep 1993 23:11 3 left

HR7361 19th Sep 1993 07:00 3600 right

HR7361 19th Sep 1993 08:02 3225 right

87 Psc 19th Sep 1993 09:20 5000 right

Day Sky 19th Sep 1993 20:15 3 right

Day Sky 19th Sep 1993 20:20 3 right

Day Sky 19th Sep 1993 20:21 3 right

a Lyr 20th Sep 1993 03:55 30 right

HR7098 20th Sep 1993 04:03 3600 right

HR7098 20th Sep 1993 05:04 3600 right

HR7664 20th Sep 1993 06:10 4300 right

HR7664 20th Sep 1993 07:20 900 right

21 Peg 20th Sep 1993 07:40 5000 right
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Figure 2.4: Increase in dark counts with exposure time. The best—fit straight line 

is superposed

2.3 Prelim inary reduction procedures

The data frames contain single pixels and groups of pixels where the response is non­

linear. Cosmic rays can also hit the CCD and result in a trail or an anomalously 

large single peak. In order to introduce redundancy, exposures longer than an hour 

were split into segments. The cosmic ray intensities were never much higher than 

~  30 per cent above the continuum level. These features were not removed prior to 

reduction because the FIG A R O  routine available ( b c l e a n ) did not do a sufiiciently 

good job—a lot of cosmic rays were missed and spectral information over several 

pixels sometimes destroyed. Chip defects such as bad columns and bad rows always 

occur at the same CCD chip position, and these were removed from all frames after 

initial extraction by using a binary mask. Cosmic rays were removed after final 

spectrum extraction by ‘snipping’ in D IPSO  (Howarth and Murray 1991).
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2.4 Extraction

All of the reduction stages which follow, except wavelength calibration, make use of 

the reduction package v iS T A  (Stover 1988). v iS T A  is designed specifically for Lick 

spectra. It can perform a complete échelle reduction and is fiexible enough to allow 

the user to enter or leave the reduction procedures at any point.

The first stage of the reduction procedure is estimation of the position of each 

order centroid by eye from a 1-D plot of the first CCD column. This estimate is 

refined by the program and then used to fit a polynomial in the dispersion or x- 

direction along each order. Figure 2.5 shows an example of such a trace; note the 

trace does not pass through the intensity maximum of the cross-dispersed profile; this 

is because the 2-D point-spread-function of the Hamilton Schmidt Camera was found 

to exhibit a slight asymmetry, possibly due to instrumental effects and also guiding 

variations during the observations. A cross section of the order cross-dispersion 

profile and its centroid can be seen in Figure 2.5. (Although this is not documented 

in the literature about the spectrograph and camera; Vogt 1987, Vogt priv comm, 

suggested tha t a flaw in the design of the corrector and field fiattener of the Schmidt 

camera may be responsible for the asymmetry).

VIST A  follows the completed trace and records the fiux in the pixels surrounding 

the centroid. The cross-dispersion profile is usually fifteen pixels wide from profile 

core to profile wings and so VISTA was set to record the fiux from the seven pixels on 

each side of the trace. The program uses Laguerre interpolation when it encounters 

fractional pixels (Holzmann 1991). The pixels read by the program are simply 

summed and this sum stored as a 1-D spectrum containing information on a:-pixel 

position and total recorded fiux.

The level of the inter-order background is easily measured by examining the 

background signal between the orders. The inter-order background was assumed to 

be where the profile ‘ta il’ flattens out for several pixels before rising into the next 

order. The orders did not overlap. viSTA was used to subtract this background, 

using the assumption that the background level superposed on the spectrum is not 

different from the mean measured between the orders.
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Figure 2.5: The order trace passing through the cross-dispersed short-slit narrow- 

dekker flat-field profile. The centroid lies close to the central pixel.

2.5 The Ham ilton instrumental profile

An investigation was then made to see how the dispersed instrumental profile, 0(A) 

changed along the échellogram and from order to order, and how this could be taken 

into account during spectrum synthesis. This profile was also found to be slightly 

asymmetric. Along each order a simple sum was made of normalised arc line profiles 

with clean, unblended cores. From measurements of each individual line, the FWHM 

was found to vary by no more than ^ of a pixel along any one order, but across the 

entire free-spectral-range (FSR) a ‘quadratic’ relationship between FWHM and blaze 

wavelength was apparent; this is shown in Figures 2.6 and 2.7. This is not what 

should be expected; the relationship between AA and A should be a linear one if 

the resolving power of the detector is constant (quoted as 48 000 in Misch 1991). 

This is obviously not the case here. The error bars represent intra-order changes 

in FWHM and the minimum of the plots falls at a consistent wavelength for both 

formats. There was no significant change in the variation of 0(A) between chip 

positions. No fit was made to the instrumental profile and no attem pt was made to
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Figure 2.6: Variation in instrumental profile FWHM as a function of wavelength for 

the right hand format. The superposed line shows the expected variation in FWHM 

for a constant resolving power of R =  48 000.

model it. Instead it Wcis measured directly from the arc lines in each order. This is 

because, although the FWHM variation could be fitted, it was not possible to model 

the profile tail and centroid so easily.

The instrum ental profile may be a possible cause of background contamination. 

If the profile has broad, shallow wings which are hard to measure directly, these wings 

will convolve with the continuum, giving rise to a depressed continuum, a shallower 

line profile and a systematic error in the measured equivalent width (Griffin 1969). 

The presence of this contamination, referred to by Grifiin as parasitic light, can only 

be verified by comparison with the spectrum of a well-known standard, e.g., the K itt 

Peak Solar Flux Atlas (Kurucz et al 1984) which is assumed to be uncontaminated 

by a similar wide-winged profile.

The Solar Atlas was convolved with an oversampled dispersed instrumental pro­

file to serve as an uncontaminated model and then rebinned to the same number 

of Â per pixel as the data. D ata and model were normalised by dividing the two
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spectra and then fitting a spline curve to the ratio using the spaces between strong 

spectral lines. Finally this ratio was divided into the observed spectrum to produce 

matching continua between the observed spectrum and the model.

A comparison between data and model before and after convolution is shown in 

Figures 2.8 and 2.9.

The equivalent widths of spectral lines from both model and data were measured 

for 13 orders across the whole wavelength range. The expression

-  1 (2-2)■Uix

was used to calculate the fractional parasitic light for each line Pi^ where is the 

equivalent width of a line from the convolved atlas, A is order blaze wavelength from 

Misch (1991) and i is the ith  line for order A. Di^ is the equivalent width of the 

observed spectral line. A weighted mean, P \, of P{  ̂ wels calculated for each order, 

the weighting factor Wi^ being the mean of Mi^ and Di^.

The values obtained for P \ and A P \, along with order number N  are shown in 

Table 2.5. A plot of P \ vs order blaze wavelength A is shown in Fig 2.10. There is 

no obvious trend in P \ with wavelength (see Figure 2.10). The weighted mean P  of 

Px was calculated using the inverse square of its error A P \ as the weight w'y

P  Wcis found to be consistent with zero;

P  = -(9 .91 ±  8.39) X 10-3 (2.3)

as this is within the bounds of the experimental error a value of zero was adopted 

for P.

2.6 Calibrations

The data were flat-fielded in viSTA by dividing the extracted, masked flat-fields 

into the extracted stellar spectra. A test was performed to see if the s /n  of the 

spectra was significantly improved by using long-slit flat fields. This was the F-test 

(Press et al 1986) in which one finds the ratio between the variances of two different
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Table 2.5: The amount of scattered light as a percentage of the continuum in a

selection of echelle orders

Order N  Parasitic Light, {PxàiAPx )

113 -0.0±0.9

114 +2.9±1.0

122 -0.8±0.7

123 +4.3±1.3

124 +1.5T1.6

128 -1.4±0.6

129 +0.6±0.7

134 +5.0±1.4

135 -2.4±0.6

136 +1.5±0.6

139 -5.1T0.3

140 -2.0±0.7

141 -1.7±0.6
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Figure 2.8: Comparison of the convolved solar atlas and the original, unconvolved 

atlas. Note the pronounced asymmetry. The observational data are the broken line.

distributions (the parameter F), and then calculates the probability tha t a variance 

the same as or larger than the largest variance would be produced by chance (the 

significance).

The result from a line-free strip of continuum which was flat-fielded by wide 

and short-slit flat-fields gave a value for F  of 1.35 and a significance of 0.006. This 

value of the significance implies that the spectra are significantly different, while the 

closeness of F  to 1 implies this is by a relatively small amount. Figure 2.11 shows 

the effects produced using one spectrum of Vega and different types of flat-field 

spectrum.

Therefore it is best to use the long-slit but short-slit extraction will suffice if long- 

slit data are unavailable. This was the case for the stars 6 Leo, v  Her, (  Dra, 21 Aql 

and T Her. Adverse or changeable observing conditions can affect the photon count 

rate and therefore vary the quality of the extracted data more significantly than 

the adopted flat-field. As the intensities of the frames in the ‘red’ (4900 A in this 

case) varied between 7 000-17 000 counts pixel" ̂  any difference between the different
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Figure 2.10: The percentage parasitic light found in the solar spectrum taken at 

Lick. The weighted mean is superposed

types of hat-held was negligible compared to variation in observing conditions.

Wavelength calibration was performed using e c h a r c  (Shortridge et al 1997) 

where the centres-of-gravity of the lines were used to give an accurate h t to the ESO 

échelle thorium-argon arc atlas (D’Odorico et al 1986). No evidence for large-scale 

systematic shifts was found but the possibility should not be excluded tha t use of 

a simple quadratic law when htting the dispersion curve may introduce a slight 

distortion due to higher-order terms in the wavelength scale. The hnal root-mean- 

square deviation from a quadratic h t was 0.007Â per order.

The spectra from LHS and RHS echellograms were combined to obtain a con­

tinuous spectrum. The wavelength shifts with respect to the laboratory frame were 

measured for a number of metal lines covering the range required which are visible 

in all of the stars. The lines are shown in Table 2.6. A correction radial velocity, 

'̂ corri-, was obtained for each of the lines, i, and a weighted mean, Vcorr calculated.

Line equivalent widths were adopted as weights Wcorn because a weak line has 

a less accurately determined wavelength. The error <7n-i on the arithmetic mean
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in this case a part of the spectrum of Vega. The top spectrum was flat fielded with 
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Table 2.6: The lines used in correction for radial velocity

Wavelength Species

3933.66 Ca II

4128.05 Si II

4130.88 Si II

4351.76 Fe II

4390.58 Mg II

4416.82 Fe II

4481.23 Mg II

4491.40 Fe II

4522.63 Fe II

4558.66 Cr II

Vcorr 1 for each star was found to be of the order of 0.5 kms~^. Vcorr does not 

represent a heliocentric radial velocity as it also includes both possible orbital stellar 

motion (in the case of spectroscopic binaries) and geocentric motion. Wavelength 

co-registration was performed by removing this velocity component from each stellar 

spectrum using V C O R R  in D IPSO . The spectra were then weighted and merged using 

the formula

=  (2.4)

where w and v are the mean photon counts per pixel for the entire LH and RH 

data frames respectively, and X \  and Y \ are the LH and RH side un-normalised 

data respectively. Z \  is the weighted spectrum.

The spectra were then normalised by fitting a hand-drawn spline fit through the 

continuum using D IPSO . The author was aware that the presence of weak metal lines 

can lower the apparent level of the continuum but the high resolution nature of the 

data, the lower density of lines than in late A-stars and the low v sin i values of some 

of the programme stars makes this a less im portant consideration than  it was in the 

work of Smith and Dworetsky (1993) and Smalley and Dworetsky (1993).
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Chapter 3

Spectrum  analysis and synthesis

3.1 Spectrum  analysis

The first stage of analysis was to measure the positions and equivalent widths of 

spectral lines for the HgMn star v  Her using the software package D IP S O . This star 

is ideal for the purpose because being at the cool end of the HgMn range it exhibits 

strong lines of neutral and singly-ionised iron-group elements (e.g. chromium, man­

ganese, titanium  and iron) which may not be visible in hotter stars. It also has 

a low v s m i  ( llk m s“  ̂ Smith 1992) which means spectral lines should be easy to 

separate. Lines were identified with the aid of Moore (1959) (hereafter referred to 

as the RMT), Dworetsky (1971), Adelman (1989, 1991) and sometimes Kurucz and 

Peytremann (1975), Kurucz (1990).

Equivalent widths were then measured for selected lines of all the sample stars 

using D IPSO ; these can be found in Tables 3.1 and 3.2. Effective temperatures and 

surface gravities were adopted from the work of Smith and Dworetsky (1993) and 

microturbulence parameters then determined using the method of Magain (1984). 

Abundances were derived using the spectrum synthesis package u c l s y n  (Smith and 

Dworetsky 1988).
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3.1.1 Iden tification  o f sp ectra l lines from  th e  sp ectru m  o f v  Her

The line wavelengths were measured for the spectrum of v  Her using the X V  com­

mand in D IP S O . Some ambiguity existed as to the ‘true’ position of the line centre 

because of the profile asymmetry, discussed in Section 2.5, For all line wavelength 

measurements the deepest part of the profile (core) was assumed to represent the 

central wavelength, which ensured consistency in wavelength measurements. Sys­

tematic error in the velocity-corrected wavelength position due to the asymmetric 

instrumental profile should be common to all wavelength measurements and its 

presence can be corrected by a linear coordinate transform. No systematic shift was 

found on comparison of the observed wavelengths to the laboratory wavelengths. 

The rms random error between the measurements and laboratory values was found 

to be 0.037Â for the whole spectrum and the mean deviation to be consistent with 

zero.

Wavelength identification proceeded by first identifying the strong well-known 

lines in the spectrum; the H and K lines of calcium, the hydrogen Balmer lines. 

Mg II A4481 and Mn l l  A4206. Next the strong iron, chromium and titanium  lines 

were rapidly found from reference to work by Adelman (1989, 1991,1994).

Identifications were then checked against predicted line strength and fellow mul­

tiplet members with the aid of the RMT. Where no identification was obvious the 

work of Iglesias and Velasco (1964) sometimes yielded a manganese line not listed 

in Moore. Some lines could not be identified in the aforementioned sources; these 

were checked against the tables of Kurucz and Peytremann (1975). The presence of 

line blends was indicated by asymmetric profiles, wide profiles or indications from 

spectrum synthesis techniques that the line was far too strong to be a single line.

Blending species were initially identified with the aid of Kurucz and Peytremann 

(1975) and spectrum synthesis, then more reliable wavelengths were taken from 

Adelman (1989,1991,1994) and the RMT. The complete line-list for v  Her, including 

blends and measured equivalent widths, is presented in Appendix A.
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3 .1 .2  M e a s u r in g  th e  e q u iv a le n t  w id th s  o f  s p e c t r a l  lin e s  

E q u iv a len t w id th s  in  v  H e r

Equivalent widths of spectral lines in v  Her were measured for as many individual 

lines as possible using the ‘e w ’ command in D IPSO . This command performs a trape­

zoidal integration of the area of the spectral line between two user-specified points 

at a user defined continuum height. In order to obtain estimates for the uncertainty 

on the equivalent widths two sets of measurements were made with the continuum 

placed at the upper and lower limits of the rectified continuum points. This takes 

into account any uncertainty in the continuum placement, under the cissumption 

such uncertainty dominates in the line equivalent widths. Errors due to differences 

in the two data frames used to compose the spectra were found to be negligible 

compared to the continuum placement errors. No dependence was found between 

the magnitude of the equivalent width itself and the uncertainty in the continuum 

placement A W \ ,  which makes it difficult to estimate the uncertainty from a single 

W \  measurement. This is probably because the spectra contain discontinuous re­

gions of low signal-to-noise where there is no redundancy of data. The signal to noise 

was found to vary between approximately 2 0 0 : 1  and 1 0 0 :1 ; this was based on the 

standard deviation of the data on either side of a user-normalised continuum. This 

variation is illustrated in Figure 3.1 and is probably due to variations in weather 

and exposure times; the signal to noise is also known to depend on the properties of 

the spectrograph blaze (Misch 1991).

Selecting lines for measurement of equivalent widths

Adelman (1989,1991,1994) takes the approach of measuring equivalent widths for 

all visible lines which have published atomic data, however crude (e.g., Kurucz and 

Peytremann 1975) because this will reduce the standard error on the final mean 

abundance. To obtain the large number of lines necessary to reduce the standard 

error a sample would not only need to include very weak lines, but also saturated 

lines and blended lines.

Here, the approach is very different, in tha t a small sample of relatively strong, 

unsaturated lines is selected. Candidate lines were selected from lines believed to
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Figure 3.1: The range in signal to noise in the stellar sample. Signal to noise 

varied between approximately 100:1 and 200:1. The stars used in this illustation are 

HR7664 (top) and 4> Her (bottom). The spectra have been re-normalised to allow 

direct comparison.

57



be unblended in v  Her. Lines in this list were examined in other program stras and 

those tha t appeared to be blended were culled from the list. For some elements, i.e. 

zirconium, lines which were present in other stars and not present in v  Her, were 

examined in the same way. Lines which were too weak in upsilon Her were not used 

in other stars because a consistent line sample was required.

Higher accuracy logg f  values exist for the stronger lines, strong lines are easy 

to measure more accurately, and the noise in the spectrum becomes less important, 

decreasing the fractional error in the measured equivalent widths and hence the final 

abundances. There are several reasons why it is believed tha t a study of carefully 

selected lines is a more valid approach to obtain accurate abundances:

(a) Using very weak lines (of the order of the error on a measured equivalent 

width) can have a detrimental effect on the dispersion of the abundances derived 

from these lines and give rise to a broad population standard deviation for that 

element.

Weak lines may also be affected by weak blends not apparent in the spectrum. 

It is also im portant to bear in mind that for a very weak line the fractional uncer­

tainty in the equivalent width A W x /W \  could be of the order of unity or higher as 

continuum noise and weak blends will dominate.

(b) Lines which are blended with other elements will also affect the accuracy of 

the final abundances, by introducing systematic error.

(c) Saturated lines lie on the fiat part of the curve of growth and so are very 

insensitive to variations in abundances. This means any systematic error in the 

measurement of equivalent widths of saturated lines can lead to large errors in the 

calculated abundances, as the equivalent width of such a line can only grow by log A. 

The only known saturated lines in the spectra were the Ca ll K and H lines, (which 

occasionally appeared on the damping portion of the curve of growth in cool stars) 

the Mg II doublet at A4481, and the Si i i  lines at AA4128 and 4130, all of which have 

equivalent widths higher than 60mÂ. These lines were modelled using Stark damping 

constants taken from Sahal-Bréchot (1969) except for Ca II whose constants came 

from Roberts and Eckerle (1985). For magnesium, which has several unsaturated 

lines in the visible region, the saturated doublet was not chosen for inclusion in the
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final mean abundance.

It can be concluded that it is best to choose the line sample with care, and the 

spectrum of v  Her was examined very carefully before the preliminary choices were 

made.

Many lines are still unidentified, and, had time been permitting, this could have 

been mitigated by measuring the wavelengths of the unknown lines in other pro­

gramme stars, in order to investigate which lines are present in v  Her and not 

present in the other stars. Comparison of line strengths between the stars would 

then be useful in postulating possible element ID’s and even finding new elements 

in the programme stars. Lines blended in v  Her may not be so in other stars; weak 

lines may be stronger in other stars. Further work could be done subsequent to this 

thesis.

It is also im portant to bear in mind that line blending can be a problem in HgMn 

stars with rotational velocities which give rise to broadening of spectral lines greater 

than the FWHM of the instrumental profile (which is ~9km s“ )̂ and the selection 

of measured equivalent widths should reflect this situation.

Subsequent work in this thesis is therefore based on the initial measurements 

taken from v  Her. In hindsight, it would perhaps have been better to take detailed 

measurements from all of the stellar spectra, because an unusual abundance may be 

missed. However, the approach used in this project is satisfactory for examining the 

elements present in v  Her which were examined in all of the stars.

The line-list for v  Her was used as a template for selecting suitable lines for 

measurement in the sample spectra. The selected lines were measured for all of the 

stellar spectra. These measurements and their uncertainties are given in Table 3.2. 

In some cases high abundances of elements or even relatively low stellar v sin i values 

result in blends not listed in Appendix A.

The spectra of the other sample stars were also searched for the lines of zirconium 

which did not appear in v  Her. The equivalent widths for normal and HgMn stars 

and the uncertainty due to continuum placement are presented in Tables 3.1 and 

3.2.
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Table 3.1: Equivalent widths for normal stars

Line 6  Leo a  Lyr HR7098 21 Aql (  Dra T Her 21 Peg

Ti II 3913.46 147±9: Z Z 11±8 - - 54 ± 4

Mn II 3917.23 B - - - - - -

Fe II 3935.94 20±4: 14±3 33±4: 25±8 11 ± 6 - 33±6:

A l l 3944.01 97±5 41±3 50±5 5 ± 4 6 ± 4 - 29±1:

Fe II 3945.21 40±16: 7 ± 2 19±3 6±1 11±6 - 12±2

Y  II 3950.35 37±11 Z B - - - -

V II 3951.97 46± 5 12±4 20±3 - - - 8 ± 2

Zr II 3958.22 - - - - - - -

A11 3961.52 103±5 55±7 48±1 - - B -

Cr II 3979.51 36±5 - 18±4 4 ± 2 5 ± 2 - 11±2:

Y  II 3982.59 30±2 - - - - - -

Zr II 3991.13 34 ± 7 - 4± 1 3±1 - - -

Zr II 3998.97 B - 5 ± 2 B - - -

Cr II 4003.28 B - - - - - 10±2

V II 4005.71 B B 17±2 - - - 14±3

Ti II 4012.37 102±10 37±4 62± 4 4±1 11±5: - 41±11

Ni II 4015.50 48± 2 10±3 24±2 10±2 B 4 ± 2 18±2

Ti II 4025.14 B B B - - - 6± 1

Ti II 4028.33 70±3 B B B - - 28±2:

S II 4028.79 - B B B B B B

Mn I 4030.76 59±5: 26±7 - - - - B

Ga I 4032.99 - S - - - - -

Mn I 4034.48 25±5: 16±6 - - - - -

V II 4035.63 54±3 15±3: 29±4: - - - 15±2

Mn I 4041.36 12±4 12±3 - - - - -

Fe II 4044.61 16±3 - n ± i 3±1 3±1 - 9 ± 2

Fe I 4045.82 143±9 82±6: 71±4 7 ± 4 - B 4 3 ± 6

Zr II 4048.67 B - B - B - -

Ti II 4053.81 73±6 19±3: B - - - B

Mn I 4055.54 - - - - - - -
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Line 6 Leo a  Lyr HR7098 21 Aql (  Dra r  Her 21 Peg

Fe I 4063.60 103±7 62±5 57±10 - 6±3 - 32±5

Ni II 4067.05 94±10 204:5 52±3 224:3 32±1 11±3 Z

Fe I 4071.74 94±6 55±5 50±2 - - - Z

Sr II 4077.71 130±6 504:5 65±3 4±2 13±5 - c

Fe II 4122.64 53±5 18±2 394:4 144:3 17±4: 5±3 26±2

Si II 4128.07 92±13 48±6 99±11 107±3 10 94:8 1054:13 954:5

Ba II 4130.65 B B B B B B B

Si II 4130.89 1294:11 73±8 1 1 2 ± 6 123±13 124±4 107±8 103±12

Cr II 4145.76 B B B B B B B

S II 4153.10 - - 16±1 18±3 204:6 29±6 6 ± 1

Zr II 4156.24 B - - - - - -

Ti II 4161.52 B 84:3 84:2 - - - B

S II 4162.70 - - 12±4 24±2 184:2 334:4 -

Ti II 4163.55 944:3: C 554:2 - - - 36±1

Mg I 4167.26 S s S - - - S

Ga I 4172.04 - - - - - - -

Mn II 4206.37 11±3 5±1 6 ± 2 - - - -

Zr II 4208.985 B - - - - - -

Zr II 4211.88 21±4 - - - - - -

Sr II 4215.52 1124:4 504:5: 55±3 7±2 - - 26±7

Ca I 4226.73 87±4 S 324:1 - - - 9±1

Cr II 4242.38 75±4 - 46±4 B B 4±2 374:5

Sc II 4246.89 S 69±9 42±3 64:3 - - 16±2

Ni II 4244.82 8±4: - - B - - 44:2

Cr I 4254.35 50±2 204:3: 29±2 - - - 16±3:

Fe II 4273.22 56±2 17±3 394:5 114:6 11±3 164:4 28±2

Cr I 4274.80 384:3 17±3 144:4 - - - 44:2

Fe II 4278.13 384:3 7±3 184:3 - 1 0 ± 2 - 1 1 ± 2

Ti II 4287.89 484:3 19±3 18±3 - - - 8±1

Cr I 4289.72 B B 9±2 - - - 44:1

Ti II 4290.22 B 61±5 64±3 5±1 4±2 - 38±2
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Line 6 Leo a  Lyr HR7098 2 1  Aql C Dra T Her 21 Peg

Fe II 4296.57 834=4: 30=t3 51±3 2 2 ± 2 24=b 2 104:6 374=2

Ti II 4300.05 1264=4 89±4 91=b5: 104:2 12 =t3: 5=b2 52=b2

Ti II 4301.93 Z Z Z - 5±4 - 244:4

Fe II 4303.16 1004=8 47±6 66=h3 Z 38±4 16 =h5 56=b4

Y II 4309.62 B - B - - - -

Ti II 4312.86 934=5 49±5 51±3 64:4 6 ±  5 - 294:3

Zr II 4317.32 21±4: - - - - - -

Mn II 4326.68 1 1 ± 2 : - - - - - -

Mg I 4351.90 S B S B B B S

Ni II 4362.10 274=2 - 17=h2 74=5 B - n ± i

Mn II 4363.26 B - - - - - -

Mn II 4365.22 - - - - - - -

Fe II 4369.40 434=6 Z 204=1 104=2 54:2 - 26±7

Y II 4374.94 B B B - - - 64=3

Zr II 4379.78 B - - - - - -

Fe II 4385.38 94±3 40±2 644=4 354:2: B B 51±2

Mg II 4390.58 504=6 244:2 59=t7 50±4 524= 2 434:4 56±3

Ti II 4394.06 41±3 1 1 ± 2 19±2 - - - 74=2

Ti II 4395.85 B 6 ± 1 154=3 - - - 7±2

Ti II 4395.03 133±8: 77±2 79±3 6 ± 1 7±3 B 55±3

Y II 4398.02 - - - - - - -

Ti II 4399.78 87=t4: B2 44±2 - - B 224:1

Nil 4401.55 - B2 74=3 - B - 44=2

Fe I 4404.75 102±13 56=h3 52=b5 - 7=b3 - 29±2

Fe II 4416.82 93=b3 12=b3 64=bl0 35±2 39=b3 31=b5 51±2

Ti II 4417.72 B 40±3 684:2 - - - 23±1

Ti II 4418.34 B H ± 1 42±2 - - - 5±1

Mg II 4427.99 S S S S S S S

Mg II 4433.99 S S S S S S S

Fe II 4461.77 52±4: B B 1 0 ± 2 1 0 =b2 64:2 3±1

Ti II 4464.53 46=b2 2 2 ± 2 22±3 7±1: B B 9±1
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Line 6  Leo a  Lyr HR7098 21 Aql (  Dra T Her 21 Peg

Ti II 4468.54 B 87±3 76±4 - 64:4 - 50±5

P II 4475.26 - - - - - - -

Mn II 4478.64 8 ± 2 - 6 ± 2 - - - -

P II 4483.68 - - - - - - -

Fe II 4491.40 82±2 284:2 56± 4 27±3 29±8 12±4 47±6

P II 4499.24 - - - - - - -

T i II 4501.24 117±1: 644:4 694:4 64:4 54:3 - 434:2

Fe II 4508.28 111±4 59±4 78±5 46± 6 42± 6 244:10 3 2 4 4

Fe II 4515.34 102±4 49± 5 70± 7 4 1 ± 7 45± 5 27± 5 5746

Fe II 4520.22 92±6 49± 5 50±1 334:1 364: 5 - 49 4 2

Fe II 4522.63 123±6 69±2 77±5 51± 4 504:6 284:5 6442

Fe I 4528.62 B 14±2 17±1 - - - 7 4 4

Fe II 4533.99 170±3: 814:4: 108±4: 22±4: 31±5: 114:4: B

Ba II 4554.03 90± 4 - 30±3 - - - 1542

Fe II 4555.89 112±4 B Z 36±1 45± 5 3 0± 1 0 55 4 3

Cr II 4558.66 1174:6 63±2 75±4 26±2 31 ± 3 12±5 65 4 2

Ti II 4563.76 108±6 644:3 63± 4 5 ± 2 44:2 - 3 9 4 2

Ti II 4571.97 1304:4 804:3 80±2 94:2 10±3 - 5 6 4 6

Fe II 4576.33 68±2 30±3 49± 2 21±3 15±  5 114l3 3 5 4 4

Fe II 4582.835 55±6 174:3 40± 3 B B - 2 8 4 4

Cr II 4588.217 1104:8 49± 3 65± 4 22±2 B - 5 5 4 3

P II 4602.08 - - - - - - -

Fe II 4620.51 454:4 Z Z 12±4 B B 2 6 4 3

Fe II 4625.91 114:2 - 84:4 64:4 - - 5 4 3

P II 4626.70 - - - - - - -

Fe II 4629.336 1124:4 B C B 39±4 18±6 544:

A1 II 4663.05 s S s 31±3 35±5 - 2445

Mg I 4702.94 S S s - - - S

B : Line blended and blending species dominates 

Z : Spectrum missing or contaminated 

C : Cosmic ray contamination 

S : Synthesized abundance

63



-  : Line not visible

symbol next to a line represents a weakly blended line.
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Table 3.2: Equivalent widths for HgMn stars

Line (f) Her V Her 87 Psc hr7664 hr7361 hr6997

Ti II 3913.46 72±5: 70±4 74±5 Z Z 34±7

Mn II 3917.32 21±5 28±6 27±6 Z 73±4: 50±5

Fe II 3935.94 31±3: 20±4 B 43±2 26±4 28±9

A1 I 3944.01 B 53±4: 61±4 - 1 2 ± 2 B

Fe II 3945.21 8±3 11±4 Z 16±2 7±2 B

Y II 3950.35 C 26±3: 21±5 - 2 0 ± 1 0 Z

V II 3951.97 2 ± 1 - Z - 13±3 B

Zr II 3958.22 29±3 - Z - - -

A1 I 3961.52 - 4±2 - 4±2 12±4 -

Cr II 3979.51 36±3 15±4; - - 13±2 Z

Y II 3982.59 Z 6±4 18±4 - 1 0 ± 2 -

Zr II 3991.13 33±3 - - - - -

Zr II 3998.97 30±2 - - - - -

Cr II 4003.28 29±2 10±3 17±5 - 8 ± 2 -

V II 4005.71 2 0 ± 2 4±3 Z - 9±3 B

Ti II 4012.37 76±9 47±5: 59±13 30±3 19±3 -

Ni II 4015.50 6 ± 2 - 3±1 5±2 4±4: B

Ti II 4025.14 34±2 13±1: 17±3 5±3 B B

Ti II 4028.33 38±3 35±5: B 14±1 - B

S II 4028.79 3±1: 5±2: B 4±1: - B

Mn I 4030.76 B 19±2: 2 1 ± 1 Z 11±3 14±4

Ga I 4032.99 S S S s S S

Mn I 4034.48 16±4 11±4: 17±5 c 10±4 7±4

V II 4035.63 B 6 ± 2 5±2 2 ± 1 8 ± 2 5±3

Mn I 4041.36 20±4 18±4: 15±2 C 9±3 13±6

Fe II 4044.61 10±3 7±3 C 25±3 15±4 Z

Fe II 4045.84 B 18±5 B 30±3 33±3 19±7

Zr II 4048.67 B - - - - -

Ti II 4053.81 B 38±3: 46±7 9±1 - B

Mn I 4055.54 9±1 7±3 8±3: - 7±3: 5±2:
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Line (f) Her V Her 87 Psc hr7664 hr7361 hr6997

Fe I 4063.60 30±2 13±3 9±2 - 14±2: B

Ni II 4067.05 19±5 9±2: 11±3 14±2 26±5 18±2

Fe I 4071.74 19±2 10±3: Z 15±2 7±4 B

Sr II 4077.71 B 45±6: B - 5±4 B

Fe II 4122.64 26±3 2 0 ± 1 : 5±2 45±3: 28±4 B

Si II 4128.07 115±8t 123±7f 106±4 t 104±4f 172 ±10f 180±7f

Ba II 4130.65 B B B - B B

Si II 4130.89 107±8f 103±10f: 97±6 t 118±9t 157 ±7f l l l ± 6 t

Cr II 4145.76 41±2: 14±4: 17±5: B 5±4: B

S II 4153.10 8 ± 1 10±4 9±1 6 ± 1 10±3 16±5

Zr II 4156.24 21±3 - - - - -

Ti II 4161.52 B 8±3 10±4 - - B

S II 4162.70 9±1 9±2 1 2 ± 2 6 ± 1 6±3 20±5

Ti II 4163.64 44±5 51±4 66±3 32±2 16± 5 17±2

Mg II 4167.26 B - - - - -

Ga I 4172.04 S S S S S S

Mn II 4206.37 56±3 72±2 83±4 15±3 117±2 S

Zr II 4208.985 33±2 - - - - z
Zr II 4211.88 18±4 - - - - 4±1

Sr II 4215.52 S S 4±1 - 23±2: B

Ca I 4226.73 4±1 4±2 - - - -

Cr II 4242.38 77±5: 70±5: B 19±3: 22±4: B

Ni II 4244.82 B B - B 22±4 B

Sc II 4246.89 69±1 8 ± 2 36±5 5±2 40±3 S

Cr I 4254.35 B 8±3 B - B B

Cr I 4274.80 12±4 2 ± 1 - B - -

Fe II 4273.32 B 15±2 10±3 Z 2 1 ± 2 B

Fe II 4278.13 1 2 ± 1 9±2: 22±3: 2 1 ± 2 15±4 B

Ti II 4287.89 33±4: B 42±4 7±2 35±2: B

Cr I 4289.72 B 10±3 B S 17±4 B

Ti II 4290.22 B 54±4 6 8 ± 1 0 31±2 10±5 B
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Line (j) Her V Her 87 Psc hr7664 hr7361 hr6997

Fe II 4296.57 45±5 27±2 12±3 51±2 35±4 -

Ti II 4300.052 Z 8 6 ± 6 : B Z Z C

Ti II 4301.93 44±3 39±2 47±3 2 0 ± 2 4±2 -

Fe II 4303.16 56±3 55±4: 34±5 72±3 59±5

Y II 4309.62 42±2 16±3: 15±5 - 7±2 -

Ti II 4312.86 43±3 48±3 54±3 B 12±3 17±3

Zr II 4317.32 5±1 - - - - -

Mn II 4326.68 60±2; 88±4; 81±4: Z 87±3: 102±3:

Mg II 4351.90 B B - - - -

Ni II 4362.10 5±2 3±2 2 ± 1 2 ± 1 4±2: B

Mn II 4363.26 B 25±3 30±3 5±1 49±4 37±4

Mn II 4365.22 19±1 27±3 28±2 6 ± 1 47±4 39±3

Fe II 4369.40 14±4 7±3 4±2 30±2 1 2±4 B

Y II 4374.94 B 50±6: S 14±3 30±2 B

Fe II 4385.38 42±2 40±3: B 64±2 51±3 B

Mg II 4390.58 37±3 29±4 29±3 8±4 32±3 17±4

Ti II 4394.06 18±4 18±2 25±3 B - B

Ti II 4395.03 65±3 67±4 74±4 49±2 20± 3 B2

Ti II 4395.85 1 1 ± 1 14±3 25±4 2 0 ± 2 17±4: B2

Y II 4398.02 40±4 14±3 B - - -

Ti II 4399.78 37±4 32±4 52±7 C 3±1 3dbl

Ni I 4401.55 - - - - - -

Fe I 4404.75 B 10±4 - 2 1 ± 1 - B

Fe II 4416.82 43±2 35±2 19±5 59±3 47it4 B

Ti II 4417.72 38±2 40±1 B2 20±3 16±2 B

Ti II 4418.34 12±3 11±3 B2 4±1 6 ± 2 B

Mg II 4427.99 S S S S S S

Mg II 4433.99 S S S S S S

Fe II 4461.77 B B B B 12±4 30±8

Ti II 4464.53 B 19±3 33±4 8 ± 2 6±3 7±3

Ti II 4468.54 65±2 63±2 66±4 40±2 15± 4 B
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Line (f) Her V Her 87 Psc hr7664 hr7361 hr6997

P II 4475.26 - 5±2 - 15±2 50±2 40±6

Mn II 4478.64 31±2 44d=2 39±3 1 1 ± 2 57±4 55±4

P II 4483.68 - - - 6 ± 2 17±4 19±6

Fe II 4491.40 41±2 33±2 1 1 ± 2 56±2 42±3 -

P II 4499.24 - - - 24±1 51±2 35±4

Ti II 4501.24 59±4 59±3 68±4 43±3 13± 4 Z

Fe II 4508.28 58±5 46±4 24±3 70±3 54±4 43±6

Fe II 4515.34 B 45±3 22±4 B 48±4 43 ±5

Fe II 4520.22 44±2 38±4 17±3 Z 42 ±5 35±5

Fe II 4522.63 62±7 53±1 32±5 74±2 62±4 50±5

Fe I 4528.62 - - - - - -

Fe II 4533.99 93±13f B 83±5f: 75±4: 40±4 46±3:

Ba II 4554.03 30±4 11±5 10±3 - - -

Fe II 4555.89 50±2 45±5 22±5 67±3 58±5 B

Cr II 4558.66 100±5: 67±3 70±4 20±4 48±5 54±6

Ti II 4563.76 B 57±4 69±4 32±2 1 1 ± 2 22±3

Ti II 4571.97 73±5 72±2 79±3 49±2 20 ±3 54±6

Fe II 4576.33 30±2 24±1 10±4 45±3 31±5 25±5

Fe II 4582.835 25±4 19±3 B 43±2 27±5 B

Cr II 4588.217 80±4 62±5 64±7 51±4 98±4: 71±7

Fe II 4620.51 23±3 16±2 7±2 - - Z

Fe II 4625.91 7±3 4±2 - 18±1 8 ± 2 B

P II 4626.70 - 3±2 - B 26±4 B

Fe II 4629.336 B 42±3 20±4 75±2 48±4 49±7

A 1 II 4663.05 S S S S S S

Fe II 4576.33 33±5 25±4 11±3 46±3 32±4 23±4

Mg I 4702.94 B B - - - -

B ; Line blended and blending species dominates 

Z : Spectrum missing or contaminated 

S : Synthesized 

C : Cosmic ray 

-  : Line not visible
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f : Line saturated

symbol next to a line represents a weakly blended line.
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3.2 Use of spectrum  synthesis in abundance analysis

It was decided to use spectrum synthesis techniques to determine the chemical abun­

dances of the program stars. This is because spectrum synthesis provides abundances 

for individual elements and is useful for determining the exact composition of these 

stars. Spectrum synthesis also allows a modelled replica of an observed spectrum 

to be produced, which acts as a visual check against the observational data. This 

technique also does not rely on previous in-depth analysis of control stars, instead 

it provides results which stand alone and can then be compared to previous work. 

The main disadvantage of spectrum synthesis is the reliance on atomic data, but 

this can be mitigated to some extent by careful selection of these data.

Spectrum synthesis was faciliated with the use of the spectrum synthesis pro­

gram U C L SY N  (Smith and Dworetsky 1988), pre-computed solar-metallicity LTE 

model atmospheres and the necessary atomic data, which were all used to construct 

synthetic normal and HgMn star spectra.

3.2.1 S p ectru m  syn th esis

A model atmosphere contains data on stellar parameters such as optical depth, elec­

tron pressure and temperature and offers a prediction of how these properties vary 

radially inside the star. For this thesis a grid was interpolated of model atmospheres 

covering the late-A/early-B temperature range and based on solar-composition pre­

computed ATLAS- 6  models (Kurucz 1979).

Assum ptions

These models assume plane-parallel geometry, chemical homogeneity and time inde­

pendence. It is also assumed that there is no incident flux from binary companions 

onto the stellar surface. The models include the line blanketing effect of 9 x 10^ metal 

lines.

Another assumption is the use of solar abundances in the model atmospheres. 

Adelman (1991) records a helium underabundance in the HgMn stars he studied. 

Opacity due to neutral hydrogen (Gray 1992) is the most im portant opacity source in
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stars of this temperature, with free-free opacity from ionised helium being much less 

im portant, only slightly more contributory to opacity than the metal ions magne­

sium, aluminium and silicon (which are modelled in U C L S Y N ). However, the helium 

deficiency was shown not to affect the abundances.

Auer et al (1966) showed analytically tha t stars with low helium abundances will 

behave like stars with a lower surface gravity. Smith (1992), further showed that in 

the tem perature and gravity range seen in HgMn stars, only the effect on surface 

gravity of low helium abundance need be considered. Smith demonstrated tha t a 

helium deficiency would give rise to small systematic errors in the surface gravity 

of the order of 0 . 1  dex, which are too small to have any effect on the calculated 

abundances.

Enhancements in the metal ions in mercury manganese stars are selective and 

the opacity and electron density effects contributed by these elements are far less 

im portant than that due to helium, silicon, aluminium and magnesium. The data for 

elements unaffected by the HgMn phenomenon do not show any systematic difference 

between HgMn and normal stars, which again indicates a low helium abundance in 

HgMn stars does not appear to affect the results. The use of solar abundance model 

atmospheres does not lead to large errors in the derived abundances.

The atmospheres were calculated under the assumption of local thermodynamic 

equilibrium (LTE). This assumes tha t all thermodynamic properties at any point 

in the atmosphere are assumed to be defined by a local, unique tem perature and 

are given by the appropriate relationships for a gas in thermodynamic equilibrium; 

i. e. velocities are Maxwellian, the occupation of atomic energy levels is governed by 

the Boltzmann equation and the ionisation balance by the Saha equation. The LTE 

atmospheres were used by the program U C L SY N  to produce synthetic spectra.

Constructing a synthetic spectrum

U C L SY N  determines the continuous opacity due to hydrogen, helium and metals 

at every frequency point in the spectrum. These continuous opacity sources are 

classified as ‘absorption’ sources and represented by the symbol and are mapped 

onto a grid of equally spaced frequency points. Additional contribution from scat­
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tering sources (symbolised by ctj,) such as Rayleigh and Thompson scattering are 

also taken into account. However, in a typical early-A or late-B stellar atmosphere 

the dominant source of continuous opacity is from neutral hydrogen (Bohm-Vitense 

1989).

The total continuous opacity at frequency ly is given by the sum of all these 

opacity contributions. U C L SY N  requires the total opacity to be expressed as the mass 

absorption coeflBcient. The opacity due to a line transition, (again expressed as 

a mass-absorption coefficient), at frequency u is then determined by the formula

,2

m g C * ' y/nAl/D Nk
_  ne , H(a,u)  A t 

" m.^n . / - ir A iy n  / i m u  Ni. \  /

where n e^ f  /rrieC is the total absorption of the line, including oscillator strength 

/ ,  H{a, i>)/\/'K A  ub is the frequency-distribution of the absorption line profile, 

is the abundance of element k, (which can also be written as N n/p)  is a

conversion factor to ensure the final line-opacity is expressed as the mass-absorption 

coefficient, Nijk/Nk  is the total number-fraction of the element in question capable of 

absorbing radiation and the laist term is the correction factor for stimulated emission.

The source function is the ratio of the emissivity and the total opacity 

and is defined as

Si> = —  (3.2)
Avj/

In LTE terms this can be expressed as

= + (3.3)
Kfi/ “T* (Ti/ “r“ (y 1/

The source function and the flux are dependent quantities and must be calculated

simultaneously, which is computationally expensive.

However, two simplifying assumptions can be made. For stars with effective 

temperatures below 15 000K scattering is negligible, which means tha t scattering 

sources can be treated as absorption sources. It is also assumed that LTE holds, 

which is im portant because in LTE the radiation field has no effect on the gas, so the 

rate of change of the specific intensity with respect to optical depth is necessarily 

zero, making

Su = Ii> = Bu (3.4)
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Si, can then instead be taken directly from the Planck function, i.e.,

SAro) = B A T [ to]) (3.5)

making calculations more straightforward (Optical depth scale is defined with Aq =  

500nm).

The total flux is then calculated from a quadrature sum of equation 3.6 using 

the method of Norton’s 18-point quadrature

POO

F„ = 27t S A tu) E 2 M —  (3.6)
Jo

dT„

where E 2 is the second exponential integral, the monochromatic optical depth 

and S„ the source function. The continuous and line opacity are both implicitly 

present in the monochromatic optical depth scale and the exponential integral E 2 

which is a function of

A sum of line and continuous source functions is substituted into Equation 3.6 

to obtain a synthetic spectrum. The same calculation is performed for continuous 

opacity alone. The two resulting spectra are then divided to give a normalised 

synthetic spectrum. The wing of a Balmer line, for example, can be treated as a 

region of slowly varying continuous flux, which can be advantageous if studying lines 

in the wing.
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Chapter 4

The data required for 

abundance analysis through  

spectrum  synthesis

In order to use the spectrum synthesis technique and to calculate the abundances 

of the 13 stars, data from equivalent widths, instrumental profiles, line profiles, 

temperatures and gravities and rotational velocities were all required. Equivalent 

widths were previously determined; acquisition of the other data is discussed here.

4.1 Effective tem peratures and surface gravities

Effective temperatures and surface gravities are needed to select the correct model 

atmospheres in order to minimise systematic error in the abundances. Photometric 

databases are useful in determining stellar atmospheric parameters. The programme 

stars’ Teff and log g values were determined by Smith and Dworetsky (1993) with the 

aid of a variety of photometric data, in this case Hauck and Mermilliod (1980), (1990) 

for the Stromgren system and Hauck and North (1982) for the Geneva photometric 

system.

The best-fit values for these stellar parameters can be further constrained by 

determining the stellar surface gravity using Balmer-profiles in a technique detailed

74



Table 4.1: The effective temperatures and surface gravities of the programme stars, 

listed in tem perature order, adopted from Smith and Dworetsky (1993). The errors 

on effective temperature are estimated to be ±  250K, those on logp to be ±0.25 

dex.

HD HR Star Teff/K log g

97633 4359 6 Leo 9350 3.67

172167 7001 a  Lyr 9500 3.90

174567 7098 - 10180 3.55

209459 8404 21 Peg 10440 3.50

145389 6023 (f) Her 11670 4.00

144206 5982 V Her 1 2 0 0 0 3.78

155763 6396 (  Dra 12900 3.92

179761 7287 21 Aql 13060 3.50

7374 364 87 Psc 13150 4.02

190229 7664 - 13190 3.59

182308 7361 - 13650 3.51

172044 6997 - 14520 3.89

147394 6092 T Her 15010 3.93

in Gray (1992). Here observed H7  profiles are compared with theoretical profiles 

representing a certain Tgff and log p. Information on log g is concentrated in the line 

wings, which must be calibrated accurately. However, in this thesis data  set there 

are no spectrophotometric data and the Balmer line wings are several times as broad 

as the free spectral range of an échelle order in A- and B-type stars, making a fit 

impossible.

In addition, no new Stromgren data were available at the time of writing this 

thesis so the surface gravities and effective temperatures determined by Smith and 

Dworetsky (1993) were adopted for the programme stars. These are reproduced in 

Table 4.1.
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4.2 M easurement of microturbulence

4.2.1 M icrotu rbu lence

Mictroturbulence ((̂ ) is an additional velocity term which represents motions in the 

stellar atmosphere on a scale less than the photon mean free path. This is taken 

into account before abundances are calculated because it can introduce systematic 

error by desaturating the line profile in the stellar atmosphere. The error on the 

abundance increases and the abundance itself is too high.

Microturbulence can be defined as an additional velocity term to the Maxwellian 

velocity distribution;
l2kT  , _  _  _

'^kinetic ~  V  ^  ^  (4  1)

The concept of microturbulence originated in early model atmosphere calcu­

lations where it was found that strong lines gave higher abundances than those 

obtained from weak lines (Gray 1992). Introduction of this term into a curve of 

growth analysis had the result of desaturating the strong spectral lines and remov­

ing systematic differences in the abundances, but it was found weak lines were not 

obviously affected.

4.2 .2  M easurem en t o f  m icroturbu lence

The microturbulence can be determined from a plot of line equivalent width vs 

calculated abundance and is best determined from a selection of weak and strong 

lines to give a good indication of the plot gradient. Use of blended lines will increase 

the microturbulence by making the lines appear stronger and so they must be avoided 

to prevent systematic error in the microturbulence and therefore the final abundance. 

Magain (1984) recommended a plot of synthetic equivalent width vs abundance to 

remove systematic error resulting from random errors in the measurements. UCLSYN 

computes the synthetic equivalent width for a mean abundance taken from the 

abundances calculated for the equivalent width measurements of all the lines. The 

microturbulence is then determined by finding a null correlation between the log A  

and W y  Singly ionised iron was used for the calculations because this ion satisfied 

the requirements of a mixture of numerous weak and strong lines, unblended lines,
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and well documented atomic data.

4 .2 .3  T h e m icroturbu len ce problem

Determining ^ is a complex problem with no straightforward solution. It can be 

seen tha t different elements will give different results. Three stars were chosen for 

an investigation into the different microturbulence fits for different species, 6 Leo, (f) 

Her and HR6997. Table 4.2 shows the results. The fits were performed for chromium, 

iron, titanium, yttrium  and zirconium. Where the microturbulence is denoted by 

‘Im ’ there is no solution at >Okms“  ̂ and the microturbulence is imaginary. 

Where is seen, there are either too few lines for analysis or only weak lines in the 

spectrum of the star.

For the cool star 6 Leo, ^ is most certainly non-zero, but for 0  Her ^ is zero for 

iron but non zero for the other elements. A contributory factor to this anomaly may 

be that most other elements have 4-6 lines available and suitable for analysis and 

that iron has more suitable lines. This does not explain why titanium , with more 

lines than  iron, gives a non-zero microturbulence. HR6997 has very few unblended 

lines and these appeared to be insensitive to microturbulence.

This implies tha t the ^ parameter is more difficult to determine than might 

first be supposed. The different fits to ^ for cj) Her, between different species, may 

be because some species could be formed at a different depth in the atmosphere 

than the iron lines. This means that it may be incorrect to simply adopt an iron 

microturbulence for zirconium. The solution to this question is a difficult one and 

the straightforward approach was to adopt the Fe ll ^ for this analysis, bearing in 

mind the difficulties encountered in this investigation.

4 .2 .4  R esu lts  for iron

Table 4.3 shows the results from the best-fits to the microturbulence on a series of 

weak and strong iron lines, shown in Table 4.2, already measured in the programme 

stars.
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Table 4.2: Microturbulence fits in kms  ̂ for three programme stars using several 

different elements

Species 6 Leo (f) Her HR6997

Cr II 2 . 2 1 . 8 -

Fe II 2 . 0 0 . 0 Im

Ti II 3.1 0 . 8 Im

Y II - - -

Zr II - 2.3 -

Table 4.3: Iron lines used in v  Her microturbulence analysis

Species Wavelength/ Â Wx/mA

Fe II 4044.01 7

Fe II 4369.40 7

Fe II 4416.82 37

Fe II 4508.28 46

Fe II 4515.34 45

Fe II 4520.22 35

Fe II 4522.63 56

Fe II 4555.89 49

Fe II 4576.33 71

Fe II 4620.51 15
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Figure 4.1: Microturbulence fits at optimal values of ^ using Fe il for the 13 pro­

gramme stars. 87 Psc, HR6997 and r  Her do not show null correlation at zero 

microturbulence.
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Table 4.4: The adopted microturbulence parameters of the program stars. The stars 

are shown in Tgff order.

HD HR Star Teff/K ^ kms ^

97633 4359 6 Leo 9350 2 . 0

172167 7001 a  Lyr 9500 1 . 2

174567 7098 - 10180 1 . 0

209459 8404 21 Peg 10440 0.3

145389 6023 0 Her 11670 0 . 0

144206 5982 V Her 1 2 0 0 0 0 . 0

155763 6396 C Dra 12900 0 . 0

179761 7287 21 Aql 13060 0 . 0

7374 364 87 Psc 13150 -

190229 7664 - 13190 0 . 0

182308 7361 - 13650 0 . 0

172044 6997 - 14520 -

147394 6092 T Her 15010 -
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4.2 .5  D iscu ssion

The main-sequence stars in this programme with Tgfr greater than 11 OOOK show 

no measurable microturbulence; this is taken to imply tha t their atmospheres are 

stable and that they show no surface convection zones, unlike cooler stars, which have 

measurable microturbulence parameters. This would imply that use of sophisticated 

models may remove the need to use this parameter when modelling stars with Tgff 

greater than 11 OOOK, and the values measured for cooler stars may be due to a 

real phenomenon. In some cases there are very few strong Fe ll lines present in 

the spectrum. This is seen in hotter HgMn stars with a sub-solar iron abundance. 

Only very weak lines, which are not sensitive to microturbulence, are available and 

therefore the microturbulence in 87 Psc (low abundance), HR6997 and r  Her (hot 

stars) is indeterminate. Indeed, a plot of abundance vs synthetic equivalent width 

requires an imaginary microturbulence to obtain a null-correlation. ^ was set to zero 

in these stars for the purposes of the analysis but not explicitly stated in Table 4.4.

4.3 Rotational velocities

Rotational velocities were adopted from those listed by Smith and Dworetsky (1993) 

and are reproduced in Table 4.5.

4.4 Instrum ental profile

It is im portant to know the profile of the instrumental response of the Hamilton 

Echelle Spectrograph and its FWHM because this makes an accurate model of the 

data possible, which can then be compared directly to observations. The response 

of the instrument was examined during data reduction and the results can be seen 

in Section 2.5. The combination of a quadratic variation in FWHM and the non­

linear variation of the profile asymmetry made modelling (j)x a very difficult task. 

Instead (f)\ was measured for arc lines from 16 orders and a set of four ‘mean profiles’ 

was constructed for four wavelength ranges where the quadratic variation does not 

exceed experimental uncertainty (Figures 2.6, 2.7); this was best achieved over the 

wavelength ranges AA3900-4100, 4100-4300, 4300-4650 and 4650-4900. The profiles
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Table 4.5: Rotational velocities taken from Smith and Dworetsky (1993)

HD HR Star v s i n i

kms"i

97633 4359 9 Leo 23

147394 6092 T Her 32

155763 6396 C Dra 34

172167 7001 a  Lyr 23

179761 7287 21 Aql 19

174567 7098 - 11

209459 8404 21 Peg 4

7374 364 87 Psc 21

144206 5982 V Her 11

145389 6023 (j) Her 10

172044 6997 - 34

182308 7361 - 9

190229 7664 - 8

were tested in preliminary spectrum syntheses, and found to give an excellent visual 

match between observations and synthetic spectrum.

4.5 Atom ic data

The atomic data required to calculate came from a variety of sources. Natural 

damping constants were all calculated using the following classical formula (Mihalas 

1978);

Van der Waals damping was neglected because pressure-broadening by neutral 

hydrogen (H) atoms can be assumed to be insignificant in early A and B stars due 

to the ionisation of H. Stark damping constants for the strong lines of silicon, and 

strontium were taken from Sahal-Bréchot (1969). The Stark damping constants for 

the Ca II K line were taken from Roberts and Eckerle (1985).

The adopted oscillator strengths, their sources and their accuracy (where known)
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are listed in Table 4.6 for all the lines used in this thesis. The first column in Table 

4.6 contains the element and ionisation stage, the second lists the multiplet number 

where such data is available. Column 3 gives the lower excitation potential of the 

transition, and the fourth column lists the oscillator strength, the reference for which 

can be found in column 5. Where the accuracy is known it is listed in column 6 .

Critical compilations containing oscillator strengths (log p /  values) are used 

when possible, e.g., Martin, Fuhr and Wiese (1988), Fuhr, M artin and Wiese (1988), 

Wiese and M artin (1980), Wiese, Smith and Miles (1969). The semi-empirical line- 

list developed by Kurucz and Peytremann (1975), Kurucz (1990) is another source of 

logg f  values. This list consists of data usually used in large-scale stellar-atmosphere 

calculations but was only used in this project if other literature sources were un­

available.

Where the critical compilations did not list modern data for a certain element, 

literature sources were chosen from Adelman and Lanz (1988) and are listed in Table 

4.7. If data from this source did not contain appropriate data, a literature search 

WcLS undertaken to find suitable oscillator strengths. Modern compilations were not 

found for Ni II, Mg II and Cr II, and only the list from Warner (1967) and the 

corrections made by Smith (1976) had atomic data for these three species. As that 

work is known to be inaccurate, and indeed preliminary abundance calculations for 

nickel in the spectra of normal stars did not give encouraging results (usually at 

least 1 dex below solar abundance), the Warner atomic data were replaced by those 

of Kurucz and Peytremann (1975).
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Table 4.6: Atomic data.

Element A RMTi X l o w / ^ ^ log # / reference Accuracy

Ti II 3913.46 34 1.1156 -0.53 MFW 8 8 D

Mn II 3917.32 - 6.913 -1.147 KX -

Fe II 3935.94 173 5.569 -1 .8 6 FMW 8 8 C

Ca II 3933.68 1 0 . 0 0 1.40 WM 69 A

Mn II 3941.23 - 5.437 -2.62 KX C

Al I 3944.01 1 0 . 0 0 0 -0.644 MOR 91 A -

Fe II 3945.21 3 1.6952 -4.125 FMW 8 8 D

Y II 3950.35 6 0 . 1 0 -0.49 HAN 82 -

V II 3951.97 - 1.4764 -0.74 MFW 8 8 -

Zr II 3958.22 16 0.52 -0.26 GRE 81 -

Al I 3961.52 1 0.0139 -0.345 MOR 91 A-

Cr II 3979.51 - 5.670 -0.731 KX -

Y II 3982.59 6 0.130 -0.50 HAN 82 -

Zr II 3991.13 30 -0.75 -0.30 GRE 81 -

Zr II 3998.97 16 0.56 -0.67 GRE 81 -

Cr II 4003.28 - 6.484 -0.601 KX -

V II 4005.71 32 1.8171 -0.46 MFW 8 8 D

Ti II 4012.37 1 1 0.5739 -1.61 MFW 8 8 C

Ni II 4015.50 1 2 4.010 -2.42 KX -

Ti II 4025.14 1 1 0.6073 -1.98 MFW 8 8 D -

S II 4028.79 45 15.944 -0 . 0 0 WM 69 D -

Ti II 4028.33 87 1.8916 -1 .0 0 MFW 8 8 D

Mn I 4030.75 2 0 . 0 0 0 -0.470 KX -

S lit 4032.81 - 16.24 0.24 WM 69 -

Fe lit 4032.99 - 3.65 -3.61 KX -

Ga I 4032.99 1 0 . 0 0 0 -0.61 WM 80 C

Mn it 4033.06 - 0 .0 0 -0.618 MFW 8 8 -

Mn I 4034.48 2 0 . 0 0 0 -0.811 MFW 8 8 c+
V II 4035.63 32 1.793 -0.96 KX -

Mn I 4041.36 5 2.114 +0.285 MFW 8 8 c+
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Element A RMT^ X l o w / ^ ^ ^oggf reference Accuracy

Fe II 4044.01 172 5.550 -2.37 FMW 8 8 C

Fe I 4045.84 43 1.485 0.280 FMW 8 8 C

Zr II 4048.67 43 0.80 -0.48 GRE 81 -

Ti II 4053.81 87 1.8928 -1 .2 1 MFW 8 8 D

Mn I 4055.55 5 2.143 -0.070 MFW 8 8 C-H

Mn I 4059.39 29 3.073 -0.69 MFW 8 8 E -

Fe I 4063.60 43 1.557 4-0.070 KX -

Ni II 4067.05 1 1 4.030 -1.29 KX -

Fe I 4071.74 43 1.608 -0 .0 2 2 KX -

Sr II 4077.71 1 0 . 0 0 0 .2 1 PS 81 -

Fe II 4122.64 28 2.583 -3.380 FMW 8 8 C

Si II 4128.07 3 9.839 0.310 WM 69 c
Ba II 4130.65 - 2.721 0.44 WM 80 B

Si II 4130.89 3 9.839 0.462 WM 69 C

Cr II 4145.76 - 5.319 -1.164 KX -

S II 4153.10 44 15.889 -hO.62 WM 69 D -

Zr II 4156.24 29 0.71 -0.71 GRE 81 -

Ti II 4161.52 2 1 1.0841 -2.36 MFW 8 8 D

S II 4162.70 44 15.944 + 0 T 8 WM 69 D -

Ti II 4163.46 1 0 2 2.5903 -0.40 MFW 8 8 D

Mg I 4167.26 - 4.349 -0.710 WM 80 C

Cr I l f 4171.90 - 2.5977 -0.56 MFW 8 8 -

Ti lit 4171.91 - 3.105 -2.38 KX -

Ga I 4172.04 1 0 .1 0 2 -0.324 WM 80 C

Mn II 4206.37 72 5.397 -1.566 KX -

Zr II 4208.985 41 0.71 -0.46 BIE 81 -

Zr II 4211.88 15 0.53 -0.65 GRE 81 -

Sr II 4215.52 1 0 . 0 0 -0.18 PS 81 -

Ca I 4226.73 2 0 . 0 0 0 0 0.244 WM 69 B-k

Cr II 4242.38 - 3.871 -0.590 KX -

Sc II 4246.89 7 0.3150 0.32 MFW 8 8 D
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Element A RMT^ X X o w ! ^ logp / reference Accuracy

Ni II 4244.82 9 4.0324 -3.109 KX -

Cr I 4254.35 1 0 . 0 0 0 0 -0.114 MFW 8 8 B

Fe II 4273.22 27 2.7044 -3.34 FMW 8 8 D

Or I 4274.80 1 0 . 0 0 0 0 -0.231 MFW 8 8 B

Fe II 4278.13 32 2.6920 -3.68 HEB 83 -

Ti II 4287.89 2 0 0.799 -2 .0 2 MFW 8 8 D -

Cr I 4289.72 1 0 . 0 0 0 -0.503 MFW 8 8 B

Ti II 4290.22 2 1 1.0800 -2 .0 1 0 MFW 8 8 D -

Fe II 4296.57 28 2.704 -3.010 FMW 8 8 C

Ti II 4300.052 41 1.1801 -1 .1 2 MFW 8 8 D -

Ti II 4301.93 41 1.160 -1 .2 2 MFW 8 8 D -

Fe II 4303.16 27 2.7044 -2.49 FMW 8 8 C

Y II 4309.62 5 0.18 -0.74 PN 8 6 -

Ti II 4312.86 41 1.180 -1.16 MFW 8 8 D -

Zr II 4317.32 40 0.71 -1.38 BIE 81 -

Mn II 4326.68 - 5.398 -1.254 KX -

Mg I 4351.90 14 4.346 -0.520 WM 80 D

Ni II 4362.10 9 4.029 -2.723 KX -

Mn II 4363.26 - 5.567 -1.909 KX -

Mn II 4365.22 - 6.573 -1.350 KX -

Fe II 4369.40 33 2.778 -3.670 FMW 8 8 C

Y II 4374.94 13 0.41 0.16 HAN 82 -

Fe II 4385.38 27 2.778 -2.570 FMW 8 8 c
Mg II 4390.58 1 0 9.999 -0.530 KX -

Ti II 4394.06 51 1.2214 -1.59 MFW 8 8 D -

Ti II 4395.03 19 1.0841 -0 .6 6 MFW 8 8 D -

Ti II 4395.85 61 1.2430 -2.17 MFW 8 8 D -

Y II 4398.02 5 0.13 -1.24 PN 8 6 -

Ti II 4399.78 51 1.2369 -1.27 MFW 8 8 D -

Ni I 4401.55 8 6 3.193 -kO.080 KX -

Fe I 4404.75 41 2.759 -1.92 FMW 8 8 C
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Element A RMT^ Xlow/eV logfif/ reference Accuracy

Fe II 4416.82 27 2.779 -2.60 FMW 8 8 C

Ti II 4417.72 40 1.1650 -1.43 MFW 8 8 D -

Ti II 4418.34 51 1.2369 -2.46 MFW 8 8 D -

Mg II 4427.99 9 9.996 -1 .2 0 1 WM 80 C-f

Mg II 4433.99 9 9.999 -0.900 WM 80 C+

Ti II 4464.53 40 1.1610 -2.08 MFW 8 8 D-

Ti II 4468.54 31 1.1305 -0.60 MFW 8 8 D-

P II 4475.26 24 13.080 -hO.44 WM 69 D

P II 4475.26 24 13.080 -hO.44 WM 69 D

Mn II 4478.64 - 6.045 -0.950 KX -

P II 4483.68 - 13.050 -0.78 WM 69 D -

Fe II 4491.40 37 2.856 -2.70 FMW 8 8 C

P II 4499.24 1 1 13.380 -0.47 WM 69 D

Ti II 4501.24 31 1.116 -0.750 MFW 8 8 D -

Fe II 4508.28 38 2.856 -2 .2 1 FMW 8 8 C

Fe II 4515.34 37 2.844 -2.48 FMW 8 8 C

Fe II 4520.22 37 2.807 -2.60 FMW 8 8 C

Fe II 4522.63 38 2.844 -2.03 FMW 8 8 B

Fe I 4528.62 6 8 2.1760 -0.822 FMW 8 8 B-h

Fe II 4534.166 37 2.8555 -3.47 FMW 8 8 D

Ba II 4554.03 1 0 . 0 0 0 0.163 WM 80 A

Fe II 4555.89 37 2.828 -2.29 FMW 8 8 C

Cr II 4558.66 - 4.073 -0.660 KX -

Ti II 4563.76 50 1.2214 -0.96 MFW 8 8 D -

Ti II 4571.97 82 1.5718 -0.53 MFW 8 8 D -

Fe II 4576.33 38 2.844 -3.04 FMW 8 8 C

Fe II 4582.853 37 2.8441 -3.04 FMW 8 8 C

Cr II 4588.217 - 4.071 -0.630 KX -

P II 4602.08 15 12.8534 0.74 WM 69 D

Fe II 4620.51 38 2.828 -3.28 FMW 8 8 C

Fe II 4625.91 37 2.8441 -0.310 FMW 8 8 C
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Element A RMT^ log # / reference Accuracy

P II 4626.70 - 12.810 -0.310 WM 69 D -

Fe II 4629.336 37 2.8067 -2.37 FMW 8 8 D

A1 II 4663.05 2 10.5981 -0.284 WM 69 D

Mg I 4702.94 1 1 4.346 -0.370 WM 80 -

f :  Lines used for blend synthesis in Ga I analysis. Not used for abundance analysis.



Table 4.7: Sources of atomic data

Element Abbreviation Full reference

Al I MOR 91 Morton, D C., (1991)

Al II WM 69 Wiese, Smith and Miles (1969)

Ba WM 80 Wiese and Martin (1980)

Ca I WM 69 Wiese, Smith and Miles (1969)

Ca II WM 69 Wiese, Smith and Miles (1969)

Cr I MFW 8 8 Martin, Fuhr and Wiese (1988)

Cr II KX Kurucz and Peytremann (1975)

Fe I KX Kurucz and Peytremann (1975)

Fe II FMW 8 8 /HEB 83 Fuhr, Martin and Wiese (1988), Heber (1983)

Ga I WM 80 Wiese and Martin (1980)

Mg I WM 80 Wiese and Martin (1980)

Mg II WM 80 Wiese and Martin (1980)

Mn I MFW 8 8 Martin, Fuhr and Wiese (1988)

Mn II KX Kurucz and Peytremann (1975)
Ni KX Kurucz and Peytremann (1975)

P WM 69 Wiese, Smith and Miles (1969)

S WM 69 Wiese, Smith and Miles (1969)

Sc MFW 8 8 Martin, Fuhr and Wiese (1988)

Si WM 69 Wiese, Smith and Miles (1969)
Sr PS 81 Pirronello, Strazzulla (1981)

Ti MFW 8 8 Martin, Fuhr and Wiese (1988)

V MFW 8 8 Martin,Fuhr and Wiese (1988)

Y PN 8 6 /  HAN 82 Pitts and Newsom (1986), Hannaford et al (1982)

Zr GRE 81/ BIE 81 Grevesse (1981), Biemont et al (1981)
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Chapter 5

M etal abundance analysis

5.1 The line abundance

Two comparative techniques are used in the spectrum synthesis package u c l s y n  to 

calculate abundances. The first technique involves iteration, whereby the synthetic 

equivalent width is altered until it matches the observed equivalent width, thereby 

giving an abundance; the second technique is the determination of abundances from 

direct comparison between synthetic and observational spectra.

5.1.1 D eriv in g  abundances from  equivalent w id th  m easurem ents

U C L SY N  was used in ‘exact curve-of-growth’ mode in order to determine the abun­

dance of a single unblended line from a measured equivalent width. Each line’s 

curve-of-growth is in effect computed exactly from the model atmosphere and atomic 

parameters supplied. An unbroadened synthetic profile is calculated for a spectral 

line using an initial abundance and integrated over a half-profile to produce a syn­

thetic equivalent half-width and the result then doubled. If the synthetic and ob­

served equivalent widths do not match then the abundance is adjusted, and a new 

equivalent width calculated. Iteration proceeds until an abundance is found at which 

theoretical and observed equivalent widths match.
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5.1 .2  D eriv in g  abundances from  com parison b etw een  sy n th etic  and  

observed  sp ectra

Visual fitting from spectrum synthesis is most useful when dealing with species where 

there are only a few visible lines in the optical region or when these lines are blended. 

The line profile is calculated at a user-specified abundance. Instrumental broadening 

can be achieved by convolving the synthetic spectrum with the instrumental profile, 

and rotational broadening is performed by calculating the quadratic limb-darkening 

function and then convolving the resultant rotational profile through the spectrum.

The synthetic spectra are interpolated onto a uniformly spaced wavelength grid 

and the necessary rotational and instrumental broadening parameters are convolved 

through the spectrum. The spectrum can then be compared with the observational 

data by superposition and a family of synthetic spectral lines covering a narrow 

range of abundances obtained, from which an unweighted mean abundance can be 

obtained. The error on the mean fit to the abundance can be determined from the 

two extreme values of the family of fits.

The line abundances for the normal and mercury-manganese star sample are 

given in Appendix B in Tables B .l and B.2.

5.1 .3  T h e to ta l error

The total error on the calculated abundance for a line depends on errors in equivalent 

width measurement, the stellar effective temperature, stellar log^, line loggf ,  and 

stellar microturbulence. The errors in the Stark damping parameters may also 

become im portant in strong saturated lines, but they were neglected in this thesis 

as the lines used in this project were not saturated.

The total error for a single line is calculated by quadratically propagating the 

individual components, assuming mutual independence between the variables. It is 

correct to assume the variables are independent of one another in a single line, be­

cause the surface gravity of a star cannot, for example, depend upon the measured 

equivalent width or the oscillator strength of a spectral line. The approach used here 

is in line with that of Smith (1993, his paper II), except that in this project the frac­
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tional error on the equivalent width is usually estimated directly from measurements 

and not assumed to be within 1 0 %.

The errors in the effective temperature and surface gravities were adopted from 

Smith and Dworetsky (1993) and take the values of ±250K and ±0.25 dex respec­

tively. The errors in the log g f  values came from the literature except in the case of 

those taken from Kurucz and Peytremann (1975), where an estimate for the error 

was adopted as ±50%. The error in the equivalent width was estimated from direct 

measurement of the uncertainty in the continuum placement.

Tests in U C L SY N  imply that microturbulence may not be an independent variable 

but may instead depend in a complicated way on effective tem perature and gravity. 

A small perturbation of the stellar effective temperature can alter the strength of 

weak and strong lines in a way which may be a complicated function of the excitation 

potential and oscillator strength of each line. The presence of line blends can also 

alter the microturbulence, with stronger lines giving rise to higher abundances. A 

single random error of ±0.5kms~^ was estimated for each microturbulence value in 

an attem pt to account for these errors. Smith {priv. comm) informs me that U C L SY N  

takes the error in ^ into account using a ‘one-sided error’ when ^ by calculating

a single-tailed Gaussian distribution from the given error on the microturbulence 

(usually cr=0.5kms“ ^), then assumes this distribution is symmetrical about zero 

when calculating the total error on the abundance.

The to tal error on synthetic spectral lines was derived by quadrat ically propagat­

ing the errors on the individual components; surface gravity, effective temperature 

and oscillator strength. In this case, however, the equivalent widths were assumed 

to have an error of 2 0 %, which is a reasonable estimate given that many measured 

lines have errors of this magnitude.

5.2 The mean abundance

The mean abundance of each species was calculated without taking the strengths of 

the individual lines into account. At first thought it would make sense to weight each 

line abundance by the line equivalent width because this would give the stronger 

lines more weight, thereby reducing random error in the measurements; however,
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this may not be a valid approach as stronger lines on the flat part of the curve-of- 

growth have a larger uncertainty in their abundances. It was therefore decided to 

calculate the line abundances without use of weighting factors.

5.2.1 T h e standard d ev ia tion  on th e  m ean abundance

The error on the mean abundance is not as straightforward a calculation as it is for 

the error on the line abundance. The work of Smith (1993) deflnes two estimates 

for the error on the mean abundance and his approach has been followed in this 

project.

The sample standard deviation, erg, is a weighted error based on the dispersion 

of the individual line abundances about the mean abundance, calculated using

"“ = V (5-1)

where Ak is the logarithmic abundance of line k, A  is the weighted mean abundance, 

Wk is the weighting factor l/cr^ and N  is the number of lines in the sample. N / { N —l) 

is included to give an unbiased estimate for cTg.

The second estimate, the model standard deviation am, is obtained by taking the 

non-independence of some of the variables into account. The errors on the equivalent 

widths are assumed to be random from one line to the next, but the abundance 

errors in the effective temperatures, surface gravities and microturbulence are clearly 

correlated for any given star. Oscillator strengths from the same multiplet also give 

rise to systematic errors.

The systematic nature of these errors can be modelled by taking their covariance 

into account. The covariance is given by

cov(Ak,Ai) = a i a j { ^ ^ ) { ^ ^ ) c o w { x i ^ k , X j , i )  (5.2)
dxi^k

where Xi^k and Xj î are different model parameters (i.e. temperature, gravity, equiv­

alent width) i and j  for the different lines k and I respectively. The covariance 

between independent variables (e.g. i ^  j )  will be zero, but tha t between non- 

independent variables (z = j)  will be non-zero. This situation can be envisioned as 

a matrix where the diagonal terms of the matrix are given by the variances of each
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line, and the covariances are given by the non-diagonal terms of the matrix. The 

non-diagonal terms are zero where the variables are independent.

UCLSYN is u sed  to  ca lc u la te  th e  m o d e l s ta n d a rd  d e v ia t io n  ta k in g  covar ian ce in to  

a cco u n t, u s in g
/Efc WkWicoY{Ak,Ai )

where and wi are the weighting factors as in Equation 5.2 and Ak and Ai the 

relevant abundances.

5.3 The results

The abundances were initially obtained from a combination of line profile synthesis 

and/or calculations based on equivalent width measurements. The line abundances 

can be found in Tables B .l and B.2; lines from more than one ionisation stage were 

included for the sake of completeness and to allow detection of possible effects of 

nLTE in subordinate ionisation stages, giving rise to differing abundances.

The unweighted mean abundances were then calculated for the elements, and, in 

the case of magnesium, calcium, aluminium, manganese, iron, nickel and chromium, 

the abundances of the neutral and first ionisation stages. For these latter ions, a fur­

ther mean elemental abundance was determined, which was weighted by the number 

of lines analysed for each species. Here am and as are calculated the same way as 

for a single species. Were the equivalent widths and atomic data exactly known, as 

would reduce to zero, but am would still take its calculated value. Alongside the 

mean abundances s, the standard error on the mean, given by as /y /N ,  is also listed.

In each section which follows a brief description is given of how the analysis 

proceeded.

5.3.1 M agnesiu m

Magnesium exhibits three strong singlet lines of neutral and three doublets of ionised 

magnesium in the optical region with wavelengths at AA4167, 4351, 4702 and AA4390, 

4428, 4434 as well as the strong Mg ii doublet at A4481. Five of the six lines analysed 

are blended with other elements and the blends are shown in Table 5.1.
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Table 5.1: Blending species for selected magnesium lines

Line Blending Species

Mg I A4167.26 Fe 11,4167.30

Mg I A4351.77 Fe 11,4351.77

Mg I A4702.94 Mn 11,4702.74

Mg II A4390.58 -

Mg II A4427.99 Ti 11,4427.88

Mg II A4433.99 Fe 1,4433.78; Mn 11,4434.07

The line at A4390 is not blended and its measured Wx was used to obtain a 

single abundance and external error in EXACT mode in UCLSYN. The remaining five 

lines were synthesised, together with their blending components. The abundances 

of the blending elements were determined previously and used as constraints when 

determining the magnesium abundance. However, lines which were heavily blended 

were not synthesised.

The mean magnesium abundances are presented in Table 5.2.

Table 5.2: Magnesium abundances

Star Mg I 0‘s Mg II (Ts Mg 0 's
9 Leo 7.38±0.02 0 .2 2 0.03 7.55±0.04 0 .2 0 0.05 7.474:0.04 014 0.09

a Lyr 7.01±0.03 0.26 0.05 6.97±0.04 0.17 0.07 7.02±0.05 0.13 0.05

HR7098 7.62±0.02 0.26 0.03 7.624:0.05 0.16 0.08 7.624:0.01 0 .1 1 0.06

21 Peg 7.36±0.04 0.26 0.08 7.564:0.06 0.15 0 .1 0 7.464:0.05 0 .1 0 0.14

C Dra - - - 7.59±0.04 0.13 0.08 7.56±0.04 0.13 0.08

2 1  Aql - - - 7.574:0.03 0.13 0.07 7.574:0.03 0.13 0.07

T Her - - - 7.664:0.03 0.14 0.06 7.664:0.03 0.14 0.06

(f) Her - - - 7.42±0.09 0.17 0 .1 1 7.424:0.09 0.17 0 .1 1

V Her - - - 7.264:0.04 0.14 0.09 7.264:0.04 0.14 0.09

87 Psc - - - 7.06±0.04 0.14 0.09 7.06db0.04 0.14 0.09

HR7664 - - - 6.65±0.09 0.13 0 .1 1 6.654:0.09 0.13 0 .1 1

HR7361 - - - 7.26±0.10 0.19 0 .1 2 7.264:0.01 0.19 0 .1 2

HR6997 - - - 7.03±0.01 0.16 0.03 7.03±0.01 0.16 0.03
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Table 5.3: Mean abundances for aluminium

Star Al I 0’s Al II ^ to t Al 0’s

6 Leo 6.53±0.27 0.36 0.39 6.65 - 6.614:0.03 0.24 0.06

a Lyr 5.79±0.03 0.26 0.05 5.60 0 .2 0 5.704:0.06 0.16 0.09

hr7098 6.354:0.07 0 .2 0 0 .1 1 6.47 0.23 6.394:0.06 0.15 0.07

21 Peg 6.25 0.27 - 6.34 0.37 6.304:0.05 0.15 0.06

C Dra 6.27 0.32 - 6.41 0.26 6.34±0.07 0.15 0 .1 0

2 1  Aql 6.35 0.26 - 6.30 0 .2 0 6.234:0.13 0.15 0.18
T  Her - - - - - - - -

(f) Her - - - 5.65 0.30 5.65 0.30 -

V Her - - - <4.88 - <4.88 - -

87 Psc - - - 5.71 0.35 5.71 0.35 -

HR7664 - - - <4.98 - < 4.98 - -

HR7361 - - - <4.98 - < 4.98 - -

HR6997 - - - 5.20 0.28 5.20 0.28 -

5.3 .2  A lum in iu m

Aluminium has three observable lines, two of these from Al I, available in the optical 

region studied in this thesis. The Al i line at A3944 is weak in hot stars and is often 

blended with manganese whereas the other multiplet 1 line at A3962, which is in the 

Balmer He wing, has a comparable W \  but is not blended. The Al il line at A4663 

appears to be blended with a line, provisionally identified as Fe ll, in the spectra of 

6 Leo, a  Lyr and 21 Aql. The Al ll line was therefore synthesised including this line, 

which was modelled from the Kurucz line-list. The oscillator strength for this iron 

line appears to be too weak as the abundance required to model the iron line needs 

to be exaggerated by ~0.5 dex in all three stars. Plots of the syntheses are shown 

in Figures 5.1, 5.2 and 5.3. The remaining abundances for Al I and Al ii in other 

stars were calculated directly from the measured W\.  Upper limits were calculated 

where the lines are weak or invisible and the aluminium abundance is apparently 

below the solar value. The mean abundances for aluminium are shown in Table 5.3.
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Figure 5.1: Synthesis of Al ll and a possible Fe ll line for 9 Leo
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Figure 5.2: Synthesis of Al ll and a possible Fe ll line for 21 Aql
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Figure 5.3: Synthesis of Al ll and a possible Fe ll line for Vega 

5 .3 .3  S ilic o n

Silicon exhibits two strong lines from multiplet 3 in the first ionisation stage at XX 

4128 and 4130. Both lines are saturated and exhibit Stark damping wings and often 

other elements are found in the line wings making synthesis necessary. Stark damp­

ing parameters (Sahal-Bréchot 1969) were taken into account when synthesising the 

line profiles. The weak doublet at A4621 is often not visible so was not used in this 

study. The A4128 line was not used in HR6997 as it was contaminated with three 

lines in the line wing and an additional cosmic ray event. The blending components 

were thought to be Mn ii 4128.14, Fe II 4128.74 and Fe il 4128.87 on the RHS of 

the silicon line.

HgMn stars and normal stars both show abundances consistent with solar values 

and a close internal consistency between the two lines although HR7361 shows a 

slight overabundance. Results are shown in Table 5.4.
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Table 5.4: Silicon abundances

Star Si 0’s Star Si O’m/O’tof o-s

6 Leo 7.67±0.12 0.24 0.17 (f) Her 7.58±0.13 0.23 0.18

a Lyr 7.17±0.10 0 .2 0 0.14 V Her 7.52±0.03 0.24 0.05

HR7098 7.56±0.01 0.14 0 .0 1 87 Psc 7.36±0.14 0.23 0 .2 1

21 Peg 7.47±0.03 0.26 0.04 HR7664 7.45±0.03 0 .1 1 0.04

(  Drac 7.63±0.01 0.27 0 .0 1 HR7361 7.95±0.13 0.24 0.18

2 1  Aql 7.41±0.04 0.26 0.06 HR6997 7.40 0.37 -

T Her 7.43±0.07 0.24 0.09

Table 5.5: Phosphorus abundances

Star

6 Leo 

a Lyr 

HR7098 

21 Peg 

C Drac 
21 Aql 

r  Her

Star P 0’s

0 Her - -

V  Her 6.27 0.26 -

87 Psc 5.91 0.36 -

HR7664 7.20±0.03 0.14 0.05

HR7361 7.81±0.04 0 .1 2 0.07

HR6997 7.41±0.01 0.17 0.06

5.3 .4  P h osp horus

Four lines of phosphorus (P ll) were available in the optical region, AA 4475, 4483, 

4499 and 4626Â. Phosphorus lines are very obvious in the majority of HgMn stars 

studied in this project and the lines are much stronger in hotter stars. The normal 

stars did not show lines of phosphorus at any Teff so no lower-limit calculations were 

made for these stars. This is consistent with solar system abundances as shown 

by Figure 7.4. The HgMn stars were analysed with no difficulty from measured 

equivalent widths and the resulting abundances were consistent for all four visible 

lines, which indicates tha t the phosphorus lines used here are all unblended. The 

final mean abundances are given in Table 5.5.
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5.3.5 Sulphur

The lines chosen for analysis in this thesis were the strong S ll lines seen at AA 

4153 and 4162. Another line at A4028 was weak and always blended with the Ti ll 

line at A4028.33 and the Mn I line at A4028.59 and therefore was not used, but 

no problems with blending were encountered with the other two sulphur lines so 

no spectrum synthesis was necessary when analysing this element. Table 5.6 shows 

the mean abundance. Usually there was good consistency between the abundances 

determined from the two lines but HR7361, v  Her and (  Dra show differences of up 

to 0 . 6  dex between the abundances, which is curious as the other stars do not show 

this. The lines are weak so this could due to measurement errors and noise.

Table 5.6: Mean sulphur abundances

Star S <̂ m/( t̂ot o-a Star S <̂ m/( t̂ot Os
6 Leo <7.28 - - (f) Her 7.16 0.30 -
a  Lyr <7.36 - - V Her 7.08±0.13 0.24 0.19

HR7098 6.75 0.35 - 87 Psc 6.91±0.03 0 .2 2 0.04
21 Peg 7.27 0.16 - HR7664 6.40±0.10 0.23 0.14

C Drac 7.44±0.14 0.27 0 .2 0 HR7361 6.49±0.28 0 .2 0 0.40
21 Aql 7.29±0.04 0.25 0.06 HR6997 6.99±0.01 0 .2 2 0 .0 1

r  Her 7.41±0.04 0 .2 2 0.06

5.3 .6  C alcium

There are three lines of calcium available in the optical region.

The Ca I line at A4226 is often weak {i.e., below lOmÂ) but it has reliable 

atomic data (Wiese et al 1969 B+) and is not blended or subject to saturation. The 

singly-ionised K and H lines at A3933 and 3968 respectively are both strong and 

obvious in the spectra of all the sample stars, but problems can be associated with 

the analysis of each line. The Ca-H line is blended with the Baimer He  line and was 

not analysed, but the strong Ca-K line was analysed using synthesis techniques as 

abundances for the hotter stars could not be determined using Ca I alone.
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The first step for Ca ii was to ensure tha t a Stark damping constant was known 

for the line and this came from Roberts and Eckerle (1985). The line then was 

synthesised using an initial solar abundance, which was then varied until a fit to the 

line wings was achieved, as it was found that a good fit to the line core was difficult 

to achieve. This situation is unlikely to be due to interstellar contamination, as the 

observed line core became progressively deeper with respect to the synthetic line at 

cooler temperatures.

Dworetsky {priv. comm) suggests this behaviour may be due to line-forming 

taking place in higher layers of the star (above logr=-4) which is not taken into 

account by the stellar atmosphere. This is borne out by the presence of a mismatch 

in cooler stars where the K-line is strongest. A layer of calcium at a lower optical 

depth could account for this. Hotter stars also show a profile asymmetry, clearest in 

HR6997, which is plausibly caused by interstellar blending. Despite these problems 

the fits obtained were satisfactory and do not prevent the determination of log A 

with reasonable accuracy. Results shown in Table 5.7.

Table 5.7: Calcium abundances

Star Ca I O'tot CTs Ca II Ca O’m CTs

6 Leo 6.18 0.71 - 6.35 0.45 - 6.27±0.13 0.42 0.18

a  Lyr 5.90 0.42 - 5.78 0.45 - 5.84±0.01 0.38 0.01

HR7098 6.65 0.53 - 6.42 0.49 - 6.53±0.06 0.43 0.08

21 Peg 5.99 0.23 - 6.15 0.49 - 6.08±0.01 0.42 0.01

(Drac - - - 6.50 0.42 - 6.50 0.42 -

21 Aql <6.50 - - 6.60 0.46 - 6.60 0.46 -

T Her <6.50 - - 6.50 0.47 - 6.50 0.47 -

(f) Her 6.40 0.38 - 6.60 0.42 - 6.50±0.15 0.32 0.21

uHer - - - 6.70 0.43 - 6.70 0.43 -

87 Psc - - - 6.70 0.43 - 6.70 0.43 -

HR7664 - - - 6.70 0.46 - 6.70 0.46 -

HR7361 - - - 7.10 0.49 - 7.10 0.49 -

HR6997 - - - 7.10 0.45 - 7.10 0.45 -

assuming error on synthetic line of 20%
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5.3.7 Scandium

Scandium exhibits a single line of doubly ionised scandium at A4246. Results from 

this single line are shown in Table 5.8. This line is the strongest scandium line at this 

temperature, but it is often weak or not visible in many of the stars. There appears 

to be some interference with the scandium line profile in HR7361, so blending from 

an unknown line should not be ruled out. HR6997 shows no scandium line in its 

spectrum and no blending species is shown in the RMT or Kurucz (1992) close to 

the Sc II line.

Table 5.8: Scandium abundances

Star Sc ^tot Star Sc ^tot
6 Leo 2.87 0.33 (/> Her 4.16 0.52

ot Lyr 2.84 0.39 V Her 2.91 0.27

HR7098 2.76 0.27 87 Psc 4.35 0.24

21 Peg 2.32 0.26 HR7664 3.17 0.16

(  Drac 3.04 0.28 HR7361 4.61 0.24

21 Aql 3.12 0.38 HR6997 <3.00 -

T Her <3.46 -

5.3 .8  T itan iu m

Titanium  is very well represented in the spectra of the programme stars, and a 

total of 23 strong lines were selected for analysis. Occcisionally the lines at A4417 

and 4418 were blended with one another in spectra of stars with high vs in i  values. 

Some titanium  lines were not seen in hotter stars. The internal consistency between 

lines was generally good and the mean results are shown in Table 5.9.

5.3.9 V anadium

Vanadium has a few weak lines available at AA 3951, 4005 and 4035 but atomic 

data are not available from a single source for these lines. The logg f  sources do 

not coincide so a rationalisation of the log g f  values by converting them to the same
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Table 5.9: Titanium abundances

Star Ti ^m/^tot Star Ti (fa

6 Leo 5.25±0.05 0.18 0.18 (f) Her 5.47±0.10 0.14 0.37

a Lyr 4.80±0.05 0 .2 0 0.17 V Her 5.93±0.04 0.15 0 .1 0

HR7098 5.33±0.05 0 .2 0 0.13 87 Psc 6.73±0.07 0.15 0.16

21 Peg 4.81±0.04 0.13 0.19 HR7664 5.85±0.08 0 .1 0 0.31

( Drac 4.64±0.07 0.14 0.18 HR7361 5.61±0.10 0.16 0.38

21 Aql 4.69±0.06 0.17 0.19 HR6997 5.62±0.12 0.15 0.33

T Her 4.90 0.27 -

reference frame is not possible. Some systematic errors between line abundances 

are to be expected for vanadium, giving rise to poor internal consistency and an 

apparently large random error. The analyses performed in this thesis appear to be 

the most extensive for this element. Results are shown in Table 5.10.

Table 5.10: Vanadium abundances

Star V (fm/(̂ tot CTs Star V (fm/(ffof (fa
9 Leo 4.35±0.08 0 .2 0 0 .1 2 0 Her 3.43±0.06 0.50 0.09

a Lyr 4.44 0.27 - V Her 3.92 0.29 -

HR7098 4.12±0.11 0.17 0.19 87 Psc 4.28±0.13 0 .2 0 0.18

21 Peg 3.91±0.03 0 .2 0 0.04 HR7664 4.16±0.15 0.15 0 .2 1

C Drac <3.95 - - HR7361 4.94 0.17 -

21 Aql <4.01 - - HR6997 4.99 0.30 -

T Her <4.59 - -

5.3 .10  C hrom ium

Five unblended lines of Cr ll at AA 3979, 4242, 4558, 4588 and 4003 and three 

unblended lines of Cr I at AA 4254, 4274 and 4289 were used in the analysis, but as 

in vanadium the oscillator strength source that was available differed between the 

two chromium ionisation stages; again no attem pt was made to reduce the data to 

the same loggf  scale because there were no common lines to the two sources (the
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neutral chromium values are likely to be of high quality). This could in tu rn  give 

rise to a systematic error between the two stages and an unknown systematic error 

in the final mean abundance.

The internal consistency between lines is variable from star to star. The normal 

stars show a chromium abundance consistent with the solar abundance of 5.7 dex 

with some scatter (Figure 7.10). Mean abundances are shown in Table 5.11.

Table 5.11; Chromium abundances

Star Cr I 0"m <̂S /o 'to t Cr II / <^tot CTs Cr O’m / O’fot CTs

6 Leo 5.84±0.04 0.30 0.05 6.07±0.03 0.22 0.06 5.99±0.05 0.19 0.12

a  Lyr 5.37±0.02 0.28 0.03 5.64±0.05 0.18 0.09 5.48±0.07 0.17 0.16

HR7098 5.94±0.07 0.28 0.04 5.79±0.05 0.18 0.05 5.85±0.05 0.15 0.12

21 Peg 5.80±0.08 0.26 0.12 5.71±0.06 0.13 0.10 5.74±0.06 0.09 0.16

C Drac - - - 5.43±0.03 0.16 0.05 5.43±0.03 0.16 0.05

21 Aql - - - 5.31±0.02 0.16 0.04 5.31±0.02 0.16 0.04

T Her - - - 5.51±0.14 0.19 0.20 5.51±0.14 0.19 0.20

0 Her 6.80 0.31 - 6.66±0.07 0.15 0.14 6.65±0.07 0.13 0.15

V Her - - - 6.04±0.11 0.14 0.19 6.04±0.11 0.14 0.19

87 Psc - - - 6.50±0.09 0.18 0.15 6.50±0.09 0.18 0.15

HR7664 - - - 5.08 0.23 - 5.08 0.23 -
HR7361 - - - 6.10±0.00 0.10 0.00 6.10±0.00 0.10 0.00

HR6997 - - - 5.67±0.19 0.19 0.27 5.67±0.19 0.19 0.27

5.3.11 M anganese

Three strong lines of neutral manganese were chosen for the analysis at AA 4030, 

4034 and 4041. These are the strongest lines and are only visible in the normal stars 

of low effective temperature.

Four Mn ll lines were also selected on the grounds of their strength and apparent 

freedom from blendings; these were at AA3917, 4363, 4365 and 4478. 4326 was always 

blended so abundances derived from this were marked ‘B’ in appendices E l and B2. 

4206 had hyperfine structure (see section 7.25). The consistency between manganese 

lines is good, but the manganese stars ^  Her, v  Her, HR7361, HR6997 and 87 Psc 

exhibited an anomalously strong line at A4206, whereas HR7664, with a low Mn 

abundance compared to the other HgMn stars, did not. Further discussion of this
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phenomenon can be found in Chapter 7. The mean abundances are shown in Table 

5.12.

Table 5.12: Manganese abundances

Star Mn I O’m/o’tot <Ts Mn II O’m / O'tot <Ts Mn O’m /  O’ to t Os

6 Leo 5.39 0.33 - 5.75 0.37 - 5.57±0.17 0.24 0.25

a  Lyr 5.38±0.03 0.26 0.05 - - - 5.38±0.03 0.26 0.05

HR7098 - - - 5.64±0.01 0.25 0.02 5.64±0.01 0.25 0.02

21 Peg - - - - - - - - -

(  DrcLC - - - - - - - - -

21 Aql - - - - - - - - -

T Her - - - - - - - - -

<(> Her 7.01±0.05 0.22 0.09 6.86±0.01 0.16 0.09 6.95±0 .04 0.12 0.09

V  Her 7.03±0.01 0.29 0.02 7.12±0.03 0.18 0.06 7.09±0 .03 0.16 0.06

87 Psc 7.77±0.03 0.22 0.05 7.33±0.05 0.20 0.10 7.52±0.09 0.15 0.23

HR7664 Z - - 6.38±0.02 0.08 0.03 6.38±0.02 0.08 0.03

HR7361 7.98±0.07 0.29 0.12 8.04±0.06 0.14 0.09 8.01±0.04 0.14 0.10

HR6997 8.27±0.03 0.27 0.06 8.05±0.05 0.12 0.10 8.02±0.05 0.12 0.16

5.3 .12 Iron

22 strong unblended lines were selected for Fe II from the spectrum of v  Her. Iron 

is an im portant element with many lines of neutral and singly ionised atoms. Five 

Fe I lines were also available; these are seen in cooler stars. Spectrum synthesis was 

not necessary for this element due to the large choice of apparently single lines, but 

it was surprising tha t the internal consistency of the iron lines is poor in some cases, 

despite good ^ fits, suggesting the possible presence of blends in some stars. Mean 

abundances are shown in Table 5.13. There is generally good agreement between 

the ionisation stages, as the logg f  source (Fuhr et al 1988) was used for the lines 

and neutral and singly ionised iron is plentiful in this tem perature range.

5.3.13 N ickel

Four nickel lines are available in the spectra of normal and HgMn stars. The Ni I line 

at A4401 is very weak or not present in the normal star sample and not seen at all 

in the HgMn star sample but three of the least-blended Ni ll lines at AA4015, 4067
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Table 5.13: Iron abundances

Star Fe I CTs Fe II (Ts Fe o-s
6 Leo 7.71±0.07 0.40 0 .1 0 7.65±0.04 0 .2 0 0.18 7.67±0.03 0 .2 0 0.14

a Lyr 7.32 0 .2 2 - 6.95±0.02 0.18 0.07 6.97±0.02 0 .2 0 0.07

HR7098 7.61±0.03 0.24 0.15 7.59±0.04 0.19 0.16 7.59±0.00 0.17 0 .0 1

21 Peg 7.36±0.07 0 .2 0 0.15 7.61db0.06 0.18 0.16 7.58±0.02 0 .1 0 0.09

C Drac 7.46±0.04 0 .2 0 0.14 7.43±0.04 0.09 0.16 7.44± 0.02 0.08 0.15

2 1  Aql 7.32 0.35 - 7.45±0.05 0 .1 0 0.18 7.43±0.04 0 .1 0 0.16

r  Her - - - 7.33±0.06 0 .1 1 0 .2 0 7.33±0.06 0 .1 1 0 .2 0

(/) Her 7.16±0.02 0.14 0.04 7.53±0.04 0.09 0.13 7.52±0 .03 0.09 0 .0 1

V Her 7.39±0.01 0.15 0.03 7.32±0.03 0.0.09 0.13 7.33±0.01 0 .1 1 0.03

87 Psc 7.34±0.32 0.26 0.45 6.98±0.09 0.08 0.24 7.02db0 .08 0.08 0.34

HR7664 8.40±0.05 0.27 0 .1 0 8.26±0.06 0 .1 0 0.23 8.30±0.04 0.09 0.19

HR7361 17.90±0.00 0.34 0 .0 1 7.62±0.07 0 .1 0 0.30 7.70±0.04 0.09 0.19
HR6997 - - - 7.85±0.05 0 .1 1 0.13 7.85±0.05 0 .1 1 0.13

and 4362 were used in this work; A4015 and A4362 were not usually blended and 

A4067 was only used for analysis when it was unblended. The log g f  values provided 

by Kurucz and Peytremann (1975) were used instead of those from Warner (1967) 

(corrected by Smith 1976) in line with the recommendations of Adelman (1989) and 

preliminary analysis which gave a poor consistency between lines.

Furthermore, the normal stars appeared to be systematically rich in nickel using 

W arner/Sm ith loggf  values. No spectrum synthesis was necessary when analysing 

nickel as only clean lines were analysed. Results are shown in Table 5.14.

5.3 .14  G allium

Gallium is present in two ionisation stages in the programme stars, but the aim was 

to analyse the neutral gallium lines at A4032 and 4172. It was hoped it would be 

possible to compare the mean abundance derived from these lines with the ongoing 

work of Smith (1996, in prep) for singly ionised lines, based on the same extracted 

Lick échelle data and lUE data but these data were not available at the submission
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Table 5.14: Nickel abundances

Star Ni I Ni II (fa Ni CTs
9 Leo - - 5.62±0.08 0 .2 1 0.14 5.624:0.08 0 .2 1 0.14

a Lyr - - 5.89±0.09 0.19 0.13 5.894:0.09 0.13 0.09

HR7098 6.43 0.32 - 6.26L0.31 0.16 0.53 6.304:0.24 0.15 0.50

21 Peg 6.59 0 .2 0  - 6.32±0.05 0 .2 0 0.08 6.414=0.13 0.19 0.15

C Drac - - 5.16 0.24 - 5.16 0.24 -

21 Aql - - 6.03±0.06 0.17 0 .1 0 6.074:0.06 0.17 0 .1 0

r  Her - - 5.98±0.04 0 .2 0 0.05 5.984=0.04 0 .2 0 0.05

(f) Her - - 6.02±0.06 0 .2 0 0 .1 1 6.02±0.06 0 .2 0 0 .1 1

V Her - - 4.35±0.17 0 .2 1 0.24 4.354:0.17 0 .2 1 0.24

87 Psc - - 5.72±0.04 0.18 0.07 5.72±0.04 0.18 0.07

HR7664 - - 5.74±0.03 0.13 0.04 5.744:0.03 0.13 0.04

HR7361 - - 6.18 0.15 - 6.18 0.15 -
HR6997 - - 6.13 0.24 - 6.13 0.24 -

time of this thesis.

No modern loggf  values were found for Ga ll. It could be possible in future 

to obtain aistrophysical loggf  values for these lines using the abundances for Ga ll 

derived by Smith (1994). Bidelman and Corliss (1962) also found hyperfine structure 

in the transitions of Ga II, making this element difficult to study unless this structure 

is adequately modelled.

Ga I is strong in HgMn stars but there are several strong blending components 

also present at the position of both gallium lines, at A4032 and A4172. A4172 is 

particularly contaminated.

It was necessary to synthesise the gallium lines in order to obtain an abundance. 

The abundances of the blending species are derived from other, unblended lines of 

the same species seen elsewhere in the spectrum. The wavelength of the blended line 

is fixed using surrounding lines as a reference point. The blend is then synthesised 

by increasing or decreasing the blending species until they fit the profile well. The 

galliun blended component is then introduced and the abundance obtained from the 

final fit for all the lines. When gallium is not overabundant, as is the case in normal
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Table 5.15: Gallium abundances for normal stars
Species Line 6 Leo a Lyr HR7098 21 Peg C Dra 21 Aql r  Her

Ti II 4171.91 5.4 4.6 5.3 4.8 5.5 4.7 4.8

Cr II 4171.90 5.9 5.5 5.9 5.5 5.5 5.3 5.5

Ga I 4172.04 <4.5 <3.0 <4.0 <4.50 - -

S II 4032.81 <7.3 <7.4 7.6 7.1 7.4 7.3 7.4

Ga I 4032.99 <4.0 <3.0 <3.0 <4.0 <4.5 - -

Fe II 4032.99 7.7 7.0 7.5 7.4 7.6 7.5 7.3

Mn I 4033.06 5.3 <5.3 5.7 5.3 <5.8 <5.8 -

Table 5.16: Gallium abundances for HgMn stars

Species Line (f) Her V Her 87 Psc HR7664 HR7361 HR6997

Ti II 4171.91 6.2 6.5 7.1 5.9 5.5 5.6

Cr II 4171.90 6.8 6 .0 6.7 5.1 6.1 5.7

Ga I 4172.04 5.8 6.0 6.5 6.1 6.8 -

S II 4032.81 7.2 7.0 7.0 6.8 6.1 7.2

Gai 4032.99 6 .0 6.1 - - - -

Fe II 4032.99 7.8 7.7 7.6 8.3 8 .0 8 .0

Mn I 4033.06 7.0 7.0 7.5 6.4 8.4 8 . 2

stars, it is usually only possible to obtain an upper limit; however, for the HgMn 

stars, log A  turned out to be >5 dex and so it was possible to obtain both a fit to 

the lines and an error estimate based on atot for each line.

The synthesised abundances of the gallium blending species and gallium are 

shown in Tables 5.15 and 5.16 along with mean abundances for gallium in Table 

5.17.

5.3 .15 S tron tiu m

Two strong lines of Sr ll at AA 4077 and 4215 were analysed, both  of which are 

saturated and occasionally blended. The lines were synthesised when blended in 

(j) Her, V Her and HR6997 and Stark damping was also taken into account when
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Table 5.17: Gallium abundances

Star Ga I a„i Star Ga I ^m/ (̂ tot CTs

6 Leo — — — (j) Her 5.90±0.10 0.19 0.07

a  Lyr -  -  - V Her 6.05±0.05 0.18 0.07

HR7Ü98 -  -  - 87 Psc 6.50 0.18 -

21 Peg -  -  - HR7664 6 .1 0 0.25 -

(  Drac -  -  - HR7361 6.80 0 .2 2 -

2 1  Aql -  - HR6997 - - -

r Her

calculating the abundances, which are shown in Table 5.18.

5.3 .16 Y ttr iu m

Y ttrium  has five lines available, of which AA3950, 3982, 4309 and 4398 are un­

blended. This element shows strong overabundances in HgMn stars, of which 4> Her 

is apparently the strongest, with an overabundance of 2.7 dex compared to the solar 

value (Anders and Grevesse 1989). See Table 5.19 for the results.

5 .3 .17  Z irconium

Zirconium was only identified with certainty in the spectrum of 4> Her, where there 

is an overabundance well over a factor of ten greater than that seen in the Sun. The 

normal star 6 Leo shows several lines at the correct wavelengths for zirconium; which 

lends great weight to the identification of zirconium in this star, and on analysis of 

these lines an overabundance was yielded. Weak zirconium lines at A3991 and 3998 

were also seen in HR7098 and 21 Peg and these yielded a solar abundance (Anders 

and Grevesse 1989) when analysed. The remainder of the normal and HgMn stars, 

including v  Her, did not show zirconium in their spectra. The results are shown in 

Table 5.20.
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Table 5.18: Strontium abundances

Star Sr

6 Leo 3.59±0.08 0.52 0 .1 1

a Lyr 2.16±0.02 0.37 0 .0 2

HR7098 3.50±0.16 0.36 0 .2 2

21 Peg 2.91 0.47 -

C Drac 2.664:0.09 0.18 0.13

2 1  Aql 2.79±0.08 0 .2 1 0 .1 2

r  Her - - -

Star Sr 0’s
(j) Her 3.96±0.08 0.26 0 .1 1

V Her 3.89±0.02 0.24 0.03

87 Psc 2.684:0.06 0.18 0.08

HR7664 - - -

HR7361 3.04 0.28 -

HR6997 3.73 0.26 -

5.3 .18 B arium

Two lines of singly ionised barium are available in the optical region: AA4554 and 

4130; the former was chosen for the analysis because the other optical barium line 

at A4130 was usually not visible and is always severely blended with Si II A4130.

The abundances were calculated from the measured equivalent widths which are 

tabulated in Tables 3.1 and 3.2. Barium is only visible at solar abundances in normal 

stars with effective temperatures below approxmately 13 GOOK, and these stars show 

a systematic overabundance. Upper limits were determined for HgMn stars which 

did not show the barium line at A4554.

Table 5.21 shows the abundances; the solar abundance is at 2.06 dex (Anders 

and Grevesse 1989).
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Table 5.19: Yttrium abundances

Star Y (̂ tot 0’s Star Y 0’s
6 Leo 2.77±0.05 0.36 0.06 <j) Her 4.77 0.26 -

a  Lyr 2.17±0.06 0.50 0 .1 0 V Her 3.68 0.34 -

HR7098 2.62±0.04 0.23 0.05 87 Psc 4.66±0.06 0.16 0.13

21 Peg 2.30 0.64 - HR7664 4.02±0.09 0.16 0.13

C Drac - - - HR7361 4.68±0.04 0.14 0.06

2 1  Aql - - - HR6997 - - -

r  Her - - -

Table 5.20: Zirconium abundances

Star Zr O’m O’, Star Zr O’m 0 's
6 Leo 3.21±0.06 0 .2 2 0.08 (j) Her 4.75 0.16 -

a Lyr - - - V Her - -

HR7098 2.65 0.17 - 87 Psc - -
21 Peg <2.52 - - HR7664 - -
(  Drac - - - HR7361 - -

21 Aql - - - HR6997 - -

T Her - - -

Table 5.21:

Star Ba O’tof
6 Leo 3.34 0.59

a Lyr 2 .2 1 0.39

HR7098 3.00 0.58

21 Peg 2.76 0.56

( Drac - -

21 Aql - -

r  Her - -

Star Ba (̂ tot
0 Her 4.07 0.32

V Her 3.35 0.40

87 Psc 3.66 0.30

HR7664 <3.08 -

HR7361 <3.21 -

HR6997 <3.40 -
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Chapter 6

Comparison to the literature

The abundance patterns for each star taken from this thesis and from the literature 

can be found in the sections which follow. These results are examined star-by-star 

as the sample size of HgMn stars is too small for a statistical analysis of element 

behaviour to be performed. Instead, comparison is made between the work here and 

that detailed in the literature for each star. This is particularly im portant for the 

normal stars as they can be used as a check for the presence of systematic errors in 

the spectra of HgMn stars.

6.1 The normal stars

6.1.1 e  Leo (A 2V )

Myron Smith (1974) undertook the first analysis of this star, which at the time was 

the A2V spectral standard (Cowley et al 1969). Smith was interested in stars at 

the border of the Am-star domain; using an early ATLAS model he discovered the 

metal-rich spectrum of 9 Leo was enhanced in iron, strontium and calcium and that 

abundances from the first and second ionisation stages of iron gave diflferent results.

A decade later the work of Adelman (1986) also showed overabundances in stron­

tium (0.8 dex) and zirconium (0.5 dex), though a normal abundance was obtained 

for the remaining optical lines of the other elements he studied. One peculiarity of 

Adelman’s work was that lines from the first and second ionisation stages of man-
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ganese gave different abundances when a mean value was calculated. This is much 

like the different abundances of Fe l l  and Fe I seen by Smith (1992) for this star.

In 1989 and 1990 Lemke published an in-depth analysis of six elements for a 

selection of A-type stars which included 6 Leo. Lemke found that, as in 0 Leo, 

strontium was overabundant (in this case 1 . 1  dex) in many stars of the normal star 

sample as was barium (1 dex). This result was further enhanced when calculations 

were repeated in conditions of nLTE where Lemke found a discrepancy between Fe I 

and Fe ll which was mirrored by the work of Smith; this became more pronounced 

in the calculations performed under the assumption of nLTE.

K.C. Smith (1992) next looked at 6 Leo and based this work on UV data from 

the lUE which included nine of the seventeen elements studied in this project. Smith 

detected a possible enhancement in the abundances of gallium (0.7 dex). Chromium 

(0.3 dex) and nickel (0.5 dex) on the other hand, were slightly underabundant in 

the UV.

This work finds 9 Leo effectively solar in the abundance patterns seen for most 

elements. The exception to this is seen in the elements barium (1.2 dex), strontium 

(0.7 dex) and zirconium (0.4 dex), which are overabundant. Again, neutral and 

singly ionised iron give slightly different abundances.

The work of Adelman and M.A. Smith and that presented here all describe 

overabundances in barium, strontium and zirconium and confirms 6 Leo as a mild 

metallic-lined A- star. There is also general agreement between the results of K.C. 

Smith and tha t seen in this project but it was not possible to confirm or reject 

the gallium overabundances of K.C. Smith as Ga I lines were not visible in this 

star. Smith’s results for magnesium were definitely higher than in this work, while 

Lemke’s results for this star were not significantly different in LTE from my work 

or that of Adelman except in the case of strontium, which was more enhanced in 

Lemke’s paper.

6.1 .2  OL Lyr (AOVa)

Hunger (1955) published the first analysis of Vega. He devised a number of model 

atmospheres for different stellar effective temperatures, but finally settled on a Tgff
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of 9500K. Smith (1974) analysed Vega in the same work as 6 Leo; he stated he had 

found a solar abundance, but close inspection of his results reveal abundance anoma­

lies much like those commonly derived for Vega nowadays; iron is underabundant, 

phosphorus high and nickel low in abundance. Dreiling and Bell (1980) then looked 

at the spectrum of Vega in some detail and derived their own model atmosphere. 

They also obtained a low iron abundance, and suggested this could be due to a sys­

tematic error from nLTE effects of unknown origin in the spectrum. This hypothesis 

overlooked the inference that A-stars with solar iron abundances calculated under 

LTE would then all be overabundant!

Sadakane and Nishimura (1981) found aluminium and silicon to be deficient. 

Iron-peak and heavier elements were found to be underabundant by ~0.4 dex. A 

small increase of calcium, strontium and barium abundances were seen in an nLTE 

analysis of the same data set in unpublished work by Borsenberger and Braderie 

and mentioned in Sadakane and Nishimura (1981) but the elements were still un­

derabundant.

Adelman and Gulliver’s (1990) work provided a lower microturbulence (1.3kms“ )̂ 

than previous work and obtained a mean underabundance of metals of 0 . 6  dex, which 

made Vega slightly more metal poor than shown by the abundances found by Dreil­

ing and Bell and Sadakane and Nishimura. Adelman attributes this fact to ‘better 

data’.

Lemke (1989,1990) found iron, barium, strontium and calcium to be underabun­

dant. These elements were again slightly more enhanced in nLTE calculations. He 

also found a discrepancy between the abundances of the different species of iron 

when calculated under nLTE; this was not so noticeable under LTE. This is sur­

prising as correctly allowing for the effects of nLTE should improve the agreement 

between different ionisation stages not decrease it.

Smith and Dworetsky’s (1993) and Smith’s (1993) work in the UV presented 

underabundances in this star of nickel, silicon, iron, manganese (0.4 dex) and alu­

minium and confirmed the low metallicity in this star.

Finally, in this work a  Lyr was not found to show a solar distribution of abun­

dances; in accordance with the previous work it is confirmed tha t this star is un-
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derabundant in the elements nickel (0.3 dex), silicon (0.4 dex), strontium (0.7 dex), 

manganese (0.5 dex), aluminium (0.6 dex) and iron (0.6 dex).

This work confirms Adelman and Gulliver’s work that Vega is a metal deficient 

star with a microturbulence of 1.2kms“ .̂ The possibility tha t Vega is a rapidly- 

rotating pole-on star is discussed in Chapter 1. This is im portant as this may help 

explain why a narrow lined star such as Vega does not show Am-star abundance 

patterns. Lemke’s (1990) LTE results for Vega seem much lower than the abundances 

derived here.

6.1 .3  H R 7098 (AOVs)

Smith (1992) appears to have performed the first abundance analysis of this star 

and to have studied it in both the UV and the optical region. Chromium was 

found to be solar in the optical region, but was overabundant by 0.7 dex in the 

UV; iron was solar in the UV and in the optical region. In the optical region 

Smith found a difference between Ni I and Ni l l  of over 1 dex. Titanium  was 

only very slightly overabundant (0.25 dex) in the optical region. Of the remaining 

elements, aluminium and manganese were of solar abundance; although manganese 

is apparently overabundant in the UV.

The aluminium, gallium, magnesium, silicon and zirconium abundances in this 

work are essentially solar and barium exhibits an overabundance (0.9 dex), although 

the line is so weak there is a large error on the abundance. Strontium, vanadium, 

nickel and yttrium  were also found to be overabundant but sulphur (-0.45 dex) and 

scandium (-0.35 dex) show lower abundances than the Sun (Anders and Grevesse 

1989).

Lemke’s work on A-stars is echoed in this star by the overabundance of strontium  

which matches the results obtained for his sample of normal A-stars, although he 

did not include HR7098 in his work. The results presented here generally agree with 

the UV abundances of Smith (1992) although Smith’s abundance for magnesium is 

0.3 dex higher than in this thesis.
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6.1 .4  21 P eg  (B 9 .5V )

Cowley (1980) classified this star as a superficially-normal star by examining its spec­

trum  and finding strong lines of chromium, iron, scandium, titanium  and vanadium. 

Sadakane’s (1981) analysis of 21 Peg then found an underabundance in aluminium 

(0.4 dex), calcium, iron (0.5), magnesium (0.25 dex) and nickel (0.3 dex), an over­

abundance in manganese (0.55 dex) and yttrium  (0.67 dex) and a solar abundance 

for chromium and nickel.

A decade later Smith (1992) studied 21 Peg’s UV spectrum and found abun­

dances for aluminium, chromium, iron, magnesium, silicon and nickel which differ 

by less than 0.1 dex from the solar abundance. Manganese was slightly enhanced 

by 0 . 2  dex.

The aluminium abundance in this work for 21 Peg has also been found to be solar, 

although calcium (-0.3 dex) and scandium (-0.8 dex) are possibly underabundant. 

Unlike the three cooler stars in this sample strontium is not obviously overabundant; 

and unlike a  Lyr, yttrium  is solar.

The aluminium abundance from this work and that of Smith is solar, but that 

obtained by Sadakane is 0.4 dex underabundant. Sadakane’s nickel and silicon abun­

dance enhancements (0.21 and 0.13 dex respectively) are also much smaller than 

that obtained by Smith and in this work; however calcium, chromium, scandium 

and strontium are solar in all three works and agree extremely well. The marginal 

enhancement of yttrium  (0 . 2  dex) seen in this work is much more exaggerated in 

the work of Sadakane (1981) (0.6 dex). Basically this star shows a Vega-like un­

derabundance of the key elements calcium, silicon and nickel and an enhancement 

of yttrium . However, the abundances of manganese and iron do not follow the 

abundance patterns seen in the cooler star.

6.1.5 C D ra (B 6 III)

Pagel (1974) first studied silicon; this was followed in 1983 by the work of Sadakane et 

al (1983) who studied aluminium abundances and found a possible underabundance 

of 0 . 2  dex.
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No further work was done on the abundances of (  Dra until 1992, where Smith’s 

results in the UV for (  Dra show a general underabundance for the elements he 

studied, especially in iron. However, silicon and aluminium were found to be of 

solar abundance.

This work found the abundances of aluminium, silicon and magnesium in ^ Dra to 

be consistent with solar abundances and nickel and chromium underabundant with 

respect to the Sun. No obvious overabundance was seen in strontium or barium, 

which is unlike the cooler stars studied by Lemke (1989,1990).

This star is the only case where Smith’s magnesium abundance is lower than 

tha t presented in this thesis. A solar value for magnesium was obtained here but 

Smith obtained a 0.6 dex under abundance. Apart from aluminium, silicon and 

manganese, all of which have abundances within 0 . 1  dex of the respective solar 

abundances, ^ Dra is anomalously underabundant in the work of Smith, iron (-1.0 

dex) being particularly afiected. The only exception to this rule seems to be the 

nickel abundance (0.7 dex), where Smith obtained a higher nickel abundance than 

seen in this work. A possible explanation for these anomalous results is discussed 

later in this chapter.

6.1.6 21 A ql (B 8II-III)

The first abundance analysis of this star appears to have been undertaken by Adel­

man (1991), who found that 2 1  Aql was slightly underabundant in aluminium (-0.3 

dex), iron (0.25 dex), chromium (0.3 dex), nickel (0.4 dex) and titanium  (0.6 dex). 

Calcium was the only element found by Adelman to have a solar abundance.

Smith (1993) published an overabundance for magnesium in this star and found 

most other abundances to be solar, with the exception of aluminium which appears 

underabundant and manganese (Smith and Dworetsky 1993) which shows a curious 

overabundance of 0 . 8  dex.

In this project 21 Aql was found to show a slight underabundance in aluminium 

(0.17 dex) and titanium  but a solar abundance was found for strontium, much as in 

21 Peg. The remaining elements in the spectrum were solar in abundance. Barium 

was not seen in this star so it was not possible to obtain an abundance. Manganese
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was not visible in this work and was certainly not overabundant.

None of the workers detected barium lines so the behaviour of this element in 

hot stars could not be judged. Manganese only appears overabundant in the work 

of Smith and magnesium is also curiously overabundant.

6 .1 .7  r  H er (B 5IV )

T Her is the hottest star in this sample and is a fairly rapid rotator, which means few 

unblended lines are available for study. The star was analysed initially by Adelman

(1991) who found underabundant sulphur (0.2 dex), aluminium (0.2 dex), nickel 

(negligible) and iron (0.3 dex) and high abundances of titanium  (+0.6 dex).

Smith (1992) looked at this star in the UV and found a magnesium overabun­

dance of 0.4 dex. Aluminium (-0.3 dex) and nickel (-0.3 dex) were again proved to 

be underabundant but iron and chromium appeared to be of solar abundance.

According to the results obtained here sulphur is possibly overabundant by 

0 . 2  dex, nickel was found to be possibly underabundant by the same amount and 

chromium solar. Iron (-0.2 dex) was slightly underabundant and titanium  solar.

The results in this thesis for this star are all found within lam  of the solar 

abundances, in contrast to Adelman’s low abundances for this star. Sm ith’s work 

coincides more with this project than Adelman except in the case of magnesium 

which is found to be 0.4 dex more overabundant than the solar-consistent abundance 

obtained here. Both Smith and Adelman obtained lower abundances in sulphur in 

T Her than for the other normal stars.

6.2 The HgM n stars

6.2.1 ÿ H er (B 9pM n)

(f) Her seems to be a popular HgMn star for analysis. Sear le and Sargent (1964) 

first included this star in their survey and found that magnesium and silicon were 

of normal abundance, A paper by Zimmerman et al (1970) deals with an in-depth 

study of this star (referred to as a ‘manganese star’) and the results reflect the HgMn
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star pattern  of enhanced manganese, strontium and yttrium  as well as enhanced 

zirconium and a slight deficiency in chromium. However, the results from individual 

species showed discrepancy between the abundances of the same element. Cr I and 

II differ by over 1 dex and Fe i and II are 0.5 dex apart. The other species show 

consistent abundances.

Heacox (1979) included cf) Her in a study of the abundances of HgMn stars 

using early Kurucz model atmospheres. Silicon, titanium, iron and chromium are 

often nearly solar in HgMn stars but here there were very strong overabundances. 

Manganese and strontium are typically overabundant and scandium was found to be 

overabundant by 1.7 dex. Sadakane’s study found aluminium to be underabundant 

by 1 . 1  dex.

Guthrie (1984) studied a sample of HgMn stars. For (f) Her he found an over­

abundance of 0.7 dex for chromium, a slight overabundance for phosphorous and 

an enhancement of over 1 dex for titanium. Y ttrium  was highly enhanced, by 2 

dex, and zironium was found to be ~1.5 dex above the solar abundance. Nickel 

was so underabundant only an upper limit could be obtained and iron gave a solar 

abundance. Adelman (1988) studied (f) Her and found that there is a difference of 

0.5 dex between the abundances of Mg I and Mg l l  but tha t the abundances for 

different ionisation stages for other elements match well.

Smith (1992) found an underabundance of 0.8 dex in aluminium, a high abun­

dance of chromium and a solar abundance for magnesium. Manganese was mildly 

overabundant and the abundance of gallium was found to be 5.5 dex, ~ 1 0 0 0 x the 

solar concentration.

Redfors and Cowley (1993) looked at the spectrum of Y III and Zr ill in the UV 

and found evidence of departure from LTE ionisation balance in yttrium  as the third 

yttrium  spectrum gave a higher abundance than the spectrum of the first ionisation 

stage.

This work found strong overabundances of barium, chromium, gallium, man­

ganese, strontium, zirconium and vanadium while scandium was slightly underabun­

dant.

All authors found a clear overabundance of zirconium. Silicon’s low abundance
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obtained by Adelman was not replicated by other authors; Adelman also provided 

the lowest scandium and magnesium abundance but Smith’s abundance of gallium 

was the lowest. Heacox showed a consistent overabundance in all the elements except 

gallium, nickel, calcium and yttrium; normal elements are exaggerated and normally 

overabundant elements are sometimes found to be increased by a factor of 1 0 .

6.2 .2  V  H er (B 9III)

Adelman and Fuhr (1985) first found an overabundance of gallium for this star of 

3.8 dex and a strong underabundance of nickel of 1.9 dex. The elements scandium, 

silicon, iron and calcium were found to be within 0 . 2  dex of the solar abundance but 

magnesium was underabundant by 0.3 dex and chromium was overabundant by 0.3 

dex. Y ttrium  (1.6 dex), strontium (1.0 dex), phosphorus (0.8 dex), and manganese 

(1.7 dex) were all found to be overabundant.

Heacox (1979) found an enhancement of all the elements he studied except mag­

nesium, which had a clear 1 dex underabundance and nickel which appeared solar, 

whilst Guthrie (1984) found tha t chromium was solar, titanium  (0.7 dex), gallium 

(4.0 dex) and manganese (1.5 dex) overabundant whilst iron (-0.3 dex) and magne­

sium (-0.7 dex) were underabundant. Smith found an underabundance of aluminium 

(1.0 dex), nickel (0.7 dex), iron (0.4 dex) and magnesium (0.3 dex).

The results from this project show barium (1.3), chromium (0.3 dex), gallium 

(4.3 dex), strontium (1.0 dex), manganese (1.7 dex), yttrium  (1.6 dex) to be over­

abundant, whilst scandium, silicon and vanadium and silicon are solar.

Heacox’s results seem much higher than mine or Smith’s, but Smith and Hea­

cox match in magnesium abundance. Generally Heacox’s results are enhanced with 

respect to other work except for nickel which is solar, magnesium which is under­

abundant and gallium which is similar in abundance to all published work. Y ttrium  

was only seen in the optical work of Smith (1992).

However, Smith does seem to give lower abundances than Heacox for strontium 

and titanium , but they match again for silicon, sulphur and scandium. This would 

imply that Heacox’s work has a systematic difference in some elements, especially 

as Heacox shows systematic enhancement with respect to this work in all elements
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except silicon. This is discussed in more detail later.

6.2 .3  87 P sc  (B 8III)

Heacox (1979) found that calcium (0.7 dex), chromium (1.4 dex), gallium (2.7 dex), 

manganese (3.2 dex), scandium (1.4 dex) and titanium  (2.2 dex) were overabun­

dant whilst silicon and nickel (both 0.5 dex) and iron (0.4 dex) are underabundant. 

Smith (1992) performed a UV and an optical analysis for this star and so obtained 

additional results for yttrium  (2.5 dex), scandium (1.4 dex) and titanium  (2.2 dex). 

Overabundances were found in gallium (2.7 dex), manganese (2.0 dex), silicon and 

yttrium  (1.65 dex) whilst iron gave a curiously low abundance of 6.4 dex. A solar 

abundance was found for chromium. This work found underabundances in mag­

nesium, nickel, iron, silicon and strontium whilst vanadium, yttrium , manganese, 

phosphorus and chromium were overabundant.

There were large differences between Smith and Heacox’s work of -1-1.2 dex for 

Mn, -1-0.3 dex for nickel, -1-0.8 dex for iron, 4-1.2 dex for chromium, and 4-0.5 dex 

for titanium , Heacox always having the larger abundance. Other elements show 

similarities between the two pieces of work. As an additional comment, this work 

found chromium to be overabundant but Smith found a solar abundance; however 

both this work and Smith obtained a very low iron abundance.

6.2 .4  H R 7664  (BQpH gM n)

This star was first analysed by Heacox (1979). He found chromium, nickel, scandium, 

silicon, strontium and calcium to be solar but large enhancements of iron, gallium, 

manganese, phosphorus and titantium . Magnesium was found to be underabundant. 

Guthrie (1984) looked at this star next and found a less enhanced overabundance 

for manganese and iron but the other elements were enhanced by a similar degree 

to Heacox (1979). Adelman (1988) found chromium only slightly underabundant 

but sulphur was extremely so, by 0.7 dex, as was scandium. Yttrium , vanadium 

and strontium  were all enhanced and nickel and magnesium underabundant. Smith 

and Dworetsky’s (1993) work gave results which were consistent with previous work 

except for nickel which was underabundant by 0.7 dex.
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This work found chromium to be underabundant, as was nickel, magnesium and 

sulphur. Y ttrium , scandium, phosphorous, manganese and gallium were overabun­

dant and silicon of solar abundance.

The previous and current work on this star seems to be in agreement except in 

the case of Heacox whose iron and manganese abundances were ~  1 dex and 2 dex 

enhanced respectively. This work provides a new result for vanadium of 4.16 dex 

and good agreement in this star with the literature.

6.2 .5  H R 7361 (B 9 pH gM n)

This star, near the hot boundary of the HgMn class, was first analysed by Hea­

cox (1979), who found that calcium, iron, gallium, manganese, phosphorus and 

titanium  were overabundant, as seems to be the case in most HgMn stars, magne­

sium was underabundant and nickel and silicon solar. Guthrie (1984) obtained a 

normal abundance for iron, titanium  and chromium. Manganese, gallium, phospho­

rous, scandium and yttrium  were underabundant. The concurrent work of Adelman

(1992) and Smith and Dworetsky (1993), Smith (1994) gave different results for 

the elements gallium and magnesium, those for gallium being lower in the work of 

Smith and magnesium also being lower by 0.4 dex when compared to Adelman. 

Phosphorus, scandium, silicon, nickel and manganese followed the patterns of the 

previous work. Smith looked at HR7361 in the optical region and the UV, and found 

differences for the elements chromium, iron, magnesium and manganese.

The results from this project gave enhanced abundances for chromium, gallium, 

manganese, phosphorus, scandium, vanadium and yttrium. Sulphur was very un­

derabundant, as was magnesium, whilst nickel gave a solar abundance.

6.2.6 H R 6997  (B 8II-III pH g)

This star is a fairly fast-rotating hot HgMn star. It was first analysed by Heacox 

(1979) who found a strong iron enhancement and further overabundances in man­

ganese, phosphorous and calcium. It was not possible for Heacox to examine the 

abundances of titanium, vanadium and yttrium  in this star.
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Smith and Dworetsky (1993) looked at this star in the UV and the optical region; 

it was found that manganese was enhanced in both studies, but the UV abundance 

was slightly lower. Titanium  and phosphorous abundances were enhanced, magne­

sium was underabundant and iron of normal abundance. No other abundances were 

obtained by these authors.

This work found aluminium to be 1.2 dex underabundant, chromium 0.6 dex 

underabundant and magnesium 0 . 6  dex underabundant, this being less enhanced as 

that found by Smith in the optical region. This work also presents new abundances 

for strontium and vanadium.

6.3 Summary

Of the normal stars, Vega and 2 1  Peg seem to be the most consistently metal- 

deficient, although some elements are deficient in one or two stars. Some elements 

show consistent abundance patterns; aluminium, for example, is consistently solar 

or just below solar abundance and silicon is consistently of solar abundance. The 

abundance of iron varies a great deal among the stars and this variation does not 

appear to be temperature-dependent.

The magnesium abundances derived by Smith are systematically high with re­

spect to other work. For all sample stars there is a non-zero mean deviation, D, 

which was found to be

D =  0.26 ±  0 .2 1 dex (6 .1 )

between the abundances of magnesium derived by Smith and that from other work 

in the literature, excluding the abundances published by Heacox (1979), which is 

not a statistically significant result. The curious overabundance of manganese in 21 

Aql recorded by Smith is not reproduced in the literature or by this thesis. (  Dra 

appears to have provided Smith with systematically low abundances in all elements 

except nickel and aluminium.

Lemke’s assertion tha t cool stars are overabundant in barium and strontium is 

borne out in the abundances of two of the normal stars, 9 Leo and HR7098. The 

results from this project seem to confirm the modern view tha t there does not seem 

to be a standard ‘normal’ solar-abundance A or B-type star.

123



The generally good agreement with the literature for normal stars confirms the 

correctness of the methodology used in this thesis and lends credence to the abun­

dances found for the HgMn star sample.

The HgMn stars studied here all have the manganese overabundance in common 

but each star is individually very different. One result of interest is the consistently 

high titanium  abundance in the sample examined here. The mean deviation, D  

between the abundances from the entire HgMn star sample and the literature is 

constistant with zero; i.e.

D = 0.01 ±  0.20dex (6.2)

There does not seem to be an archetype for an HgMn star.
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Chapter 7

Discussion

This chapter is divided into three sections. Section 7.1, ‘Trends’, highlights possible 

links between factors which may govern the emergence of the HgMn phenomenon 

and the calculated abundances. The effect of modelling errors and line formation at 

different depths in the stellar atmosphere are also considered. Section 7.2, ‘Anoma­

lies’, discusses any unusual results seen in the data and in Section 7.3 published 

theoretical predictions are compared to the results and an explanation proposed to 

account for some aspects of the HgMn phenomenon.

7.1 Trends

7.1.1 A bu ndan ce trends w ith  effective tem p erature  

M ag n esiu m

Figure 7.1 illustrates how the abundance of magnesium varies with effective temper­

ature. Magnesium shows an underabundance in HgMn stars which appears more 

pronounced among the four hotter HgMn stars. Of the normal stars only Vega, 

being an apparently metal-weak star, shows an under abundance, but the normal 

stars generally exhibit abundances consistent with solar values. In the plot HgMn 

stars are represented by filled circles while normal stars are open squares. The solar 

abundance is shown in all the figures in this subsection with a dashed line (Anders 

and Grevesse 1989).

125



8.0

a;ü
S 7 5 
ap
(C

6.5
1510 12 13 149 11

7 ’e f f  ( 1 0  K )

Figure 7.1: Magnesium abundance vs. effective temperature. 

A lu m in iu m

Figure 7.2 shows the mean aluminium abundances for the sample stars plotted 

against stellar effective temperature. Normal stars show abundances fairly con­

sistent with solar values (Anders and Grevesse 1989). Vega is conspicuously under- 

abundant. The HgMn stars show a systematic underabundance for aluminium when 

compared to the normal stars, indeed often only upper limits can be obtained for 

aluminium abundances in HgMn stars.

Silicon

Figure 7.3 illustrates silicon abundance vs effective temperature. There is scatter 

in the silicon abundance around the solar value (Anders and Grevesse 1989) in 

both HgMn and normal stars. No temperature-dependent trends are obvious. Once 

again, Vega has a lower abundance than the other normal stars, although the result 

is statistically marginal.
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Figure 7.2: Aluminium abundance vs. effective temperature
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Figure 7.3: Silicon abundance vs. effective temperature
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Figure 7.4: Phosphorus abundance vs. effective temperature. The solid line repre­

sents the upper limit for line visibility

Phosphorus

A possible relationship between phosphorus abundance and effective tem perature is 

illustrated in Figure 7.4. The solid curve represents the abundance limits above 

which lines are visible at each Teff (3mÂ). A Teff trend may be present in the P 

abundances of HgMn stars but the sample size is small. However, the good internal 

consistency between the abundances from the phosphorus lines (see Tables B .l and 

B.2) supports the view tha t these high P abundances for HgMn stars are real. When 

synthesis was performed at solar abundance on the spectra of normal stars no lines 

were predicted and none were seen in the observed spectra.

Sulphur

The abundances derived for sulphur are shown in Figure 7.5. The sample HgMn 

stars HR7664 and HR7361 show a marked underabundance slightly reminiscent of 

the underabundance in magnesium which is seen in HR7664 alone. Apart from these 

two stars the remaining HgMn stars are also underabundant. This underabundance 

is seen in both sulphur lines and as the sulphur abundance of HR7664 is 3 (7^  below
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Figure 7.5: Sulphur abundance vs. effective temperature.

the solar value (Anders and Grevesse 1989) and HR7361 2.5crm below the solar 

abundance, weight is lent to the significance of these results.

The normal star HR7098 is also apparently low in sulphur but as this result is 

from only a single sulphur line at A4153 it is not possible to check the consistency 

between the sulphur lines for this star. All normal stars show a slight ( 0.2 dex) 

underabundance. This may be caused by a systematic error in the log g f  values for 

sulphur.

C alc ium

Calcium consistently shows solar abundances in normal stars, with the exception 

of Vega, which is ~0.8 dex underabundant. In HgMn stars there seems to be a 

trend towards higher abundances at higher temperatures. Figure 7.6 illustrates 

this. More work on calcium in hot stars is required, and it is worth considering that 

the difficulty in fitting synthetic spectra to the profiles of cooler stars may artificially 

bias the results between the cool and hotter stars.
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Figure 7.6: Calcium abundance vs. effective tem perature

S can d iu m

Scandium abundances are shown in Figure 7.7.

The abundances for normal stars appear to cluster around 2.91 dex, the solar 

abundance (Anders and Grevesse 1989), whilst three HgMn stars, 4> Her, 87 Psc and 

HR7361 have, in this sample, a 1 dex enhancement of scandium. HR7361 shows 

an overabundance cis high as 1.7 dex, lam  from the solar value, the highest of any 

HgMn star. The remaining HgMn stars show a solar abundance. There seems to be 

a dichotomy between normal and CP stars.

T ita n iu m

The normal stars generally show a variable abundance which is close to the solar 

value (Anders and Grevesse 1989) but B Leo is mildly overabundant. It is interesting 

to note tha t the abundances of titanium  in HgMn stars are all enhanced in this 

sample. At 13 OOOK, 87 Psc and HR7664 show a possible peak in titanium  abundance 

(see Figure 7.8).
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Figure 7.7: Scandium abundance vs. effective tem perature
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Figure 7.8: Titanium abundance vs. effective temperature.
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Figure 7,9: Vanadium abundance vs. effective temperature

V an ad iu m

The abundances of HgMn stars show a curions distribution, an almost linear trend 

in abundance, starting at an underabundance for cool stars and progressing to an 

overabundance for hotter HgMn stars. To my knowledge, comprehensive analyses 

on vanadium have not been performed on all of these programme stars and this 

is the first published work for many of the sample. It would be interesting to see 

these results confirmed by other workers. Normal stars show solar abundances where 

vanadium spectra are visible. The results are shown in Figure 7.9.

C h ro m iu m

Both HgMn and normal stars show a wide variation in abundances which is not 

always accountable by random error. Some HgMn star abundances are significantly 

higher than those seen in the normal stars and the Sun (Anders and Grevesse 1989) 

(Figure 7.10). No temperature-dependent trends are obvious.
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Figure 7.10: Chromium abundance vs. effective tem perature 

M an g an ese

The mean abundances were calculated, excluding A4206, and are plotted against ef­

fective tem perature and solar abundance (Anders and Grevesse 1989) in Figure 7.11. 

A tem perature dependent trend can be seen in the HgMn stars (although with six 

sample stars, ‘trend’ may be too strong a word), but HR7664 curiously shows a 

lower abundance than the others, as further evinced by the lack of an over-strong 

A4206 line in this star.

Iro n

The normal stars and HgMn stars show a wide range of abundances scattered about 

the solar value (7.5 dex, Jaschek and Jaschek 1995). The normal stars show a 

consistently solar abundance, with some scatter, except for Vega, which is 0.6 dex 

underabundant. The HgMn stars show a wide range of abundances which do not ap­

pear to be tem perature dependent; HR7664 is 0.6 dex overabundant whereas 87 Psc 

is 0.5 dex underabundant and both stars are almost the same effective temperature 

(Figure 7.12).
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Figure 7.11: Manganese abundance vs. effective tem perature
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Figure 7.12: Iron abundance vs. effective temperature
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Figure 7.13: Nickel abundance vs. effective tem perature

Nickel

Figure 7.13 shows nickel abundances consistent with the solar abundances in both 

HgMn and normal stars. The exception is v  Her, which is underabundant by 2 dex. 

The normal star Dra, also in the temperature range (12 000-13 OOOK) shows a 

mild underabundance. More results are needed from other stars in this temperature 

range for these results to be related to the temperatures of the stars.

Gallium

Normal stars did not show evidence of gallium at solar abundance syntheses and so 

could not have their abundances determined but some upper limits were calculated. 

HgMn stars show extreme overabundances, (at least 12 erg above the solar abundance 

from Anders and Grevesse 1989) but there is not an obvious correlation with effective 

temperature (Figure 7.14).
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Figure 7.14: Gallium abundances vs effective temperature (from Ga l only) 

S tro n tiu m

Strontium is overabundant in cooler HgMn stars but otherwise shows normal abun­

dances in normal stars and the hotter HgMn stars. A consistent but scattered solar 

abundance (Anders and Grevesse 1989) was observed in the cooler normal star sam­

ple; this is very likely to be due to measurement errors for weak lines. (Figure 7.15).

Y ttr iu m

Y ttrium  abundances were obtained from weak lines. An enhancement of yttrium  can 

be seen in Figure 7.16 for HgMn stars. Excluding (p Her, there is a possible increase 

in abundance with effective temperature, but this may be due to selection effects 

from the small sample. W hat is clear, however, is the existence of an overabundance 

of ~  2.0 dex. By contrast, the normal stars show a typically solar abundance, and 

this is illustrated in Figure 7.16.
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Figure 7.15: Strontium abundance vs. effective temperature
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Figure 7.16: Yttrium abundance vs. effective temperature
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Figure 7.17: Zirconium abundance vs. effective tem perature 

Z ircon ium

Figure 7.17 illustrates the zirconium abundances with respect to the Sun for 4> Her. 

No zirconium lines were seen in other HgMn stars but some normal stars showed 

abundances consistent with solar values.

B a riu m

The three HgMn stars which do exhibit the line at A4554 all have abundances 0.5- 

1 . 0  dex above the solar abundance but the upper abundance limits derived for the 

hot HgMn stars do not indicate any exaggerated overabundance in these stars. The 

normal stars also show a possible overabundance. The results can be seen in Figure 

7.18.
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Figure 7.18: Barium abundance vs. effective temperature

7.1 .2  A bu ndan ce trends w ith  surface gravity

Surface gravity is a key indicator of stellar age: as stars expand during their main 

sequence lifetime, the surface gravity decreases with age. It might be expected that 

the apparently lower surface gravity stars in this sample are older, but there is also 

the possibility they are less massive stars. This possibility was excluded by examin­

ing logp and Teff values (tabulated in Table 4.1); no relationship was seen, so the low 

gravity stars may indeed be older. The main disadvantage of using surface gravities 

as an indicator of age in these stars is the high tolerance in the calculated values 

of logp, which were determined with great care by Smith and Dworetsky (1993), 

and are adequate when determining abundances (the uncertainties were taken into 

account in the abundance calculations). This uncertainty makes it difficult to see 

patterns when searching for age related trends in a small sample.

No obvious trend between surface gravity and abundance was seen in most of 

the elements for the thesis sample (Table 7.1 and Table 7.2), but a larger sample 

may allow more progress to be made as more precise values of log g do not appear 

to be currently available.
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Table 7.1: Stellar abundance with respect to surface gravity for HgMn stars, listed 

in log g order

Star HR7361 HR7664 V Her HR6997 <f) Her 87 Psc

log g 3.51 3.59 3.78 3.89 4.00 4.02

Mg 7.26 6.65 7.26 7.03 7.42 7.06

A1 <4.98 <4.98 <4.88 5.20 5.65 5.71

Si 7.95 7.45 7.52 7.40 7.58 7.36

P 7.81 7.20 6.27 7.41 - 5.91

S 6.49 6.40 7.08 6.99 7.16 6.91

Ca 7.10 6.70 6.70 7.10 6.50 6.70

Sc 4.61 3.17 2.91 <3.00 4.16 4.35

Ti 5.61 5.85 5.93 5.62 5.47 6.73

V 4.94 4.16 3.92 4.99 3.43 4.28

Cr 6.10 5.08 6.04 5.67 6.65 6.50

Mn 8.01 6.38 7.09 8.02 6.95 7.52

Fe 7.70 8.30 7.33 7.85 7.52 7.02

Ni 6.18 5.74 4.35 6.13 6.02 5.72

Ga 6.80 6.10 6.05 - 5.9 6.5

Sr 3.04 - 3.89 3.73 3.96 2.68

Y 4.68 4.02 3.68 - 4.77 4.66

Zr - - - - 4.75 -

Ba - - 3.35 - 4.07 3.66

Open cluster associations are useful for determining stellar age but HgMn mem­

bers were not chosen for this project because they were too faint for satisfactory 

spectra to be obtained in the time allotted for observing.

7.1.3 E rror-independent abundance ratios

It is possible tha t the temperature dependent trends seen in HgMn stars are simply 

an artifact of the model atmospheres used in this thesis. In order to account for 

or at least be aware of this effect, four elements commonly found in HgMn stars 

(barium, strontium, gallium and manganese) were compared.

It was im portant to make the conditions under which these lines were simulated
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Table 7.2: Stellar abundance with respect to surface gravity for normal stars

Star 

log g

21 Aql 

3.50

21 Peg 

3.50

HR7098

3.55

6 Leo 

3.67

a  Lyr 

3.90

(  Dra 

3.92

r Her 

3.93

Mg 7.57 7.46 7.62 7.47 7.02 7.56 7.66

A1 6.23 6.30 6.39 6.61 5.70 6.34 -

Si
p

7.41 7.47 7.56 7.67 7.17 7.63 7.43

S 7.29 7.27 6.75 <7.28 <7.36 7.44 7.41

Ca 6.60 6.08 6.53 6.27 5.84 6.50 6.50

Sc 3.12 2.32 2.76 2.87 2.84 3.04 <3.46

Ti 4.69 4.81 5.33 5.25 4.80 4.64 4.90

V - 3.91 4.12 4.35 4.44 <3.95 -

Cr 5.31 5.74 5.85 5.99 5.48 5.43 5.51

Mn - - 5.64 5.57 5.38 - -

Fe 7.43 7.58 7.59 7.67 6.97 7.44 7.33

Ni 6.07 6.41 6.30 5.62 5.89 5.16 5.98

Ga - - - - - - -

Sr 2.79 2.91 3.50 3.59 2.16 2.66 -

Y

7r
- 2.30 2.62 2.77 2.17 - -

Ba - 2.76 3.00 3.34 2.21 - -
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Table 7.3: Abundance ratios for HgMn stars

Ratio (f) Her V Her 87 Psc HR7664 HR7361 HR6997

Mn I 4030: Ga I 4032 1.17 1.15 1.18 Z 1.15 1.19

Mn I 4030: Ga i 4172 1.03 1.17 1.15 Z 1.27 1.45

Mn I 4034: Ga i 4032 1.17 1.16 1.20 C 1.20 1.19

Mn I 4034: Ga I 4172 1.03 1.18 1.17 c 1.33 1.44

Mn I 4030: Sr II 4032 1.80 1.79 2.93 z 2.57 2.54

Mn I 4030: Sr II 4032 1.73 1.80 2.81 z B B

Mn I 4034: Sr II 4032 1.79 1.80 2.99 c 2.67 2.53

Mn I 4034: Sr II 4032 1.72 1.82 2.86 c B B

Mn I 4030: Ba i 4554 1.89 2.09 2.10 z >2.44 >2.42

Mn I 4030: Ba i 4554 1.71 2.10 2.13 c >2.53 >2.41

Ga I 4032: Ba II 4554 1.47 1.81 1.78 >2.01 >2.12 >2.03

Ga I 4172: Ba II 4554 1.67 1.79 1.83 >1.65 >1.90 >1.67

Ba II 4554: Sr II 4077 1.03 1.04 1.40 - >1.05 >1.05

Ba II 4554: Sr II 4215 1.00 1.05 1.34 - B B

Ga I 4032: Sr II 4077 1.54 1.55 2.48 - 2.23 2.13

Ga I 4032: Sr II 4215 1.48 1.57 2.48 - B B

Ga I 4172: Sr II 4077 1.74 1.53 2.55 - 2.00 1.76

Ga I 4172: Sr II 4215 1.68 1.55 2.44 - B B

identical, in order to remove the effect of the model atmosphere. This meant it was 

necessary to choose lines from different elements tha t formed at the same excitation 

potential. The excitation potential was chosen to be O.OOeV, because the ground 

state has no uncertainty (other than broadening mechanisms) in its value, and so it 

would be identical for all the stars.

Each of the seven selected lines was compared against the other, and the results 

are given in Table 7.3 and Table 7.4 for HgMn and normal stars. It was im portant 

that the trends seen in the abundances also appeared in the ratios, because this 

meant that the trends seen were genuine and not due to systematic error.

The ratios show that when manganese is high in abundance, so is gallium, which 

matches the results from the abundances alone. Manganese shows a high ratio with 

respect to barium and strontium, which implies tha t manganese is high in abundance
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Table 7.4: Abundance ratios for normal stars

Ratio 6 Léo a  Lyr HR7098 87 Psc C Dra 21 Aql r  Her

Mn I 4030: Ga l 4032 - - - - - - -

Mn I 4030: Ga i 4172 - - - - - - -

Mn I 4034: Ga l 4032 - - - - - - -

Mn I 4034: Ga i 4172 - - - - - - -

Mn I 4030: Sr II 4032 B - - B - - -

Mn I 4030: Sr II 4032 B - - B - - -

Mn I 4034: Sr II 4032 B - - - - - -

Mn I 4034: Sr II 4032 B - - - - - -

Mn I 4030: Ba i 4554 B - - - - - -

Mn I 4030: Ba i 4554 B - - - - - -

Ga I 4032: Ba ii 4554 - - - - - - -

Ga I 4172: Ba ii 4554 - - - - - - -

Ba II 4554: Sr ii 4077 1.11 - 1.22 C - - -

Ba II 4554: Sr II 4215 1.06 - B 1.05 - - -

Ga I 4032: Sr ii 4077 - - - - - - -

Ga I 4032: Sr II 4215 - - - - - - -

Ga I 4172: Sr ii 4077 - - - - - - -

Ga I 4172: Sr ii 4215 - - - - - - -
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because of a genuine mechanism and not through errors in the model atmosphere. 

Gallium also shows an enhancement with respect to barium, but no pattern is seen at 

all in the ratios between manganese : strontium and galliumistrontium. This may be 

because strontium  does not exhibit a clear abundance trend with temperature. These 

results satisfy me tha t systematic error due to modelling errors is not a problem in 

the determined abundances.

7.1 .4  E v id en ce for stratification  by com parison o f  U V  and optica l 

abundances

Elements which were common to this work and the work of K.C. Smith were ex­

amined for discrepancies which may point toward stratification in the stellar at­

mosphere. This is because UV and optical lines form at different depths in the 

stellar atmosphere and so if concentration gradients of certain elements exist they 

might be expected to show greater abundances in the optical or the UV, depending 

on whether the lines are formed in the overabundant regions or not. Systematic 

discrepancies between optical and UV abundances may be an indicator as to the 

presence of stratified layers in the stellar atmospheres of some stars.

The elements aluminium, magnesium, silicon, manganese, iron, chromium, gal­

lium and nickel were compared with the work of Smith (1993), Smith (1995) and 

Smith and Dworetsky (1993) for systematic deviations because these elements were 

present in both analyses. The deviations with respect to these results (log .AsandD ~ 

log^Aiien) are shown in Table 7.5.

Most of the deviations in Table 7.5 are within 2cr of the error on the abundances 

of the order of 0.2 dex and fiuctuate beween positive and negative values. Of those 

with deviations above 3cr, gallium shows the most instances, but the negative value 

obtained for HR7664 does not make this conclusive of the presence of stratification; 

more data would give a better indication and it is worth remembering that the 

gallium abundances were calculated using blended lines.

The systematic deviation of magnesium from the results of Smith and Dworet­

sky is thought to be due to systematic error in the work of Smith and Dworetsky, 

discussed in Smith (1992) and elsewhere in this chapter (Section 7.2.2). It is not
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Table 7.5: Deviations between the thesis abundances and Smith (1992)

Star Mg A1 Si Cr Mn Ni Fe Ga

9 Leo -0.23 +0.31 +0.07 +0.14 +0.07 +1.08 -0.07

a Lyr -0.38 +0.10 +0.17 +0.02 +0.38 +0.01 -0.03 -

HR7098 -0.28 -0.01 -0.04 +0.55 -0.06 +0.30 -0.01 -

21 Peg -0.14 +0.10 +0.07 -0.04 - -0.11 -0.18 -

C Dra +0.56 -0.06 +0.03 -0.13 - -0.34 +0.76 -

21 Aql -0.33 +0.13 -0.19 +0.39 - -0.07 -0.03 -

r  Her -0.34 - -0.17 +0.19 - -0.08 -0.37 -

4> Her -0.18 +0.25 +0.18 +0.05 -0.05 -0.22 -0.08 +0.40

V Her -0.04 +^0.38 +0.12 +0.06 -0.01 +1.15 +0.13 +0.05

87 Psc -0.14 +0.41 +0.06 -0.60 +0.12 -0.52 +0.64 +0.90
HR7664 +0.25 +<0.48 -0.05 +0.02 +0.08 -0.24 +0.20 -0.40

HR7361 +0.06 +<0.88 +0.15 -0.08 -0.11 -0.38 +0.10 +0.80

HR6997 -0.63 +0.30 -0.20 - +0.18 -0.63 -0.65 -

thought to be indicative of stratification.

7.1 .5  A bu ndan ces obta ined  from  different ion isa tion  stages

Manganese showed a systematic difference between the abundances obtained from 

the first and second ionisation stages; this was more pronounced in the cooler stars, 

especially Vega and 9 Leo and confirms the work of Adelman (1991).

These discrepancies may be due to the low population of an ionisation stage 

giving rise to nLTE effects and could be temperature based as Vega is close in Tgff 

to 9 Leo.

Lemke (1989,1991) saw a discrepancy between the first and second ionisation 

stages for iron but, curiously, the difference increajsed under nLTE modelling, im­

plying another mechanism may be responsible. This problem remains unresolved.
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7.2 Anomalies

Some interesting anomalies were found or confirmed in this work and these are 

highlighted and discussed below.

7.2.1 T h e p ecu liarly  low  abundances for (  D ra found by Sm ith  

(1992)

Smith obtained a very high value for the microturbulence parameter for Dra, of

2.5 kms“ ,̂ which is not in agreement with what has been found for the hotter stars in 

this work, i.e., hot stars have low (less than l.Okms"^) or ‘imaginary’ microturbulent 

velocities. Smith’s adopted value for ^ was derived from UV lines as Smith had no 

optical data for ^ Dra which could be used as a comparison against the UV data.

This high value for ^ is very different from the optically derived value of ̂ =0 kms“  ̂

for Dra, and also different from that obtained by Smith for the other sample stars. 

It will most likely be responsible for the systematically low abundances derived by 

Smith for ^ Dra. This implies that other relatively high-temperature sample stars 

with high microturbulences derived by Smith may also have underestimated abun­

dances. These stars are 36 Lyn, with a ^ of 2.0kms“  ̂ and a Tgff of 13 TOOK, HR6997 

with a ^ of 1.5 kms“  ̂ and a Tgff of 14 500K, and HR2676, with a ^ of 1.0 kms“  ̂ and 

Tgff of 14 050K.

7.2.2 T h e m agnesium  abundance overestim ation  found by S m ith  

(1992) and Sm ith  (1993)

Smith states in his thesis that the magnesium abundances (published Smith 1993, 

recalculated, but little different from those in his thesis) may be overestimated by 

0.15-0.20 dex and this appears to be the case, according to the results in this project 

and those in the literature. Smith suggests that this overabundance may be due to 

differences between LTE and nLTE W \ values for the UV lines used by Smith in 

this analysis; i.e. in nLTE lines are stronger, which means the abundances derived 

by Smith are too high.

The thesis results agree well with Guthrie (1984); both find low abundances in
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the same stars for magnesium, implying the scatter seen is not experimental but 

indeed a property of the stars.

7.2.3 T h e barium  and stron tiu m  enhan cem ent in  cooler A /B  stars

Lemke (1990,1991) found that strontium and barium were enhanced in a sample of 

A-type normal stars in the Teff range 8 800 - 10 900K and u s in i values less than 

50kms“ ,̂ including the stars 9 Leo and a  Lyr, which are present in the sample. It 

is stated tha t this overabundance pattern is reminiscent of Am stars.

Lemke never did find a typical A-star in his sample although Vega was closest 

when the metal abundances were normalised to iron. No typical non-solar abundance 

patterns were to be found.

Lemke suggests that a stellar wind producing a low but significant mass loss can 

give rise to abundance anomalies. Different wind rates will give different results. 

This model Wcis devised by Michaud and Charland (1986) who suggest that the 

relatively different abundances may reflect the age of the star. Lemke suggests that 

the slowly-rotating A/B- type stars may be cool HgMn precursors.

No barium line was seen in the hotter stars in this project so it is not possible 

to tell if Lemke’s results apply to hotter stars. Strontium is less abundant in hotter 

normal stars but even more enhanced in the HgMn stars. The sample size is not 

large enough to determine if this is a statistical anomaly or a typical property of hot 

narrow-lined B-stars.

The LTE results in this thesis for Vega and 9 Leo bear out Lemke’s work.

7.2.4 T he sy stem a tic  abundance enhan cem ent in H eacox’s work

Heacox obtained his abundances from the measured photographic equivalent widths 

of Gaussian profiles fitted to spectral lines from a sample of 22 HgMn stars. Line 

blends and Voigt profiles were fitted with hand-drawn approximations.

It was found that Heacox used effective temperatures for his stars which were 

lower than other determinations in the literature for the same stars; Heacox credits 

this to line blanketing effects unaccounted for by the model atmosphere. Heacox used
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^=Okms"^ for all HgMn stars, which is what I used, so this cannot be responsible 

for the abundance enhancement. The difference could also be due to a different line 

sample, but it can be seen that the Heacox line sample is not so very different to 

tha t used in this project, except for a few extra blue lines in the Heacox sample. 

The manganese enhancement is certainly not due to his usage of A4206 (see 7.2.5 for 

further details) as the effect of this line would be diluted by Heacox’ large sample 

of Mn lines.

It does appear that Heacox neglected to compensate for the effect of interstellar 

reddening in the hotter, more luminous and more distant stars in his sample. This 

may have given rise to an error in Heacox’s derived temperatures and therefore in 

his model atmospheres and abundances.

Generally the elements strontium, titanium , manganese, chromium and iron 

analysed by Heacox are enhanced above other work in the literature, including my 

own.

7.2.5 T h e an om alously  strong m anganese line at A4206

The strong manganese stars (p Her, v  Her, HR7361, HR6997 and 87 Psc exhibited 

an anomalously strong line at A4206, whereas HR7664, with a low Mn abundance 

compared to the other HgMn stars, did not. Figure 7.19 shows how the equivalent 

width of a synthesised A4206 line increases with temperature at the mean derived 

abundance for manganese in each star. This is compared with the observed equiva­

lent widths for this line; the comparison shows an obvious discrepancy and implies 

that a temperature-sensitive blending species may be responsible. However, tests 

using the lists of Moore (1959), Kurucz and Peytremann (1975) and Kurucz (1988) 

reveal no obvious line blend.

To investigate the anomaly the mean abundances for manganese were first cal­

culated without a contribution from the line at A4206. These results are plotted 

in Figure 7.20 against the abundances derived only from the line at A4206. In the 

HgMn stars the divergence of the abundance of A4206 from the other lines can be 

seen clearly. Such behaviour cannot be explained by an error in the log p /  as it does 

not show a constant shift in abundance.
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HR7664

7’eff (1 0 "  K)

Figure 7.19: Measured line equivalent width for the 4206 line (filled circles) and 

predicted 4206 line equivalent width (open circles) plotted against effective tem­

perature. [The synthetic equivalent width for A4206 was determined from a mean 

abundance which was calculated from the abundance of four other optical lines.] 

Note that HR7664, with a low manganese abundance, does not exhibit an obvious 

strengthening of 4206
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Figure 7.20: A comparison between the abundance for manganese obtained using 

the line at 4206.37 and the mean abundance using a selection of strong lines but 

omitting 4206.

It is likely that this behaviour is due to hyperfine structure, which is more im­

portant in strong lines which can be partially desaturated.

7.2.6 G allium

Smith (1995) found that Ga ll and ill ions gave systematically very different abun­

dances and postulated that a stratification model could account for those differences. 

He also suggested that the LTE ionisation equilibrium for gallium is not well-known 

above 12 500K. Smith’s stratification model has a two-layer structure with a ‘rich’ 

gallium layer above a specified optical depth overlaying the normal abundance region. 

Smith admits this may be an oversimplified model as it is unlikely a two-layered sit­

uation would evolve naturally; however, this model was proposed to begin to explain 

peculiarities seen in gallium.

Smith found tha t most of the stars he looked at gave results under the new model 

which fitted to the Ga II and Ga ill lines at a single abundance.

Smith then looked at the blue region Ga ll lines derived in the literature and
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Table 7.6: Gallium abundances

Star Ga I Ga II Ga III Ga Ga II

Thesis UV UV UV t Optical

<f) Her 5.9 6.0 5.6 6.2 6.0

V Her 6.1 6.2 6.0 6.4 6.6

87 Psc 6.5 6.0 5.2 6.1 5.5

HR7664 6.1 5.6 5.6 - 5.9

HR7361 6.8 6.6 6.3 6.7 6.6

HR6997 - 6.6 6.4 6.7 7.3

All errors approx. ±0.2 dex. All data from Smith (1995), except for the first column, which this work is 

from, t represents abundances obtained using stratification model

found them to be on average ~1 dex higher than the UV values; however, he found 

the then current explanation (optical lines are formed deep in the gallium rich layer) 

lacking because optical lines should be formed at the same depth as those in the UV 

at A1414 and tha t the discrepancy between the regions should be no more than 0.1 

dex.

Instead, he suggests tha t the Ga ii optical lines may be prone to hyperfine 

splitting (Isberg and Litzen 1985). Ga l is not known to have hyperfine structure 

so currently there is not a suitable model to account for any unusual behaviour for 

this species.

The results obtained in this thesis can be compared favourably to those of Smith 

(1995) and the results appear to match fairly well within the bounds of experimental 

error, except for 87 Psc, where the Ga i results are enhanced (see further discussion 

in section 7.1.4). Comparisons of the unsplit neutral gallium lines with the singly 

ionised gallium lines in the optical region must wait on the work of Dworetsky et al 

(1997, submitted) for a full discussion.
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7.3 Comparison of results to theoretical predictions

7.3.1 D eep  nu cleosynth esis

The nucleosynthesis theory proposed by Fowler et al (1965) suggests that Ap stars 

form through the manufacturing of rare earth elements from iron peak elements. 

These elements would then be expected to be seen in the atmospheres of HgMn 

stars. Wahlgren et al (1995) suggests that a study of the abundance ratios of gold 

and platinum would shed light on the possibilities of this mechanism being a valid 

explanation. The problem with this is that Sargent and Searle (1967) found evidence 

to suggest tha t the HgMn anomalies are found in the photosphere and are not mixed 

throughout the star. The results in this thesis show no evidence of an overabundance 

of rare earth elements. Fowler et a/’s theory makes no attem pt to account for the 

presence of manganese in the spectra of these stars. It was not possible to measure 

the gold to platinum ratio as gold was not seen in the spectra of these stars at 

the resolution and noise level of the data. In general it appears to be an unlikely 

explanation for the formation of stars with the mercury-manganese overabundance 

pattern.

7.3 .2  A ccretion  by a w h ite  dw arf

Fowler et al (1965) presented a theory for Ap-star formation in which a white dwarf 

is a companion to a main sequence star; mass transfer takes place because both stars 

are linked by a magnetic field.

This theory has a disadvantage in that HgMn spectroscopic binary stars have 

so far not appeared to have evolved companions, nor have they been found to be 

magnetic. The HgMn programme stars studied in this project show abundance 

trends with temperature for the elements gallium and manganese, which should not 

be the case if this theory is the only explanation for the HgMn phenomenon as 

accretion is not a temperature dependent phenomenon. The presence of rare-earth 

elements are predicted and these are not seen in the atmospheres of HgMn stars. 

The theory does, however predict overabundances in strontium, and some of the 

HgMn stars in this sample show strontium overabundances.
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The suggestion by Wahlgren et al (1995), that the A u /P t ratios can be used to 

diagnose the s-process is indeterminate at current experimental precision.

7.3.3 A ccretion  from  A G B  com panion

The class of non main-sequence stars known as Ball stars are thought to be a product 

of accretion from companion AGB stars in binary systems (Proffitt and Michaud 

1989). These authors proposed that the main-sequence counterparts of these stars 

should exist and should have been observed, but they have not. This is curious, 

because the thinner envelopes of main-sequence stars should show s-process chemical 

peculiarities accreted from an AGB companion more clearly.

The authors predict tha t only 1.5% of all magnetic B stars could have accreted 

s-process elements during the thermally pulsing AGB phase of the companion star. 

It is therefore unlikely tha t the apparently non magnetic HgMn stars can be formed 

by this method, and of the magnetic Am stars, only 5% are predicted to be formed 

this way, which leaves 95% of Am cases unexplained. HgMn stars do not have a 

detectable magnetic field, so accretion of gas through a magnetic field is very unlikely 

to occur.

7.3 .4  Supernovae

A supernova outburst close to an HgMn star precursor would shower the stellar 

atmosphere with heavy elements. Gameron (1971) suggests tha t a supernova could 

remove the outer atmosphere of the star and give it a radial velocity in excess of 

10kms“ ^  The pattern of heavy elements in the atmosphere of such a star would 

be an enhancement in all iron group elements by ~  1.0 dex compared to solar 

metallicities because this is the pattern of elements ejected by a supernova. It was 

predicted tha t only 0.06 of all CP stars can be created this way when the probability 

of CP formation is considered.

Abt (1979) found no evidence of large radial velocities in his study of HgMn stars 

in clusters. The iron group elements in the programme stars do not show a general 

enhancement, instead they show the signature manganese and gallium enhancement; 

the iron group elements are basically normal and are certainly not enhanced by a
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~  1 dex over the entire sample. The presence of the iron weak stars Vega and 87 

Psc further suggests that this process alone cannot possibly account for the HgMn 

phenomenon.

7.3 .5  B in arity  and close binaries

Few normal low usin* stars are known to be in binary systems; it is also unlikely 

that all normal A and B stars are binaries. It is unlikely that mass transfer causes 

the HgMn phenomenon either; studies of HgMn binary systems by Conti (1970) also 

show primary and secondary stars with different abundance patterns in primary and 

secondary stars. If mass transfer did take place in these systems the abundances 

should be identical. This theory also offers no explanation as to why A- and B- 

type stars should develop as HgMn stars to the exclusion of other stellar classes. 

Furthermore, the lack of stars with m 2 /m i  < 0.1 is inconsistent with secondaries 

in systems containing HgMn stars having pajssed through the red giant phase and 

having transferred m atter onto the HgMn star (WolflF and Preston 1978).

Close non-synchronous binaries were examined by Wolff and Preston (1978). The 

authors found only a few HgMn stars with periods of less than 15 days in binary 

systems. The proximity of HgMn stars to a companion’s radiation field could quite 

possibly disrupt the quiescent atmosphere needed for radiative diffusion to take 

place. Therefore HgMn stars in close binary systems may need another mechanism 

to explain their presence.

7.3.6 Surface n u cleosynthesis

Burbidge and Burbidge (1955), and Fowler, Burbidge and Burbidge (1955) proposed 

that magnetic CP stars could be formed using surface nuclear reactions. HgMn stars 

are not detectably magnetic (Preston 1971). One of the characteristics of nuclear 

reactions is tha t stable elements with even-Z atomic numbers are more abundant 

that adjacent elements with odd-Z atomic numbers. Guthrie (1984) notes that 

some HgMn stars show a violation of this rule and some show an enhancement. 

This implies that nucleosynthesis may not be valid as the sole mechanism for the 

formation of HgMn stars.
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Table 7.7: Even-odd Z ratios for HgMn stars.

Even-odd ratio (j) Her V Her 87 Psc HR7664 HR7361 HR6997

MgiAl 1.31 - 1.23 - - 1.35

Si:Al 1.34 - 1.28 - - 1.42

Si:P - 1.19 1.24 1.03 1.01 1.00

S:P - 1.12 1.17 0.88 0.83 0.94

Ca:Sc 0.56 2.30 1.54 2.11 1.54 -

Ti:Sc 1.31 2.03 1.54 1.85 1.21 -

Ti:V 1.59 1.51 1.57 1.40 1.31 1.13

Cr:V 1.94 1.54 1.51 1.22 1.23 1.13

Cr:Mn 0.95 0.85 0.86 0.79 0.76 0.71

Fe:Mn 1.08 1.03 0.93 1.30 0.96 0.97

Sr:Y 0.83 0.27 0.58 - 0.64 -

Zr:Y 0.83 - - - - -

No evidence of this signature of nucleosynthesis was seen in the present data. 

When abundance ratios of adjacent even-odd elements in this project were examined 

(Table 7.7) the abundance ratio was close to unity for the majority of stars and 

elements. If nucleosynthesis was a suitable single explanation for HgMn stars then 

chromium and iron should be more abundant than manganese, but the opposite 

is the case, especially at higher temperatures, implying iron and chromium are 

not affected by temperature dependent phenomena in the same way as manganese. 

These results confirm G uthrie’s conclusions.

7.3.7 P la n etesim als

Planetesimal impacts can contribute heavy elements to the atmospheres of HgMn 

stars but this theory cannot stand alone as an explanation for the formation of CP 

stars because it does not address either the presence of underabundant elements or 

the isotopic element patterns seen in mercury and platinum.
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7.3.8 The predictions of diffusion theory

Diffusion theory predicts that the effects of radiation pressure and gravity in a 

quiescent atmosphere can give rise to diffusion currents inside a stellar envelope, 

leading to layers of enhanced abundance inside the atmosphere which appear in the 

stellar spectra. Published predictions calculated using the diffusion hypothesis are 

discussed below and compared to the results obtained here.

Magnesium

Borsenberger, Michaud and Braderie (1984) studied magnesium and predicted that 

this element should be sensitive to gravitational settling below the helium convec­

tion zone in the initial stages of stellar evolution. They calculated that stars with 

a relatively small logp require less radiation pressure in order to support magne­

sium, so stars with lower log# values should have higher magnesium abundances. 

However, Smith (1993) and Smith and Dworetsky (1993a) were unable to confirm a 

correlation between log# and element abundance patterns in magnesium and most 

other elements, which means the effect of gravity may be at most a second order 

consideration.

The results in this thesis compare well with the calculations. Between 12 500- 

15 OOOK the theory predicts that magnesium should be no more than 0.48 dex under­

abundant, which encompasses the range of abundances calculated for this project.

Aluminium

Michaud (1970) briefly mentioned aluminium and predicted tha t this element will 

sink in Ap-star atmospheres, which is borne out by the fairly consistent underabun­

dances seen in the HgMn stars in this sample.

Silicon

Vauclair, Hardorp and Peterson (1979) looked at the behaviour of 126 lines of silicon 

over a range of effective temperature between 12 000 and 14 OOOK. The authors found 

that the abundances should be within 0.3 dex of the solar value for normal stars,

156



but for Ap stars the neutral silicon moves into the line forming region and manifests 

itself as an overabundance.

The results in this thesis show consistently solar values for silicon in both HgMn 

and normal stars with the exceptions of HR7361, which is overabundant by 0.4 dex, 

and a  Lyr, which is more than 0.3 dex underabundant.

Manganese

Alecian and Michaud (1981) produced an abundance envelope which represented 

the maximum overabundance which can develop in the stellar atmosphere. This 

does not represent the abundance which may actually be visible in the spectrum of 

the star because the time dependence of the HgMn phenomenon and optical depth 

of any layers of manganese are not taken into account. Smith (1992) computed a 

series of envelopes for various depth dependent layers of manganese, but although 

this model is a very simplified version as it is not likely that such clear cut layers 

exist in real stellar atmospheres, as a test for stratification in stellar atmospheres 

Smith’s results bear up well.

The results presented here all lie below the maximum abundance envelope de­

rived by Alecian and Michaud. The only star in this sample which does not fit the 

general positive correlation in manganese is HR7664, which has a much lower abun­

dance than the other sample stars. This still fits the work of Alecian and Michaud 

as the envelope derived by these authors is only the maximum possible abundance 

supportable in a stellar atmosphere, not the expected abundance.

Iron

Two papers have been published recently which discuss the iron abundances and 

radiative acceleration on iron. The first work, Alecian, Michaud and Tully (1993) 

was an investigation on the radiative acceleration on iron using opacity project data. 

They compared ç r  against g for iron and found for Tefr=6000K, Ap is small, but 

in hotter stars, a larger iron abundance should be seen. However, only iterative 

evolutionary calculations using both helium and iron can be used to determine the 

exact size of the iron overabundances and this is still awaiting completion.
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Later work by LeBlanc and Michaud (1995) stated simply tha t evolutionary data 

and exact Teff and log g values are needed to obtain accurate quantitative qr values 

for iron. Abundance changes in iron can also alter the Rosseland mean opacity and 

so need to be taken into account, possibly by iterative methods, in the calculations.

A plot given in the paper shows an increase in iron abundance as Tgfr rises 

between 9 000 -  10 OOOK. Recent observational work by Burkhart and Coupry (1991) 

indicated tha t qr must be higher than currently predicted to account for the observed 

iron overabundances which were 0.25 dex in excess of theoretical predictions. It is 

possible tha t simultaneous diffusion of carbon, nitrogen, oxygen and helium can 

make it possible for the amount of iron supportable in the stellar atmosphere to 

increase by 0.5 dex, which may explain the observational results.

The iron abundance observations for HgMn stars in this thesis show a widely 

varying scatter between stars, even those of similar effective temperature. This is 

not so evident in normal stars which, with the exception of Vega, show a solar 

abundance. The predictions here indicate that overabundances should be observed 

but do not account for the underabundance observed in the hotter HgMn star 87 

Psc; indeed this result contrasts with the theoretical prediction of hotter stars having 

higher iron abundances.

Nickel

Michaud (1970) predicted that nickel would be underabundant in HgMn stars but 

no detailed calculations have been performed yet for this element. The results in 

this thesis show three of the HgMn stars have a significant nickel underabundance 

and agree with the theoretical predictions.

Gallium

The behaviour of gallium was first modelled by Alecian and A rtru (1987). They 

found tha t at solar abundance q r  is greater than g over the optical depth range 

-4< log To <3 and this difference increases with effective tem perature over the range 

10 000 -  15 OOOK. At higher temperatures the flux maximum of the stellar spectrum 

shifts towards the wavelength region containing the Ga ll and Ga ill lines. The
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authors estimate that in a 10 OOOK star the expected overabundance can be as high as 

3 dex, whereas at 15 OOOK the maximum overabundance is ~4.5 dex. ‘Hydrodynamic 

mechanisms’ are proposed by the authors to account for any scatter in the results. 

It is also likely that the diffusion of gallium is time-dependent. The authors further 

proposed tha t gallium overabundance could be stratified over the optical depth range 

-1< log To <0 and performed a calculation using this model. The apparent gallium 

overabundances were ~0.5 dex lower than in the non- stratified solution, however it 

should be remembered tha t the stratified model is a basic model.

The results obtained in this thesis show a fairly consistent overabundance in 

gallium, with little obvious temperature dependent correlation, which fits with the 

qualitative predictions offered by Alecian and A rtru (1987). Quantitatively, the 

abundances seen at 11 OOOK are approximately 3 dex overabundant, which fits the 

maximum supportable abundance at 10 OOOK of 3 dex. At 13 650K HR7361 shows 

an overabundance of 4 dex, and at 14 520 HR6997 shows an enhancement of 3.5 dex, 

which match theoretical predictions of the maximum possible gallium abundance in 

the stellar atmosphere; certainly abundances in excess of 4.5 dex are not seen in the 

thesis results.

7.4 Summary

It seems quite likely that HgMn stars are the norm at low rotational velocities where 

the atmosphere is stable enough to allow diffusion; single stars not in binary systems 

appear to have the capacity to become HgMn stars. It may then be tha t the low 

V sin i normal stars are rapid rotators with a pole-on or close to pole-on inclination, 

and tha t HgMn stars are true slow-rotating B-stars. 12% of the sample examined 

by Wolff and Preston (1978) were HgMn stars, which, if this is extended, implies 

12% of B-stars are slow rotators (< lOOkms” ^). This suggestion can be tested by 

examining the profile of the weak Fe I line at A4528, because a trapezoidal shape 

will imply tha t the inclination of the star (Gulliver et al 1994) is close to zero.

Diffusion theory also does not predict the presence of He-rich stars, which require 

a mechanism to re-elevate the helium in the stellar envelope after it has been lost 

from the helium convection zone.
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Chapter 8

Final com m ents and conclusions

This work has shown that it is possible to obtain high-quality abundance deter­

minations with a carefully-selected line sample and a combination of iterative and 

synthesis-based techniques. As a direct consequence of the improved methods used 

it has been possible to draw a number of conclusions and suggest some ideas for 

future work in this field which are described and discussed in the sections which 

follow.

8.1 Conclusions

8.1 .1  D a ta  red u ction  and analysis

The data in this project were obtained using an 800x800 CCD chip, which provided 

excellent response in the blue spectral region of 3900-4900Â. In order to fit all of the 

free-spectral- range (FSR) onto this chip it was necessary to adjust the grating angles 

which meant it was necessary obtaining data in ‘batches’ of one setting to reduce the 

time spent recalibrating the spectrograph for each setting. This also meant it was 

necessary to re-acquire objects, sometimes on consecutive nights, thereby reducing 

the sample it Wcis possible to obtain during an observing run. It seems that a larger 

CCD chip with a wider wavelength coverage should be used in future which means 

only one exposure of an object will then be necessary, which will improve the number 

of stars obtainable on an observing run. Improved redundancy in the face of cosmic
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ray events will also be an advantage, as the gaps in data from a combination of bad 

pixels and cosmic rays, though not always sigificant, can be a real enough difficulty, 

especially when a cosmic ray lands upon an im portant line. The large unthinned 

CCD currently available at the time of writing at Lick Observatory will yield a 

reduced signal-to-noise for a comparable exposure time on the small chip, however, 

two consecutive exposures of an object will probably overcome this and provide twice 

the number of spectra as a similar exposure on the small chip. A new thinned CCD, 

although afflicted by numerous bad columns and cosmetic defects, has already been 

used to observed HgMn stars (Dworetsky priv comm).

The presence of cosmic rays is a problem in long-exposure spectra, so the spectra 

were taken as a series of short exposures to compensate for this effect. In this project 

cosmic rays are removed by the multiplication through the data of a binary mask, 

rather than by the ‘snip and smear’ technique available in F IG A R O . This is because 

FIG ARO  artificially destroys and replaces several pixels of data which can easily 

give rise to artificial results being presented as ‘data’. It is far better instead to 

completely remove one or two pixels, which in most cases can be replaced by the 

corresponding sister exposure. This is especially im portant in narrow-lined stars, 

where a profile can be partially recovered from the latter, adopted, technique but is 

at least distorted, if not totally lost, by the other technique.

The software package v i s t a  should be used in preference to the early releases of 

E C H O M O P, as in comparison VISTA is user-friendly, fast at running batch processes 

of data and internally fairly stable. It is not possible to make any statements about 

the latest release of e c h o m o p  or the current standard reduction package IRAF. The 

data reduced by VISTA were artifact-free and with a signal-to-noise in excess of 100:1. 

Investigation of spectra during investigation of the line-profile asymmetry proved 

that the background subtraction performed by viSTA was sufficient. One pitfall of 

using VISTA is the occasional ‘quantisation’ of data when saving a flat-fielded but 

un-normalised spectrum to disk. It is recommended the worker be aware of this and 

that the data  are scaled upwards by several orders of magnitude to prevent this from 

occurring.

The technique for measuring and removing parasitic light presented and adopted 

in this work is an essential one wherever uncertainty as to the amount of parasitic or

161



scattered light is present. This technique involves first measuring the profile of the 

comparison-spectrum and convolving this through the spectrum of a standard star, 

then comparing the resulting spectrum against the data and measuring the difference 

between the equivalent widths of both spectra. As the presence of scattered and 

parasitic light can introduce an im portant systematic error into the final abundances 

of several percent (comparable, for example, with the effect of nLTE on the UV 

abundances of magnesium. Smith 1992) this technique, which is convenient and 

easy to apply, should be adopted for future abundance analyses.

When performing the fiat-field technique on echelle spectra it is desirable that 

a wide-dekker (long slit) dispersed fiat-field spectrum is used in preference to a 

narrow-dekker spectrum. This has the effect of increasing the photon counts in the 

‘ta il’ of the spatial profile and so increases the signal-to-noise of the collapsed fiat- 

field spectrum. This in turn has the effect of increasing the signal-to-noise of the 

fiat-fielded stellar spectrum.

Before final summation it was necessary to reduce the spectra to the laboratory 

scale by comparison between the RMT wavelengths of strong lines and the measured 

line-core wavelengths (not the line centroids). This technique is preferable to that of 

cross-correlation for a number of reasons. Firstly, the construction of a full synthetic 

spectrum before analysis began would be necessary, and secondly, because cross­

correlation is a fundamentally linear technique, it would have been necessary to 

split the spectrum into a number of short segments where the linear variation of 

the radial velocity along the wavelength scale can be said to be neglible. The sheer 

volume of data precluded this approach. Finally, an additional correction for a 

constant wavelength shift, because of problems with the profile asymmetry, may 

have been required.

8.1 .2  S p ectru m  analysis

Only one star, v  Her, was used to select the lines used in the abundance analysis; in 

future it could have possibly been more thorough to examine the spectra of the other 

sample stars in greater detail, if only to discover the presence of other unusually 

overabundant elements such as zirconium or gold in their spectra. However, the 

approach used here sufficed as it was essential to rationalise the line sample and,
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where possible, examine the same blend-free lines in each star in order to show more 

clearly any stellar systematics in the line abundances.

Three selection criteria should be used to enable choice of lines types appropriate 

to this analysis. It is suggested that line types best suited for this type of analysis 

are:

a.) lines tha t are on the linear part of the curve-of-growth and are well-defined;

b.) lines tha t are not blended;

c.) lines with high-quality atomic data.

Justification for these criteria has been demonstrated both by theoretical argu­

ment and in that the final abundances presented in this project for normal stars are 

generally consistent with those in the literature.

In this project, line selection was made prior to the abundance calculations so 

as to effectively avoid ‘positive discrimination’ which would introduce systematic 

error into the abundances. Line selection must proceed carefully to avoid the pitfall 

of selecting lines because they give the ‘right answer’. It is further recommended 

that the line list in Tables 3.1 and 3.2 be considered as the basis for abundance 

determinations in the future.

8.1 .3  T h e stellar  and line param eters

The effective temperatures and surface gravities used for the programme stars are 

taken from the work of Smith and Dworetsky (1993). This is because the parameters 

have been calculated from a combination of spectrophotometric and photometric 

data rather than from one single photometric source, and then the parameters which 

give the minimum reduced for the variables on a TgfF/log g grid are adopted.

Microturbulences were calculated according to the method of Magain (1984); this 

is a widely adopted method of determining microturbulence for abundance analysis, 

in spite of some anomalous results, as its method of dealing with random error in 

equivalent width measurements make it far superior to the classical technique for 

determining abundance. The microturbulences provided by this method produce 

abundances for the normal and HgMn stars consistent with the literature and in some
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cases are an improvement upon these {i.e., ^ Dra), but for some hot stars anomalous 

imaginary values for the microturbulence were found, which was a consequence of a 

negative correlation coefficient. It is worth remembering a very well-correlated data 

set with a very small gradient can have a correlation coefficient close to ±  unity.

8 .1 .4  A bu ndan ce analysis

The two methods of analysis used in this thesis, spectrum synthesis and line abun­

dance iteration, give satisfactory results when applied sensibly. W hen calculating 

the mean abundance for an element it is recommended this not be weighted by the 

line equivalent width. Weak lines and broadened lines have a large random frac­

tional error in their measured equivalent widths, but strong lines often lie on the 

fiat part of the curve-of-growth and so have a large uncertainty in their calculated 

abundance. It is therefore sensible to avoid favouring lines from any particular part 

of the curve-of-growth, especially with such a small sample size, and simply to take 

an unbiased mean of the abundances.

When combining mean abundances of more than one species for a single element 

the abundances should be weighted by the number of lines analysed for each species.

The method for determining the errors in the calculation (first described by 

Smith 1993) and adopted here should be used in the future as it allows the covariance 

between dependent variables used in calculating the abundance to be taken into 

account. The error due to uncertainties in independent variables wa.s measured 

directly and is highly variable.

8.2 Future work

8.2.1 T h e abundances o f  c luster stars

It is im portant to obtain the abundances of cluster stars in order to obtain infor­

mation which can be related to the ages of these stars and the evolutionary context 

of the HgMn phenomenon as well as the temperature-dependent trends seen in this 

and other work. There are many HgMn stars in open clusters (Abt 1979) but it was
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not possible to undertake such a study in this project because the telescope inte­

gration time required for these objects, often with magnitudes fainter than m y=8, 

makes such a study difficult, in terms of the high competition for telescope time, the 

time spent observing, and the many data frames requiring reduction. Instead, an 

international collaboration, with a pool of spectra and data reduction hours, may 

make such a project feasible. Such a project would require a telescope with a large 

light-gathering capability, an échelle spectrograph and high-sensitivity detectors.

8 .2 .2  nLTE m od els

Work by Lemke on normal stars has already illustrated the differences which can be 

found in abundance analysis using nLTE models. Some of the peculiar differences 

seen here and in previous work on normal stars could be explained by the presence 

of nLTE effects on subordinate ionisation stages in the stellar atmosphere and the 

ionisation balance being shifted in favour of one ion. Use of the correct nLTE models 

should produce abundances similar between two or more stages. The UV analysis 

of doubly ionised yttrium  and zirconium by Redfors and Cowley (1993) illustrates 

again the importance of modelling stellar atmospheres to take nLTE effects into 

account. Curiously, the unpublished work by Gigas (1986) quoted by Lemke (1990) 

increased the discrepancy between iron ionisation stages in Vega.

8.2 .3  T h e im aginary m icroturbu len ce

It would be worth investigating further the microturbulence parameters of stars 

with Teff values above 11 OOOK to see if the imaginary microturbulence parameters 

obtained here could be repeated in other work with different data and spectrum 

synthesis packages and, if so, to account for this phenomenon. It would be useful 

for this investigation to include the sample HgMn and normal stars analysed here, 

as well as other B-type stars above 11 OOOK.

8.2 .4  A bu ndan ce analysis w ith  higher reso lu tion  sp ectra

The resolution of spectra with v s in i  below 9kms“  ̂ obtained for this project was 

compromised by the broad, distorted instrumental profile of the Schmidt camera.
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This camera has since been replaced and it would be useful to observe the very nar­

row lined normal and HgMn stars with this new set-up in order to resolve line 

blends. Indeed, during this study another observing run was scheduled on the 

Hamilton Échelle Spectrograph using a Schmidt camera with an improved point- 

spread-function. This means these new data are free of the asymmetrical 9kms“  ̂

instrumental profile and so the resolving power was indeed much closer to the quoted 

48 000; a measured value, R=46 500, was obtained in July 1995 (Dworetsky, priv. 

comm). A new blue-sensitive CCD with a much larger area is now also available. 

Unfortunately it was too late to analyse these data in time for this project, but 

future work can be suggested which uses these new data; firstly, stars with v s in i  

values lower than 9kms~^ can be analysed and the spectral lines distinguished and 

secondly, the mercury and platinum lines, which it has not been feasible to analyse 

here, can be resolved and synthesised.

8.2 .5  B in ary  star system s

Doubled lined binaries were not examined in this thesis because of the complications 

that can arise from examining and anlysing their spectra (and time constraints). 

However, these stars contain interesting data and it would be useful to analyse these 

systems in the future. (Dworetsky and Jomaron, work in progress).

8.2 .6  A n alysis  o f large am ounts o f  data

The problem which exists currently is the presence of a great deal of abundance 

data from different sources. These data cannot be combined into a database of 

HgMn star abundances to give a single, definitive abundance for each element and 

each star. This is because of the differences between the techniques used by the 

different workers in this field. It would be useful to come to some agreement on 

the techniques used and to produce a ‘standard’ technique used by all researchers. 

The problem with this approach is that science advances and methods are being 

improved continuously and it is the nature of science that new and original ideas 

will be proposed, superseding the standardised technique before it has time to be 

used.
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Automatic data reduction can reduce the amount of time spent on data pro­

cessing, which can increase the volume of data considerably. However, some work, 

such as the identification and measuring of spectral lines, needs close supervision. 

It seems therefore tha t this problem is a difficult one to solve and at some point a 

standard technique should be adopted, possibly through shared authorship, in order 

to increase the throughput of results.
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A ppendix A

Full line-list

This table lists the lines and equivalent widths measured for v  Her. All wavelengths 

and equivalent widths were measured using D IPSO . Equivalent widths are the mean 

of two measurements measured through integration; no synthesised or fitted eqi- 

valent widths are listed. A series of labels have been devised to help describe the 

spectrum in more detail. The equivalent width of a line of a species which is blended 

is uncertain and labelled with a colon next to the measurement. Line blends are 

dealt with in the ‘Comments’ heading and the following symbols are used; which 

means ‘used in line analysis’, ‘B’, which means ‘blended, not suitable’, ‘S’, which 

means ‘blended but synthesised’ and ‘H’, which refers to the presence of hyperfine 

structure. The blend parameter ‘EX’ {i.e. B2, B3) indicates the presence of X ad­

jacent lines, listed individually in the Table, which are blends of each other but are 

separable. A question mark ‘?’ located in the margin means the ID is uncertain; 

if this is located in the line-blend column it means a blending species has not been 

identified. Additional blending species indicators are also given in the comments 

heading {i.e. H/?). All wavelengths were adopted from Adelman (1991,1990,1989) 

unless labelled (Kurucz and Peytremann 1975) or  ̂ (Iglesias and Velasco 1964).
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Table A.l: The measured line-list for v Her

^obs ID A/a6 Blends W x/m k Comments

3913.45 Ti II 3913.464 70 V
3917.36 Mn II 3917.32t - 28 V
3918.43 Fe II 3918.51 - 14: B2

3918.89 - - - 13: B2

3920.67 Fe I 3920.65 C II 3920.677 

Fe I 3920.839

27: B

3926.09 - - - 15: B2

3926.40 - - - 22: B2

3928.06 Fe I 3927.92 - 9

3933.60 Ca II 3933.664 Ti II 3932.01 202: B

3935.88 Fe II 3935.942 - 20 V
3935.99 - - - 21

3938.28 Fe II 3938.29 - 12

3938.99 - - - 16

3941.23 Mn II 3941.22+ Fe I 3941.283 19 B

3943.84 Mn II 3943.86+ Al I 3944.009 53: S V
3945.21 Fe II 3945.21++ - 11 V
3950.38 Y II 3950.35++ - 26 V
3952.47 Mn II 3952.418+ Fe I 3952.606 

Cr I 3952.399

10: B

3960.95 Al I 3961.52 - 4 V
3968.41 Ca II 3968.470 - 78: B i m
3975.01 Fe II 3975.016++ - 6
3975.77 Fe II 3975.743 Mn II 3975.74+ 13: B

3979.48 Cr II 3979.51++ - 15 B V
3982.02 Ti II 3981.998++ - 7

3982.61 Y II 3982.59 - 6 V
3984.01 Kg II 3983.99 - 116

3986.66 Mn I 3986.826 Mg I 3986.753 16: B

3994.16 Fe I 3994.117++ - 4

3995.28 Mn II 3995.32+ Co I 3995.306 8

3996.57 - - - 9

4002.04 Fe II 4002.073++ - 7
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^obs ID Aiaft Blends W\/mÂ Comments

4002.55 Fe II 4002.549 Fe I 4002.665 14: B

4002.83 V II 4002.94 - 2: B

4003.32 Cr II 4003.28++ - 10 V
4004.92 Fe I 4005.241 - 4

4005.24 V II 4005.706 - 4

4011.78 Fe I 4011.71 - 3

4012.42 Ti II 4012.372 Cr II 4012.50 

Fe II 4012.74++

47: S x /

4013.44 - - - 5

4017.56 - - - 3

4018.06 - - - 6

4024.38 Fe II 4024.552 Fe I 4024.735 20: B (He I)

4024.86 Cr I 4025.012 Ti II 4025.136 13: S y  (He I)

4026.13 He I 4026.189 He I 4026.362 - B
4028.40 Ti II 4028.332 - 35: S y  (He I)

4028.84 S II 4028.791 Mn I 4028.59+ 

Ti II 4028.33

3: B x /

4030.32 - - - 3
4030.72 Mn I 4030.755 Fe II 4030.35++ 19: S x /
4031.49 Fe II 4031.44 - 5
4033.01 Ga I 4032.94 S II 4032.81 

Fe II 4032.94 

Mn I 4033.06

51: B

4034.42 Mn I 4034.490 Fe II 4034.24 11: S x /
4035.74 V II 4035.63 - 6 V
4038.02 Cr II 4038.03++ - 11

4041.41 Mn I 4041.361 Fe II 4041.64 

Fe II 4041.27

18: B x /

4044.06 - - - 6

4044.60 Fe II 4044.61++ - 7 x/
4045.17 - - - 4

4045.85 Fe I 4045.84++ - 18 x/
4048.85 Fe II 4048.831++ V II 4048.67 24: B

4049.08 Cr II 4049.14++ ? 24: B

4050.59 - - - 6
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Aobs ID A/a6 Blends W x / m k Comments

4051.96 Cr II 4051.97tt 11

4053.80 Ti II 4053.81 Cr II 4053.43 

V II 4053.59 

Mn II 4054.05

38: B

4055.49 Fe II 4055.24 Mn I 4055.55 7 V
4057.33 Fe II 4057.46 - 7

4059.56 Mn I 4059.39 Fe II 4059.71 2

4061.83 Fe II 4061.787tt - 5

4063.59 Fe I 4063.597tt - 13 V
4065.03 - - - 4

4065.82 - - - 3

4066.68 - - - 2

4067.12 Ni II 4067.051 Fe I 4066.98 9: S x /
4071.87 Fe I 4071.740 - 10 V
4072.57 Cr II 4072.56 - 2

4072.66 Cr II 4072.56 - 7

4075.63 Si II 4075.45 Fe II 4075.95 14: B

4076.89 Si II 4076.78 Cr II 4076.87 14: B

4077.93 Sr II 4077.714 Cr II 4077.51 45: B
4079.32 - - - 8

4081.48 Fe II 4081.42 Mn II 4081.45 33: B
4083.73 Mn lit 4083.66 - 17
4085.09 - - - 10
4085.41 - - - 18
4105.17 - - - 22

4110.62 Cr II 4110.68tt - 23: B2

4111.00 Cr II 4110.99tt - 9: B2

4111.94 Fe II 4111.88tt - 5

4113.22 Cr II 4113.2ltt - 3

4114.11 - - - 5

4120.03 - - - 4

4120.90 - - - 16

4122.69 Fe II 4122.638 Fe I 4122.52 20: s V
4124.86 Fe II 4124.78tt - 7

4128.11 Si II 4128.071 - 123 x/
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^obs ID A/ab Blends W \/m k Comments

4130.89 Si II 4130.884 Ba II 4130.648 103: S V
4132.45 Fe I 4132.06 - 3

4137.02 Mn II 4136.91+ Fe I 4136.997 73: B

4140.43 - - - 13

4143.89 Fe I 4143.83++ - 7

4145.76 Cr II 4145.77 - 14 V
4153.08 S II 4153.098 - 10 V
4161.59 Ti II 4161.52++ - 8 V
4162.69 S II 4162.698 - 9 V
4163.27 Ti II 4163.55++ - 51 V
4167.20 Mg II 4167.26 Fe II 4167.30 5: S V
4171.11 - - - 16

4171.67 - - - 15

4172.02 Ga I 4171.99 Ti II 4171.91 

Cr II 4171.90

68: s V

4173.51 Fe II 4173.45 Ti II 4173.537 55: B

4174.35 Ti II 4174.07++ Mn II 4173.32+ 42: B
4177.50 Fe II 4177.70 Mn II 4177.48 58 B
4178.85 Fe II 4178.86++ - 40
4179.45 Cr II 4179.43++ - 16

4180.11 - - - 8

4184.37 Ti II 4184.29++ Fe II 4184.285 

Mn II 4184.46

26 B

4187.79 Fe I 4187.802++ - 5

4189.03 - - - 6

4189.70 - - 5 B2

4190.67 Si II 4190.738 - 15: B2

4195.28 Fe II 4195.337 Cr II 4195.41 8: B

4196.12 Fe I 4196.218 - 3

4198.11 Si II 4198.124 - 3

4198.20 Fe I 4198.268 Fe I 4198.310 5: B

4199.08 Y II 4199.10 ? 13: B

4205.34 Mn II 4205.37 Fe I 4205.48 52: B

4206.35 Mn II 4206.375 - 72 H V
4207.24 Cr II 4207.35 - 5
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^obs ID A/a6 Blends Wx/vcik Comments

4215.48 Sr II 4215.524 Cr II 4215.74 

Mn II 4215.54

34: s V

4216.43 - - - 11

4217.88 - - - 5

4218.37 - - - 6

4224.87 Cr II 4224.85 - 13

4226.70 Ca II 4226.73 - 4 V
4227.39 Fe I 4227.42 - 8

4233.20 Cr II 4233.25 Fe II 4233.17 91: B

4235.77 Fe I 4235.942 Y II 4235.73 5: s V
4237.85 - - - 11

4238.75 Mn II 4238.79 Fe II 4238.816 36: B2

4239.17 Mn II 4239.19+ - 32: B2

4242.35 Cr II 4242.38 Mn II 4242.33 70: B2  s y

4242.96 Mn II 4242.92 - 13 B2

4244.25 Mn II 4244.26 - 30
4246.82 Sc II 4246.829 - 8 V
4247.94 Mn II 4247.95++ - 29

4250.46 Fe I 4250.12 2 ?

4251.18 Fe I 4250.90 - 42
4251.78 Mn II 4251.74+ Ti II 4252.036 

Fe II 4252.335

49 B

4253.04 Mn II 4252.96+ Cr I 4254.346 19: B

4254.58 Cr II 4254.56 - 8 x/
4255.70 - - ? 28 B
4258.17 Fe II 4258.155 Fe II 4258.35 13 S x /
4259.23 Mn II 4259.203 S 114259.17 74: B

4260.46 Mn II 4260.47 Fe I 4260.479 15: B

4261.93 Cr II 4261.92 Cr II 4261.85 52: B

4263.11 - - - 5

4263.92 Fe II 4263.895 - 4

4265.91 - - - 4

4267.23 C II 4267.02 C II 4267.27 36: B

4267.86 - - - 7

4269.52 Cr II 4269.28 - 10
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Aobs ID Azab Blends W \/m k Comments

4273.30 Fe II 4273.22 15 V
4274.77 Cr I 4274.80 - 2 V
4275.55 Cr II 4275.58 Mn II 4275.88 28: B

4278.17 Fe II 4278.128 - 9; B 2 s y

4278.62 - - - 18: B2

4279.38 - - - 6

4282.06 - - - 27: B2

4282.57 Fe I 4282.406 - 51: B2

4283.86 Mn 11̂ 4283.86 - 39: B2

4284.37 Mn II 4284.425 Cr II 4284.21 47: B2

4286.30 Fe II 4286.311 - 5

4287.87 Ti II 4287.893 Mn 11+ 4288.065 33: s V
4289.70 Cr I 4289.721 - 10
4290.21 Ti II 4290.222 - 54 V
4291.43 - - - 5
4292.27 Mn II 4292.246 Mn 114292.383 63: B

4293.30 Mn II 4293.226 - 5 ?

4294.16 Fe I 4294.128 Ti II 4294.101 57: B
4296.63 Fe II 4296.567 - 27
4300.04 Ti II 4300.052 Mn II 4300.23 86:
4301.90 Ti II 4301.928 - 39 ^/
4303.16 Fe II 4303.166 - 55 y/ distorted
4307.90 Fe II 4307.906 Ti II 4307.900 53: B2

4308.19 - - 7 35: B2

4309.67 Y II 4309.62 - 16 V
4310.76 - - - 9

4312.85 Ti II 4312.861 - 48 x/
4314.32 Fe II 4314.289 - 22
4315.06 Fe iitt 4315.09 Ti II 4314.98 44: S V
4321.01 Fe II 4321.341 Ti II 4320.96 24: B

4325.18 Fe iitt 4325.43 Fe II 4325.54 ++ 24: B

4325.76 Fe I 4325.765 ? 11: B

4326.68 Mn 11+ 4326.63 - 88 y
4330.25 Ti II 4330.264 - 9: B2

4330.72 Ti II 4330.708 - 9: B2
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^obs ID l̂ab Blends W x/m k Comments

4337.89 Ti II 4337.916 24 B (H balmer line)

4343.92 Mn II 4343.987 ? 75 B (also in H line wing)

4345.59 - - - 12

4346.43 - - - 6

4348.55 - - - 40

4350.86 Ti II 4350.834 - 8

4351.88 Mg I 4351.8941 Mg II 4351.956 

Fe II 4351.77

50: s y

4352.65 - - - 2

4356.64 - - - 26
4357.57 Fe II 4357.574 - 11

4358.25 H gl 4358.343 - 4

4358.73 Y II 4358.73 - 4 V
4361.30 Fe II 4361.249 - 6

4362.05 Ni II 4362.10 - 3 V
4363.25 Mn 11+ 4363.26 - 25 V
4365.26 Mn 11+ 4365.22 - 27 V
4367.62 Ti II 4367.657 - 25
4368.17 Fe II 4368.262 - 11
4369.35 Fe II 4369.404 - 7
4371.90 - - - 3
4374.93 Y II 4374.94 Ti II 4374.82 50: S V
4377.72 - - - 15
4379.70 - - - 23
4383.57 Fe II 4383.547 - 12

4384.28 Fe II 4384.33 - 13: B2

4384.66 Mg II 4384.643 Ni II 4384.6 18: B2

4385.43 Fe II 4385.381 Mn II 4385.76 40: s y
4386.91 Ti II 4386.858 - 22

4388.17 He I 4387.928 - -

4390.60 Mg II 4390.585 - 29 V
4391.85 - - - 7

4393.42 - - - 13

4394.07 Ti II 4394.057 - 18 V
4395.03 Ti II 4395.031 - 67 V
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^obs ID A/ai) Blends W x/m k Comments

4395.86 Ti II 4395.848 14 V
4398.04 Y II 4398.02 - 14 V
4399.78 Ti II 4399.767 - 32 V
4402.84 Fe II 4402.875 - 7

4403.46 Mn 11+ 4403.51 - 14

4404.81 Fe I 4404.752 - 10

4405.72 - - - 2

4406.78 - - - 2

4407.77 - - - 7

4409.55 - - - 10

4411.02 Ti II 4411.080 - 22

4411.88 - - - 4

4412.90 - - - 2

4413.52 - - - 5

4414.85 - - - 6

4416.82 Fe II 4416.817 - 35 \ /
4417.81 Ti II 4417.718 - 40: B2 S V
4418.34 Ti II 4418.34 - 11: B2 S V
4419.73 Fe III++ 4419.65 - 7

4421.96 Ti II 4421.949 - 10
4422.62 Y II 4422.59 Fe I 4422.57 8: B

4428.01 Mg II 4427.995 Tiii++ 4427.88 10: s y
4430.98 - - - 3

4431.58 Fe II 4431.64 - 3

4434.04 Mg II 4433.991 Mn 11+ 4434.07 35: sy
4435.72 - - - 8

4437.66 - - - 4

4441.84 Ti II 4441.73 Fe I 4442.343 

Mn 11+ 4441.99

17: B

4443.76 Ti II 4443.802 ? 63 B

4444.44 Ti II 4444.559 Fe II 4444.563 14: B2

4444.63 - - - 14: B2

4445.98 Fe II 4446.24 - 6

4450.55 Ti II 4450.487 - 35

4451.61 Fe II 4451.545 - 18
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Aobs ID l̂ab Blends IVA/mÀ Comments

4453.22 4

4455.36 Fe II 4455.258 - 14

4455.82 - - - 2

4456.65 Ti II 4456.65 - 8 ?

4457.56 - - - 3

4458.25 - - - 4

4461.77 Fe I 4461.654 Fe II++ 4461.71 13: B 2 S y

4462.00 - - - 6: B2

4463.60 - - - 3

4464.53 Ti II 4464.458 - 19 V
4465.84 Cm 4465.77 - 3 ?

4466.63 - - - 3
4468.48 Ti iitt 4468.54 - 63 V
4469.12 Tin 4469.12 - 4 ?

4470.86 Ti II 4470.864 - 8: B (He I)
4471.51 He I 4471.688 - -

4472.94 Ti II 4472.92 - 13: B (He I)
4475.25 P II 4475.27 - 5 V
4476.01 Fe II 4476.08 - 2

4478.65 Mn 11+ 4478.64 - 44 V
4481.15 Mg II 4481.129 Mg II 4481.1327 248: B (doublet)
4483.42 P II 4483.69 - 6 V
4488.39 Ti II 4488.319 - 28

4489.28 Fe II 4489.185 - 27
4491.47 Fe II 4491.401 Mn I 4491.65 33: sv
4493.55 Fe II 4493.579 - 7
4497.00 Fe II 4496.96 - 2

4499.24 P II 4499.18 - 4 V
4500.47 Mn 11+ 4500.543 - 13

4501.24 Ti II 4501.27 - 69 V
4503.15 - - - 12

4508.21 Fe II 4508.283 - 46 V
4510.37 - - - 7

4511.79 - - - 3
4515.32 Fe II 4515.337 - 45 y
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^obs ID A/at Blends W \/m k Comments

4518.98 4

4519.24 Mn 11̂ 4518.96 7 38: B (of several lines)

4520.23 Fe II 4520.225 - 38 V
4522.71 Fe II 4522.634 - 53 V
4525.35 Mn 11+ 4525.33 ? 23: B

4528.37 - - - 2

4529.47 Ti II 4529.46 - 16 ?

4533.99 Fe II 4534.166 Ti II 4533.97 82: S V
4539.61 Cr II 4539.62 - 7
4541.49 Fe II 4541.523 - 30
4544.00 - - - 5

4545.01 Ti II 4545.144 - 5

4546.60 - - - 3
4549.31 Fe II 4549.214 Fe II 4549.467 

Ti II 4549.82 

Ti II 4549.622

161: B

4552.42 - - - 10
4554.03 Ba II 4554.033 - 11 V
4554.98 Cr II 4555.02 - 45
4555.90 Fe II 4555.890 - 45 V
4558.68 Cr II 4558.659 - 67 V
4563.74 Ti II 4563.761 - 57 V
4565.74 - - - 13

4571.26 - - - 4
4571.98 Tin 4571.97 - 72 V
4576.32 Fe II 4576.331 - 24 V
4578.99 Fe II 4579.32 - 2 ?

4580.06 Fe II 4580.055 - 6

4582.84 Fe II 4582.835 - 19 V
4583.82 Fe II++ 4583.63 - 69

4588.22 Cr II 4588.217 - 62 V
4589.90 Cr II 4589.89 Ti II 4589.961 30: B

4592.10 Cr II 4592.09 - 29

4596.01 Fe II 4596.06 - 16

4598.48 Fe II 4598.528 - 6
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^obs ID A/aft Blends W \/m k Comments

4602.09 Pii 4602.08 7 V
4603.08 - - - 7

4603.35 - - - 3

4605.38 - - - 4

4610.59 Fe II 4610.59 - 3

4616.57 Cr II 4616.64 - 24

4617.30 - - - 9

4618.77 Cr lltt 4618.83 - 43

4620.49 Fe II 4620.513 - 16

4621.44 Si lltt 4621.42 Si II 4621.72 17: B (doublet)

4625.91 Fe II 4625.911 - 4 V
4628.85 Fe II 4628.821 - 3
4629.36 Fe II 4629.336 - 42 V

179



A ppendix B

The abundance tables

The abundances are quoted relative to the stellar hydrogen abundance and are listed 

in order of increasing effective temperature, whilst the elements are ranked in order 

of atomic number Z. In the abundance tables which follow the following symbols 

are used, (c.f. Tables 3.1 and 3.2), ‘B’ denotes a blend where the blending species 

dominates, ‘C’ labels a line profile destroyed by a cosmic ray, ‘Z’ a ‘zapped’ line 

profile not present in the spectrum (edge effects, bad columns etc.) and means 

that the line is not present.
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Table B.l: Abundances for normal stars

Line 9 Léo a Lyr HR7098 21 Peg C Dra 21 Aql T Her

Ti II 3913.46 B Z Z 4.87 4.69

Mn II 3917.23 B - - - - - -

Fe II 3935.94 B 7.05 - B 7.13 7.67 -

Al I 3944.01 6.53 5.74 6.47 6.25 6.27 6.35 -

Fe II 3945.21 B 6.86 7.49 7.29 B 7.41 -
Y II 3950.35 2.83 Z B - - - -

V II 3951.97 4.27 4.44 4.08 - - - -
Zr II 3958.22 - - - - - - -
Al I 3961.52 6.65 5.85 6.25 - - - B
Cr II 3979.51 6.02 - 5.67 5. 42 5.45 5.37 -
Y II 3982.59 2.74 - - - - - -
Zr II 3991.13 3.27 - 2.65 - - - -

Zr II 3998.97 B - - B - - -
Cr II 4003.28 B - - 5.59 - - -
V II 4005.71 B B 3.89 3.88 - - -
Ti II 4012.37 B 4.62 5.65 5.16 B 4.90 -

Ni II 4015.50 5.68 5.99 6.50 6.28 B 6.09 6.00
Ti II 4025.14 B B B 4.34 - - -
Ti II 4028.33 5.67 B B B - - -
S II 4028.79 - B B - B B B
Mn I 4030.76 B 5.32 - B - - -
Ga I 4032.99 - - - - - - -
Mn I 4034.48 B 5.35 - - - - -
V II 4035.63 4.43 - B 3.94 - - -
Mn I 4041.36 5.39 5.43 - - - -
Fe II 4044.61 7.53 - 7.39 7.28 7.47 6.97 -
Fe I 4045.82 B B 7.80 7.31 - 7.32 B

Zr II 4048.67 B - B - B - -

Ti II 4053.81 5.29 B B B - - -

Mn I 4055.54 - - - - - - -

Fe I 4063.60 7.68 7.01 7.63 7.25 7.32 - -

Ni II 4067.05 5.97 5.80 5.41 Z 5.16 5.99 5.98

Fe I 4071.74 7.60 6.99 7.56 Z - - -
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Line 6 Leo a Lyr HR7098 21 Peg C Dra 21 Aql r  Her

Sr II 4077.71 3.72 2.17 3.66 C 2.57 2.74

Fe II 4122.64 7.65 7.01 7.66 7 .41 B 7.40 7.40

Si II 4128.07 7.55 7.02 7.56 7.51 7.62 7.37 7.51

Ba II 4130.65 B B B B B B B

Si II 4130.889 7.79 7.22 7.55 7.44 7.64 7.46 7.37

Cr II 4145.76 B B B B B B B

S II 4153.10 <7.59 <7.57 6.75 7.27 7.58 7.45 7.45

Zr II 4156.24 B - - - - - -

Ti II 4161.52 B 4.81 5.12 B - - -

S II 4162.70 <7.40 <7.37 - - 7.30 7.33 7.37

Ti II 4163.64 B C 5.47 5.05 - - -
Mg I 4167.26 7.41 6.97 7.65 7.29 - - -
Ga I 4172.04 - - - - - - -
Mn II 4206.37 H H H - - - -
Zr II 4208.985 B - - - - - -
Zr II 4211.88 3.16 - - - - - -
Sr II 4215.52 3.55 2.14 B 2.91 2.75 2.92 -
Ca I 4226.73 6.18 5.90 6.65 5.99 - <6.50 <6.50
Cr II 4242.38 6.07 - 5.89 5.80 B B 5.65
Ni II 4244.82 - - - - B - -
Sc II 4246.83 2.87 2.84 2.72 2 .32 2.91 2.99 <3.46
Cr I 4254.35 5.87 5.35 - B - - -
Fe II 4273.22 7.67 6.98 7.74 7.46 7.30 7.44 7.79
Cr I 4274.80 5.80 5.39 5.98 5.73 - - -
Fe II 4278.13 7.53 6.93 7.46 7.20 B - -
Ti II 4287.89 5.25 4.91 5.11 4.79 - - -
Cr I 4289.72 B B 5.96 5.89 - - -

Ti II 4290.22 B 5.03 5.69 5.08 4.75 4.95 -

Fe II 4296.57 B 7.01 7.78 7.39 7.45 7.41 7.41

Ti II 4300.05 5.47 5.13 B 4.83 B 4.65 4.90

Ti II 4301.93 Z Z Z 4.74 B B -

Fe II 4303.16 7.72 6.88 7.79 7.47 Z Z 7.15

Y II 4309.62 B 1.91 B - - - -

Ti II 4312.86 5.33 4.80 5.23 4.78 4.90 4.96 -

Zr II 4317.32 B - - - - - -
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Line 9 Leo a Lyr HR7098 21 Peg C Dra 21 Aql T Her

Mn II 4326.68 B

Mg I 4351.90 7.40 B 7.60 7.31 B B B

Ni II 4362.10 5.52 — . 6.66 6.38 B 6.16 -

Mn II 4363.26 B - 5.55 - - - -

Mn II 4365.22 - - - - - - -

Fe II 4369.40 7.84 Z 7.55 7.43 7.28 7.73 -
Y II 4374.94 B 2.20 2.63 2.30 - - -

Zr II 4379.78 B - - - - - -

Fe II 4385.38 7.69 6.86 7.83 7.42 B B B

Mg II 4390.58 7.51 7.05 7.70 7.71 7.69 7.64 7.71
Ti II 4394.06 4.97 4.42 4.95 4 .54 - - -

Ti II 4395.03 B 4.86 5.62 4.95 4.66 4.47 B
Ti II 4395.85 B 4.48 5.34 4.83 - - -
Y II 4398.02 - 2.25 2.54 - - - -
Ti II 4399.78 B B 5.19 4.75 - - B

Ni I 4401.55 - 5.88 6.25 6.48 B - -

Fe I 4404.75 7.80 7.05 7.68 7.36 7.60 - -
Fe II 4416.82 7.69 6.98 7.60 7.41 7.51 7.41 7.42
Ti II 4417.72 B 4.77 5.19 4.82 - - -
Ti II 4418.34 B 4.92 5.23 4.96 - - -
Mg II 4427.99 7.57 6.85 7.50 7.47 7.56 7.51 7.60
Mg II 4433.99 7.58 6.95 7.65 7.52 7.51 7.59 7.67
Ti II 4464.53 5.33 4.98 5.32 4.95 B B B
Ti II 4468.54 B 4.72 5.47 4.77 - 4.45 -
P II 4475.26 - - - - - - -
Mn II 4478.64 5.75 - 5.65 - - - -
P II 4483.68 - - - - - - -
Fe II 4491.40 7.59 6.99 7.72 7.46 7.74 7.26 7.25
P II 4499.24 - - - - - - -

Ti II 4501.24 B 4.71 5.37 4.91 4.42 4.59 -

Fe II 4508.28 7.74 6.91 7.67 7.39 7.25 7.33 7.19

Fe II 4515.34 7.67 6.96 7.69 7.55 7.57 7.44 7.23

Fe II 4520.22 7.67 7.06 7.24 7.40 7.41 7.31 -

Fe II 4522.63 7.78 6.98 7.45 7.31 7.30 7.29 7.12

Fe I 4528.62 B 7.06 7.81 7.54 - - -
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Line 9 Leo a Lyr HR7098 21 Peg (  Dra 21 Aql r  Her

Fe II 4533.99 B B B B B B B

Ba II 4554.03 3.34 - 3.00 2.76 - - -

Fe II 4555.89 7.82 B Z 7.36 7.38 7.16 7.45

Cr II 4558.66 6.13 5.61 5.81 5.82 5.40 5.29 5.36

Ti II 4563.76 5.34 4.81 5.33 4.78 4.48 4.56 -

Ti II 4571.97 5.64 5.08 5.64 4.99 4.64 4.65 -

Fe II 4576.33 7.66 7.13 7.68 7 .44 7.24 7.41 7.54

Fe II 4582.835 7.49 6.82 7.61 7.30 B B -

Cr II 4588.217 6.15 5.56 5.77 5.68 B 5.35 -

Fe II 4620.51 7.48 Z Z 7.42 B 7.03 B

Fe II 4625.91 7.41 - 7.46 7.02 - - -

P II 4626.70 - - - - - - -
Fe II 4629.336 7.81 B C B B B 7.10
A1 II 4663.05 6.65 5.90 6.47 6.34 6.42 6.10 6.21
Mg I 4702.94 7.34 7.04 7.65 7.48 - - -
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Table B.2: Abundances for HgMn stars

Line 0 Her V Her 87 Psc HR7664 HR7361 HR6997

Ti II 3913.46 B 6.04 6.70 Z 5.87

Mn II 3917.23 6.85 7.06 7.21 Z Z 8.21

Fe II 3935.94 B 7.38 B 8.20 7.76 8.00

A1 I 3944.01 B - - - - B

Fe II 3945.21 7.67 7.56 Z 7.97 7.65 B

Y II 3950.35 C B 4.85 - - Z

V II 3951.97 3.49 - Z - - B
Zr II 3958.22 4.53 - Z - - -
AI I 3961.52 - - - - - -

Ca II 3968.73 B B B B B B

Cr II 3979.51 6.54 B - - 6.11 Z

Y II 3982.59 Z 3.68 4.51 - 4.66 -
Zr II 3991.13 4.79 - - - - -

Zr II 3998.97 4.94 - - - - -

Cr II 4003.28 6.49 5.82 6.34 - 6.09 -

V II 4005.71 3.37 3.89 Z - 5.06 B
Ti II 4012.37 5.33 6.05 6.89 6.09 5.94 -

Ni II 4015.50 5.90 - 5.65 5.78 - B
Ti II 4025.14 5.92 5.43 7.24 5.43 - B
Ti II 4028.33 4.95 5.66 B 5.47 - B
S II 4028.79 - - B - - B
Mn I 4030.76 7.04 7.02 7.70 Z 7.84 8 .24

Ga I 4032.99 6.00 6.07 6.50 6.20 6.80 6.90
Mn I 4034.48 6.99 7.05 7.83 C 8.13 8.21

V II 4035.63 B 3.97 4.41 4.01 4.82 4.84

Mn I 4041.36 7.11 B 7.76 C 7.94 8.35
Fe II 4044.61 7.52 7.29 C 8.15 7.89 Z

Fe II 4045.84 B 7.31 B 8.32 - -

Zr II 4048.67 B - - - - -

Ti II 4053.81 B 5.95 6.58 5.45 - 5.53

Mn I 4055.54 6.91 - - - - -

Fe I 4063.60 7.15 7.37 7.64 - - B

Ni II 4067.05 5.97 4.22 5.72 5.74 6.18 6.14
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Line (f> Her V Her 87 Psc HR7664 HR7361 HR6997

Fe I 4071.74 7.50 7.39 Z 8.20 B

Sr II 4077.71 3.89 3.91 2.62 - 3.05 3.24

Fe II 4122.64 7.58 B 6.96 B 7.40 B

Si II 4128.07 7.71 7.47 7.49 7.48 8.07 Bi

Ba II 4130.65 B B B - B B

Cr II 4145.76 6.78 B B B B B

Si II 4130.889 7.46 7.54 7.20 7.43 7.80 7.40

S II 4153.10 7.28 7.22 6.94 6.49 6.68 6.98

Zr II 4156.24 4.72 - - - - -

Ti II 4161.52 B 5.80 6.22 - - B

S II 4162.70 7.17 6.95 6.88 6.30 6.08 6.99
Ti II 4163.64 5.74 6.07 6.96 5.96 5.62 5.86
Mg I 4167.26 B - - - - -
Mg I 4172.04 6.50 6.04 6.80 6.70 6.70 7.00
Mn II 4206.37 H H H H H H
Zr II 4208.985 4.08 - - - - Z
Zr II 4211.88 4.79 - - - - -
Sr II 4215.52 4.05 3.87 2.74 - B B
Ca I 4226.73 6.40 <6.48 - - - -
Cr II 4242.38 B B B B B B

Sc II 4246.83 4.61 2.91 4.35 3 .17 3.54 -
Ni II 4244.82 B B - - - -
Cr I 4254.35 B - - - - -
Cr I 4274.80 6.80 - - - - -
Fe II 4273.32 B 7.30 7.30 Z 7.80 B

Fe II 4278.13 7.51 B B 8.02 - B
Cr I 4289.72 B - - - - B

Ti II 4287.89 B B 7.00 5.80 B B

Ti II 4290.22 B 6.22 7.12 6.06 5.90 B

Fe II 4296.57 7.68 7.37 7.07 8.27 7.89 -

Ti II 4300.052 Z B B Z Z C

Ti II 4301.93 5.10 5.81 6.51 5.77 5.47 -

Fe II 4303.16 7.77 B 7.27 8.51 8.15 -

Y II 4309.62 3.15 4.50 4.90 - 4.74 -

Ti II 4312.86 5.69 5.96 6.60 B 5.53 5.97
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Line (f) Her V Her 87 Psc HR7664 HR7361 HR6997

Zr II 4317.32 4.59

Mn II 4326.68 B B B B B B

Mg I 4351.90 B B - - - -

Ni II 4362.10 6.19 4.57 5.81 5.69 - B

Mn II 4363.26 B 7.12 7.49 6.54 8.18 8.00
Mn II 4365.22 6.88 7.11 7.33 6.52 8.00 7.93
Fe II 4369.40 7.86 7.28 7.22 8.33 7.84 B

Y II 4374.94 B B 4.66 4.09 B B

Fe II 4385.38 7.43 B B 8.34 7.98 B

Mg II 4390.58 7.30 7.10 6.89 6.49 7.32 6.99
Ti II 4394.06 4.93 5.71 6.35 5.59 - B

Ti II 4395.03 5.84 6.05 6.76 5.99 5.34 B2
Ti II 4395.85 5.60 5.86 6.64 6.53 B B2

Y II 4398.02 3.40 B B - - -

Ti II 4399.78 5.68 5.70 6.68 C 5.02 5.26
Ni I 4401.55 - - - - - -
Fe I 4404.75 B 7.42 - 8.49 - B
Fe II 4416.82 7.46 7.26 6.96 8.17 7.43 B
Ti II 4417.72 5.89 5.95 B2 5.88 5.91 5.78
Ti II 4418.34 5.93 6.02 B2 5.98 6.33 5.75
Mg II 4427.99 7.32 6.93 7.03 6.83 7.18 7.02
Mg II 4433.99 7.53 6.99 7.03 6.80 7.04 7.12
Ti II 4464.53 B 6.03 6.86 6.02 6.05 B
Ti II 4468.54 5.79 5.98 6.44 5.66 5.42 -
P II 4475.26 - 6.27 5.91 7.12 7.71 7.45
Mn II 4478.64 6.85 7.23 7.27 6.45 7.95 8.35
P II 4483.68 - - - 7.24 7.87 -

Fe II 4491.40 7.43 7.32 6.78 8.20 7.26 -

P II 4499.24 - - - 7.22 7.85 7.37
Ti II 4501.24 5.10 5.90 6.65 5.91 5.19 Z

Fe II 4508.28 7.44 7.21 6.76 8.21 7.20 7.84

Fe II 4515.34 B 7.41 6.97 B 7.23 7.91

Fe II 4520.22 7.45 7.24 6.90 Z 7.73 7.77

Fe II 4522.63 7.45 7.23 6.81 8.10 7.13 7.64

Fe I 4528.62 - - - - - -
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Line (f) Her V Her 87 Psc HR7664 HR7361 HR6997

Fe II 4533.99 B B B B B B

Ba II 4554.03 4.07 3.35 3.66 <3.08 <3.21 <3.40

Fe II 4555.89 7.65 7.24 6.76 8.17: 7.36 B

Cr II 4558.66 B 6.15 6.62 5.08 6.11 5.89

Ti II 4563.76 B 5.94 6.83 5.77 5.88 5.90

Ti II 4571.97 5.31 6.20 6jW 5.97 5.32 5.21

Fe II 4576.33 7.62 7.41 7.11 8.20 7.55 7.87

Fe II 4582.835 7.39 7.28 B 8.17 7.81 B

Cr II 4588.217 6.81 6.16 6.60 B B 5.49

Fe II 4620.51 7.47 7.35 7.11 - - -

Fe II 4625.91 7.40 7.00 - 7.88 7.50 B

P II 4626.70 - - - - - -

Fe II 4629.336 B 7.17 6.73 8.42 7.64 7.93
A1 II 4663.052 B <4.88 <5.71 <4.98 <4.98 -
Mg I 4702.94 B B - - - -

Curious blend with narrow-lined contaminant Curious unknown blend (see 

text)
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