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A B S T R A C T

I study the dynamics of household consumption and income. My thesis con­

sists of four papers, detailed as follows.

In the first paper, I test for precautionary savings and excess sensitivity of 

consumption using a panel of Italian households that has measures of income 

expectations. The latter provide a powerful instrument for predicting income 

growth. The empirical analysis allows for a fairly general specification for the 

stochastic structure of the forecast error. I find that consumption growth is pos­

itively correlated with the expected variance of income and uncorrelated with 

predicted income growth.

In the second paper, I test for the saving for a rainy day hypothesis using 

the same set of subjective income expectations described above. According to 

the permanent income hypothesis, household savings should only react to tran­

sitory income shocks, as permanent shocks are entirely consumed. I show how 

subjective expectations can help to identify separately the transitory and the 

permanent shocks to income, thus providing a powerful test of the theory.

In the third paper, I notice that the theory of full consumption insurance 

implies absence of consumption mobihty between any time periods. This imph- 

cation requires knowledge of the evolution of the entire consumption distribution. 

I test this unexplored prediction of the theory using a panel of Itahan households. 

I design a non-parametric test and find substantial mobihty of consumption even 

controlling for possible preference shifts and measurement error. The findings 

strongly reject the theory of full consumption insurance.

In the final paper I model the conditional variance of income shocks, that is, 

the appropriate measure of risk emphasised by the theory. I first discriminate



amongst various models of earnings determination that separate income shocks 

into idiosyncratic transitory and permanent components. I allow for education 

specific differences in the stochastic process for earnings. The empirical analy­

sis is conducted using data drawn from the 1967-1991 Panel Study of Income 

Dynamics.
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1
Introduction and background issues

1 M otiva tion

In this dissertation I analyse consumption and savings decisions in the pres­

ence of individual income dynamics. In this introductory chapter I will motivate 

my line of research and discuss the theoretical models that lie in the background 

of the empirical analyses to be presented in Chapters 2 through 5. The discussion 

is not meant to be exhaustive; the modern theory of intertemporal consumption 

choice has been recently surveyed, among others, by Deaton (1992b), Browning 

and Lusardi (1996) and Attanasio (1999); I refer the interested reader to these 

excellent pieces of work for a more detailed theoretical treatment.

Testing for the validity of the permanent income hypothesis is complicated 

for a number of reasons. First, heterogeneity in consumption choices and indi­

vidual income is likely to be paramount. This has not only prompted several 

studies based on microeconomic rather than aggregate data, but also started a 

new line of research in the macroeconomics literature, as recently remarked by 

Browning et al. (1999). While studies based on aggregate data are plagued by 

aggregation problems (Attanasio and Weber, 1995), microeconometric studies



face data-related problems, the most relevant one probably being the so-called 

Chamberlain’s critique (1984). This is essentially a problem deriving from the 

inconsistency of empirical estimates in short panels.

I approach these problems with some ingenuity. First, I note that Chamber­

lain’s critique can be attenuated, if not entirely controlled for, by exploiting data 

on individual subjective expectations. Second, heterogeneity in preferences and 

individual resources can be accounted for in a fairly general way. In particular, I 

consider the possibility of accounting for heterogeneneity in income uncertainty. 

As I win argue in chapter 5, this may have far reaching imphcations not only 

on partial equilibrium individual consumption choices but also on the general 

equilibrium of the economy.

I consider testing for three different theoretical propositions. While tests for 

such propositions are not novel in the empirical literature, my approach is orig­

inal because (i) I exploit data that are rarely available to the econometrician, 

and (ii) the actual format of my tests is different from that proposed so far in 

the hterature. According to the first proposition, consumption growth does not 

react to predicted income growth; a test of this proposition, also known as excess 

sensitivity test, is presented in chapter 2. According to the second proposition, 

consumption reacts very strongly to unanticipated permanent income changes, 

but very weakly to unanticipated transitory income changes; this is the test I per­

form in chapter 3. Finally, the third proposition states that consumption does not 

react to idiosyncratic shocks but only to aggregate unanticipated fluctuations; 

this is the essence of the full consumption insurance hypothesis. A test for such 

proposition is presented in chapter 4. The modem theory of consumption choices 

under incomplete markets provide a rationale for the precautionary motive for 

saving, i.e. individuals wiU save in the face of uncertain income prospects. In 

this context, it is important to model and measure income uncertainty. I analyse 

statistical models for income risk in chapter 5.

2 C o n su m p tio n  and in com e d yn am ics
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I will start by making explicit the relationship between consumption choices 

and income dynamics. Consider the standard problem solved by an infinitely 

lived agent i:

subject to the budget constraint:

û t̂t+T+i — (l 4- r) +  yit-\-T ~  Qt+r) (2)

and the transversahty condition ( “no-Ponzi-game” condition) :

Initial wealth is given. The agent is assumed to hold preferences over non 

durable consumption, Cit+r. The first order conditions for this problem lead to 

the Euler equation:

(^t+i) (4

To specialize the solution, I assume that preferences are quadratic, so that 

u(c) =  — ^a c — and r  =  5 for simplicity. This yields the traditional 

prediction that consumption is a martingale, i.e. that the change in consumption 

is an innovation, and therefore orthogonal to all past information:

(^)

as in Hall (1978). A more complicated version of this orthogonality condition is 

considered and tested in chapter 2. The Euler equation and the intertemporal 

budget constraint imply the following consumption function:

Cit = , Et {yit+r) 
a it+ 2 ^

where y^  is the standard definition of permanent income (see Deaton, 1992b). 

The consumption innovation wiU in general depend upon the sources of uncer­
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tainty of the model. If income is the only source of uncertainty of the model, 

one can derive the exact form of the consumption innovation '0. In particular:

< ’ >

To obtain a relationship between consumption innovation and income inno­

vations one needs to specify a stochastic process for income. If income is weU 

described by an ARMA{1^ 1 ) process of the form:

V i t + T  — 'î ît+T (8)

' ît+T — P' ît+T—1 d" (9)

with p < 1 , it follows that income is a stochastic process stationary in levels and 

the consumption innovation can be written as:

=  ( l + r ) | r + r - p ) ^ “ (1 0 )
Of course the two special cases of Ai?(l) and MA{1) are obtained by setting 

^ =  0 and p = 0, respectively. Whether a shock is transitory or permanent 

depends upon the value of p. In particular, if p =  0 all shocks to income are 

transitory; if, instead, p 1 , all shocks become permanent. The marginal 

propensity to consume out of the income shock is then implicitly governed by 

the amount of persistence in the income process, measured by the autoregressive 

coefficient p. This is somehow inconvenient, as it does not allow a full distinction 

between shocks that are mean reverting and shocks that are not. To this aim, 

one needs to make explicit the distinction between the two. One option available 

is to consider income as the sum of two components:

Vit+T — Pit+T 4- Sit+T (if)

where pu+r is a permanent component and ea+r a serially uncorrelated transitory 

component. While stochastic, the permanent component changes very slowly, if 

at aU. The standard assumption is that it follows a martingale process of the 

form:

12



Vit+T — Vit+T—\ 4" Cit+r (12)

where C,u+t is serially uncorrelated. Thus:

V i t + T  =  V i t + T - l  +  C i t + T  4- £ i t + T  —  £ i t + T - l  (13)

Transitory shocks to individual productivity include overtime labour supply, 

piece-rate compensation, bonuses and premia, etc.; in general, such shocks are 

mean reverting, e.g. their effect does not last long. On the other hand, some of 

the innovations to earnings are highly persistent or non-mean reverting, e.g. their 

effect cumulates over time. Example of permanent innovations are associated to 

job mobility, long-term unemployment or promotions. The original decompo­

sition of income shocks into transitory and permanent components dates back 

to Friedman (1957). This practice has become quite standard. Quah (1990) 

shows that distinguishing between shocks of different nature may also provide 

an explanation for the excess smoothness puzzle.

With this process, and the additional assumption that the transitory and 

the permanent shock are uncorrelated at aU leads and lags, the consumption 

innovation is:

Acit =  i)it =  - T ^ £ i t  4- Cit (14)

The optimal rule for the agent is to respond on a one-for-one basis to shocks 

that alter the permanent component of income, but to a much lower extent to 

shocks that affect income only transitorily (namely, to an amount given by the 

annuity value). This is the income process that I consider in Chapter 3. A more 

complicated version of this income process (in logs) is specified and tested in 

chapter 5.

3 In com e d ynam ics and  p recau tion ary  sav in gs

This section draws on Caballero (1990) and speciahzes to the case where 

labour income is the sum of a martingale permanent component and a serially
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uncorrelated transitory shock (i.e., equations 1 1 -1 2 ). As in Caballero, the only 

source of uncertainty of the model is that related to labour income. Suppose 

that the problem under study is again given by (1-3), with an given.

Assume however that preferences are of the CARA type: u(c) =

The main advantage of CARA preferences is that an analytic solution for con­

sumption can be easily derived even under precautionary savings (which obtains 

if > 0, a case contemplated by CARA or CRRA preferences, but not by 

quadratic preferences).^ On the other hand, this assumption has at least two 

problems. The first is that a solution of negative consumption can be optimal for 

the agent (see Weill, 1992); the second is that risk aversion is, by assumption, 

constant. The reaction to risk is therefore unaffected by the level of wealth. 

While the first problem is much more difficult to tackle,^ one might think of 

attenuating the second by stratifying the available sample according to some ex­

ogenous characteristics that make the assumption of constant risk aversion less 

untenable within strata. For instance, the sample could be stratified according 

to the level of education of the head or initial family income. In both cases, 

wealth levels will be presumably less dispersed.

Assuming r = S, the Euler equation of this problem is:

=  Et

The feed-back solution that satisfies (15) is:

(15)

Cit+1 — Tit +  Cit -f '0 Ü+ 1  (Ifi)

where Fit =  ^InE t , and 'ipu+i is again the consumption innovation.

To find the distribution of the latter, one needs to specify income dynamics.

The ex-post intertemporal budget constraint, (1 +  (cit+r — V ü + t )  =

an, can be alternatively written as follows (Caballero, 1990):

^However, if preferences are CARA the consumption function fails to be concave in the 

absence of interest rate risk (Carroll and Kimball, 1996).
^Inserting a non-negativity constraint on consumption amounts to impose a never declining 

consumption profile.
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Cit+T [Vit+T (2 /it+r)] , Et{yitJ^r)  _  / I  4" f  /irA

S ô ^ “S  ÔT7F = “‘‘+5 irT7F = l“ J''“
Using the income process (11)-(12), one obtains:

% E?=o (1 + r)-" + E S =1 (1 +  r)-^ EJ= 1  Tit+J-I + E ” = 1  (1 + r)-" EJ=i 

— (1 + )̂  ̂ ^ i t + j  — (1+r)  ̂Cit+T =

{ ¥ ) v f t
(18)

Taking expectations conditional on the information available at time t  and rear­

ranging yields the consumption function:

which differs from (6 ) because of a term that takes into account the effect of 

the dispersion of the path of future income on current consumption: more risk 

will depress current consumption and prompt savings. The relation between the 

consumption innovation and the labour income innovation can be identified 

by replacing back cu in (18), obtaining the condition:

1 +  ^ Cit+T , 1 ^ it+ T  ~  E t  (T^t+T) _  ^

{ i + r v  ~ - h  ô T T r  (̂ =0)

In the absence of heteroschedasticity (i.e., Et (C^+t-) =  cr‘̂ and Et {^u+t) ~  

for all r), the only relation between consumption innovations and labour income 

innovations that satisfies the expression (2 0 ) is therefore:

'4’it+r — Czi+T T  ̂ (21)

Given that: Fit = ^]n Et e , one can take a second-order Taylor ex­

pansion of e around the conditional mean of V̂ it+i to obtain:

^-d^it+i =  1 _  9xpit+i +  +  rem. (2 2 )

taking expectations on both sides yields:

15



~  1 +  (23)

for infinitesimal risks one obtains:

r u ^ l ,1 4 -r

The Euler equation can then be written as:^

(24)

eAcit+i - +  ( r + 7 )  ^  (25)

This is the Euler equation that prevails in the presence of a precautionary 

motive for saving (Kimball, 1990). I estimate a version of equation (25) based on 

CRRA preferences and accounting for the variance term in chapter 2. In chapter 

5 I consider the possibihty that income shocks are conditionally heteroscedastic.

4 C on su m p tion  insurance

In this section I will describe the main insight of the full consumption insur­

ance hypothesis, for which I will test in chapter 4. As emphasised by Cochrane 

(1990), full consumption insurance has little to do with self insurance through, 

say, precautionary savings. These are two different propositions: while the first 

involves substitution of consumption across states, the second involves substitu­

tion of consumption over time.

Suppose that agents have identical preferences of the CRRA type, u{c) = 

(1  — . Under complete markets, as is known, the social planner’s so­

lution will coincide with that obtained by considering the behavior of the fully 

decentralized economy. I wiU focus on the former for a matter of convenience. If 

the social planner maximizes a weighted sum of individual households’ utihties, 

the Lagrangian of the problem can be written as (Deaton, 1997):

Z/ =  ^  Ai ^  ^  'Kstu{cist) +  XIX)
i 3 t 3 t \  i J

^If r ^  6, the Euler equation admits a constant term .

16



where i, 5 and t are subscripts for the agent i in the state of nature 5 in period t, 

Xi is the social weight for agent z, figt is the Lagrange multiplier associated with 

the resource constraint, TTgt the probability of state s in time period t, and Cgt 

aggregate consumption in state s and time t.

The first order condition can be written in logarithms as:

- 7  In Cigt = In /Xst -  In Ai -  In iTgt (26)

To obtain the rate of growth of consumption, one subtracts side-by-side from the 

expression at time t -\-l:

Alncit+i =  - 7 ” ^A ln^t+i +  7~^Aln7rt+i (27)

where I drop the subscript s because only one state is realized in each period. 

The two terms on the right-hand-side of equation (27) represent aggregate effects. 

The first is the growth rate of the Lagrange multipher, the second is the growth

rate of the state probabilities. Note that first-differencing has eliminated all

household fixed effects.

Versions of equation (27) have been used to test for the assumption of com­

plete markets. If this assumption holds, only aggregate shocks but not idiosyn­

cratic shocks should matter for consumption growth, as the latter are fully in­

sured through state-contingent contracts or other informal mechanisms. I present 

a novel way to test for this imphcation in chapter 5, based on the observation 

that full consumption insurance implies absence of consumption mobility.

5 D a ta  sou rces

In this final section I will briefly describe the contents and characteristics of 

the two surveys used in this dissertation. Due to space constraints, my analysis is 

not meant to be exhaustive; the interested reader is referred to Brandolini (1998) 

for more details on the Survey of Household Income and Wealth (SHIW), and
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to Hill (1986) for information concerning the Panel Study of Income Dynamics 

(PSID).

5.1 The Bank o f Ita ly  Survey of Household Incom e and 
W ealth

The SHIW was conducted yearly beginning in 1966. Since 1987 is conducted 

every other year. The last available survey refers to 1995. In chapter 2 through 

5 1 will use SHIW panel data available from 1987 to 1995; 1 will thus omit the 

description of the characteristics of the survey before 1987. See Brandolini (1998) 

for more details concerning the historical development of the SHIW.

The basic SHIW sampling unit is the de facto family, i.e. a group of individu­

als linked by blood, marriage or affection, sharing the same dwelling and poohng 

totally or partially their resources. Institutional population is not included. In­

dividuals who live together exclusively for economic reasons are not considered 

members of the same family, while in contrast only one unit is recorded in the 

case of extended famihes. For such reasons, SHlW-based estimates of average 

family size tend to exceed the corresponding Census estimates.

The design of the SHIW is such that the samphng procedure occurs in two 

stages, with municipahties selected in the first stage and families in the second. 

Municipahties are divided into 51 strata (i.e., 17 regions*3 classes of population 

size'^). Municipalities in the first class are always included; the selection of those 

in the other two classes is random, with probability that has been proportional 

to demographic size in 1987 and constant since 1989. Families are selected from 

the registry office records. The sample size is roughly 8,000 in aU the survey 

years 1 consider. Few modifications have affected representativeness; in 1987, for 

instance, there was an over-samphng of high-income units.

Since 1989 the SHIW includes a rotating panel component. The proportion 

of panel families has increased over time from 15 per cent (1989) to about 45 per 

cent (1995); some of the famihes are also re-interviewed in all last four surveys. 

Panel families are selected with criteria similar to those described above; however, 

since 1991 participation is on a voluntary basis, i.e. only famihes that express

^Classes of population size are: >40,000, between 20,000 and 40,000, <20,000 inhabitants.

18



their willingness to being re-interviewed are contacted.

The survey is carried out by a private company on behalf of the Bank of 

Italy. Data are collected in personal interviews, usually between March and 

May; data on income, consumption and wealth refer to the previous calendar 

year (in Italy this also coincides with the fiscal year). The gross response rate 

varies substantially over time; it was 60 per cent in 1987, but it dropped to less 

than 40 per cent in both 1989 and 1991; since then, has been slightly above 50 

per cent. Questionnaires are assessed for reliability and consistency by the Bank 

of Italy statisticians.

Each survey contains special sections whose scope is to study in detail specific 

subjects (e.g. intergenerational transfers of wealth, use of health, educational and 

transport services, social mobility, subjective evaluation of working conditions 

and future income). The expenditure for durable and non durable goods are 

available in all years. Estimates of households real estate are also available for 

all surveys and are based on definitions kept largely unchanged over the years. 

The basic definitions of income and its components is similar to that used in 

compiling national accounts; income is recorded net of taxes and social security 

contributions.

The results of the SHIW are illustrated and commented in the official Bank of 

Italys publications; the tapes containing microdata are later released in public- 

use files available free of charge for institutions and researchers in Italy and 

abroad. As a result, the SHIW is extensively used to study various aspects 

concerning the behaviour of Itahan households.

5.2 The M ichigan Panel Study of Incom e Dynam ics

The Panel Study of Income Dynamics (PSID) is a longitudinal study of a 

sample of US individuals (men, women, and children) and the family units in 

which they reside. The study is conducted by the Survey Research Center at the 

Institute for Social Research (University of Michigan).

The PSID started in 1968 with a national sample of 5,000 households. Of 

these, about 3,000 were representative of the US population as a whole (the
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core sample), and about 2,000 were low-income families (the Census Bureau’s 

SEO sample). Since then, individuals from the original households have been 

reinterviewed every year, irrespective of their living in the same dwelling or with 

the same people. Adults have been followed as they have grown older, and chil­

dren have been observed as they advance through childhood and into adulthood, 

forming households of their own (so called split-off households). Information 

about the original 1968 sample individuals and their co-residents is collected 

each year (mainly by phone). In order to keep track of demographic changes in 

the underlying population due to immigration patterns and to increase the rep­

resentativeness of the sample, in 1990 a representative national sample of 2,000 

Latino households was added.

The PSID collects information at both family and individual level; moreover, 

it also includes information about the areas where sample units live (unem­

ployment rates, food needs, etc.). The core of the survey is to collect data of 

economic and demographic content, with attention paid in particular to income 

sources and amounts, employment, family composition changes, and residential 

location; however, in some waves of the study a set of sociological or psycho­

logical questions are also asked. Information gathered in the survey applies to 

the circumstances of the family unit as a whole (e.g., type of housing) or to par­

ticular persons in the family unit (e.g., age, earnings). While some information 

is collected about all individuals in the family unit, the greatest level of detail 

is ascertained for the primary adults heading the family unit. Other important 

topics covered by the PSID include housing and food expenditures, housework 

time, and health status.

The data used in chapter 5 are drawn from the 1967-1991 family and individual- 

merged files of the PSID (waves I through XXV). Questions referring to labour 

income are retrospective; thus, those asked in 1968, say, refer to the 1967 cal­

endar year. The earnings variable is the labour portion of money income from 

all sources; the variable name in the PSID tapes is “head’s money income from 

labour” and includes the labour part of farm income and business income, wages, 

bonuses, overtime, commissions, professional practice, labour part of income

20



from roomers and boarders or business income,^ Education level is computed 

using the PSID variable with the same name.

® As noted by Grottshalk and Moffitt (1993), the measure of labour income available in the 

PSID has sources that may reflect capital income, such as the labour part of farm income and 

roomers and boarders.
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2
Subjective expectations and the excess 
sensitivity puzzle

1 In trod u ction

An important implication of the permanent income hypothesis is that indi­

vidual consumption growth should not respond to expected income growth. The 

certainty-equivalence version of the model also suggests that consumers do not 

react to income risk. But for applied economics the fundamental problem is 

measuring income risk and predicting future income on the basis of variables 

that are in individuals’ information set and can be observed by the econometri­

cian. In this chapter I test the theory of intertemporal consumers choices using 

data on subjective income expectations to predict realized income growth. The 

advantage is that no assumption about the process that generates income is re­

quired. In the Euler equation I also control explicitly for the potential effect of 

income risk, predictable changes in households labor supply, and the nature of 

the aggregate shocks.

The data are drawn from the 1989-1993 rotating panel of the Bank of Italy 

Survey of Household Income and Wealth (SHIW). The panel offers unique mea-
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sures of subjective income and inflation expectations, an annual measure of non­

durable consumption that is not affected by seasonality factors, and a wealth of 

information on financial and real assets. The availability of a good measure of as­

sets is particularly useful for checking for the possibility of asymmetric response 

of consumption to predicted income growth.

To date, the panel component of the SHIW has not been extensively exploited 

for econometric purposes. For the purpose at hand, the main limitation of the 

panel is that it is relatively short. Even though over long periods of time the 

forecast error in consumption growth should be zero on average, in my case it may 

not. In short panels the null hypothesis that the coefficient of predicted income 

growth in the Euler equation is zero is a joint test of the orthogonality condition 

implied by the permanent income hypothesis and of the maintained assumptions 

about the particular stochastic structure of the forecast error. Rejection of the 

null could be attributed either to a failure of the theory or to the inconsistency 

of the estimator in short panels. My test must therefore be designed to tackle 

this important econometric problem.

In Section 2 I review the literature on excess sensitivity tests, motivate the 

methodology and describe how it differs from alternative approaches. The con­

struction of subjective income expectation is presented in Section 3. Here I also 

compare income expectations with income realizations and discuss the validity 

of expectations as an instrument for predicting realizations. Data and specifi­

cation issues are discussed in Section 4. Euler equation estimates, reported in 

Section 5, indicate that consumption growth is positively correlated with the 

expected variance of income growth, but uncorrelated with predicted income 

growth. To check for possible asymmetries in the response of consumption to 

predicted income growth, I also split the sample according to the level of assets 

(as in Zeldes, 1989a) and distinguish between positive and negative expected 

income growth (as in Shea, 1995). In short, I cannot reject the orthogonality 

conditions imphed by intertemporal optimization, but can reject the certainty 

equivalence version of the permanent income hypothesis. Section 6  summarizes 

my main findings and how they can be reconciled with the institutional evidence
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showing the pervasiveness of borrowing constraints in the Italian economy.

2 R ev iew  o f  th e  litera tu re  and m o tiva tion

Several authors have tested the permanent income hypothesis by estimating 

versions of the following Euler equation with panel data:

Alncit+i =  a!^Fit+i-\-p~^{Eitrit+i-8)-\-

uarit(AInCit+i -  +  /?EitAlnyit+i +  ^zt+i

where 2 is a household index, Cjt+i a measure of non-durable consumption, Fit-\-\ 

includes predictable indicators of households’ preferences (such as age), ra+i is 

the real after-tax rate of interest, p~^ the intertemporal elasticity of substitu­

tion, 6 the rate of time preferences. En the expectation operator and sn^i the 

forecast error. Equation (1 ) can be derived exactly assuming that preferences 

are of the isoelastic form and that the distribution of the real interest rate and 

of consumption growth is jointly lognormal. Alternatively, it can be regarded 

as a second-order approximation to the first-order conditions of the consumer 

optimization problem.

Predicted income growth is often added to the Euler equation in order to 

test the orthogonality condition implied by intertemporal optimization, i.e. that 

EitAlnj/it+i should not help in explaining consumption growth (/? =  0). It 

should be noted that the excess sensitivity test I perform has power against 

some, but not aU, alternative consumption models. For instance, while myopic 

behavior will lead to excess sensitivity in every period, in a model with prudence 

and borrowing constraints the orthogonality condition may not be violated most 

of the time (and even perhaps aU the time), as households save in the antici­

pation of future constraints. Empirically, it is very hard to distinguish between 

precautionary saving and models with liquidity constraints.

The empirical literature faces several serious problems in testing the restric­

tion /3 =  0. First, it is difficult to find viable instruments for income growth 

that are truly exogenous and yet have good predictive power. Second, the condi­

24



tional variance of the uncertain components - consumption and the real interest 

rate - is difficult to observe and is therefore generally omitted from the esti­

mation. Third, excess sensitivity may result from a failure to control properly 

for non-separability between consumption and leisure. Finally, excess sensitivity 

may also arise spuriously from the mispecification of the stochastic structure of 

forecast errors. I address these four problems in turn.

2.1 Predicting incom e growth

Testing for excess sensitivity requires reliable instruments to predict income 

growth. However, finding such instruments in panel data has proved to be ex­

tremely difficult, particularly in US studies. The Panel Study of Income Dy­

namics (PSID), which has been extensively used to estimate Euler equations, 

has relatively good data on income but information on consumption is limited 

to food expenditures. The Consumer Expenditure Survey (CEX) does give de­

tailed measures of consumption, but the information on income is scanty and 

suffers from severe measurement error. Three approaches have been proposed to 

enhance the power of the instruments: out-of-sample information, two-sample 

instrumental variables techniques, and subjective income expectations.

Shea (1995) isolates a subset of households in the PSID whose heads can be 

matched to labor union contracts. Information on these contracts is then used to 

construct a measure of expected nominal wage growth. The latter is found to be 

strongly correlated with actual wage growth (a coefficient of 0 .8 6  with a (-statistic 

of 3.8). Inflation expectations, however, are estimated on aggregate data through 

an autoregressive forecasting model. Shea then estimates an equation similar to 

(1 ) omitting the conditional variance term and replacing the income term with 

the expected real wage growth of the household head. He finds that expected 

wage declines affect consumption more strongly than expected wage increases, a 

result that is not consistent with either myopia or with the hypothesis that excess 

sensitivity is due to liquidity constraints.® There are several problems with this

® Garcia, Lusardi and Ng (1997) apply a switching regression model with unknown sample 

separation to data drawn from the CEIX and report a similar finding.
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approach. One is that it assumes that the history of past inflation is known to 

each households in the sample. Another is that Shea ends up with a small sample 

(647 consumption changes drawn from 285 households), often resulting in poor 

standard errors, particularly if the sample is split according to the asset-income 

ratio.^ Finally, since only food consumption is available in the PSID, he requires 

an assumption of separability between food and other non-durable expenditures 

in the household utility function. Yet as Attanasio and Weber (1995) point out, 

this assumption is rejected in the CEX.

A second possibility is to enhance the power of the test by using two-sample 

instrumental variable techniques. Lusardi (1996) uses consumption data from the 

CEX and income data from the PSID, thus overcoming the problem of using just 

food consumption to estimate the Euler equation. The data are matched by a 

two-sample instrumental variable estimator. Nonetheless, the adjusted Fi? of the 

regressions of actual income growth on the instruments (demographic variables, 

education and occupation dummies) is only about 1 percent (see Lusardi, 1996, 

Table 4). Even though Lusardi finds evidence of excess sensitivity to predicted 

income growth, she does not investigate whether excess sensitivity arises from 

non-separabilities, myopia, liquidity constraints or other sources.

Hayashi’s (1985) and Flavin’s (1994) approach is the closest in spirit to the 

one I use in this study. Hayashi uses a unique data set of Japanese households re­

porting subjective expectations for income and consumption on a quarterly basis. 

He derives the theoretical covariance between the forecast errors in consumption 

growth and the subjective income expectations, estimates the parameters of the 

Euler equation by applying a minimum distance estimator and finds some evi­

dence in favour of excess sensitivity. The procedure does not require assumptions 

about the nature of the aggregate shocks, and is therefore consistent even in short 

panels.

The 1967-69 US Survey of Consumer Finances used by Flavin contains a cate-

^The effect of expected real wage growth is never significantly different from zero in the 

regressions in Table 5, p. 195. When Shea splits expected income according to positive and 

negative expected wage growth he finds an implausible coefficient of 2.242 for expected wage 

decreases.
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gorical variable about expectations of family income changes. These, in addition 

to lagged disposable income, are used as an instrument for income growth. Using 

a robust instrumental variable estimator to control for the presence of influential 

outliers. Flavin finds evidence of excess sensitivity for both high and low asset 

households. Evaluating the overall predictive power of Flavin’s instrument is not 

easy, because first-stage results are not fully reported. Data are again problem­

atic in this application. The Survey does not contain a consumption measure, 

which must therefore be inferred from income and assets. The sample size is 

small (774 observations), especially when the sample is split by assets.

2.2 The conditional variance of consum ption growth

The conditional variance term in equation (1 ) is generally omitted from the 

estimation.® This is correct only under the certainty equivalence version of the 

model, which imphes that households do not react to the expected variance of 

consumption growth. However, if the utility function exhibits decreasing risk 

aversion, prudent households react to expected consumption risk by reducing 

consumption in period t relative to period t 4 - 1 , to an extent that depends on 

the degree of prudence.® The reason the variance term is omitted in actual 

estimation is not that applied researchers beheve in quadratic utility.^® Rather, 

it is that it has turned out to be extremely difficult to find suitable proxies for 

the conditional variance.

If the conditional variance term is omitted, one cannot of course test for 

quadratic preferences or estimate the degree of prudence. But the consequences 

of this omission could be far more serious. Ludvigson and Paxson (1997) point 

out that estimating a linearised Euler equation can bias the coefficient of the 

intertemporal rate of substitution. Furthermore, insofar as the conditional vari-

®A notable exception is Dynan (1993).
^Kimball (1990) defines absolute prudence as the ratio between the third derivative and 

the second derivative of the within-period utility function. With isoelastic preferences, relative 

prudence —U"'/cU'' equals 1 plus relative risk aversion.
^°Research on precautionary saving is in fact steadily growing, see Browning and Lusardi 

(1996).
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ance of consumption is correlated with the latter will proxy for

the omitted effect of consumption risk, generating spurious evidence of excess 

sensitivity. Carroll (1992) goes one step further, and points out that even Zeldes’ 

(1989a) sample splitting approach may produce spurious evidence in favour of 

liquidity constraints if one does not control properly for expected consumption 

risk. In fact, Zeldes’ test consists in splitting the sample according to the asset- 

income ratio: if hquidity constraints are at the root of excess sensitivity, one 

should find no violation of the orthogonality conditions in the high-asset, and 

excess sensitivity in the low-asset group. But omitting the conditional variance 

term creates a spurious correlation between consumption growth and income 

that is stronger for low-wealth households. The reason is that rich households 

have greater capacity than poor ones to buffer income fluctuations by drawing 

down their assets, so that a finding of excess sensitivity in the group of poor 

households only - as in Zeldes - could be rationalized once the assumption of 

certainty equivalence is dropped by the theory of intertemporal choices.

There are two ways to solve the problem. One would be to estimate the 

non-hnear Euler equation by the generalized method of moments. The second, 

which is used here, is to introduce explicit proxies for the conditional variance 

of consumption in the linearised Euler equation. This approach is more directly 

comparable with previous studies; it also allows me to use standard statistical 

tools to test if preferences are quadratic or if households react to expected income 

risk.

2.3 Non-separability betw een consum ption and leisure

If leisure is an argument of the utility function, and if consumption and leisure 

are non-separable, today’s consumption decisions wiU be affected by predictable 

changes in households’ labor supply. This implies that consumption growth is 

positively correlated with predictable growth in hours of work. Since predicted 

growth in hours will almost surely correlate with predicted income growth, failure 

to control for labor supply indicators may lead to spurious evidence of excess 

sensitivity (that is, it could bias the estimated ^  coefficient upwards). This
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point has been forcefully made by Attanasio and Weber (1995) and Meghir and 

Weber (1996) with CEX data. But the same authors also indicate a way out 

to this problem. Following their suggestions, I augment equation (1) with labor 

supply indicators.

2.4 The stochastic structure of the forecast errors

The disturbance term in equation (1 ) is a forecast error, the difference 

between realized and expected consumption growth. According to the permanent 

income hypothesis with rational expectations, the conditional expectation of a 

forecast error must be zero, i.e. Eit{£it-\-i) =  0. The empirical analog of this 

expectation is an average taken over long periods of time, not across a large 

number of households. In fact, as pointed out by Chamberlain (1984), there 

is no guarantee that the cross-sectional average of forecast errors will converge 

to zero as the dimension of the cross-section gets large. For instance, if the 

forecast error is the sum of an aggregate and of an idiosyncratic shock, then in a 

short panel the orthogonality condition fails even if the permanent income model 

is true: aggregate shocks induce a cross-sectional correlation between expected 

consumption growth and predicted income growth. The problem is sometimes 

handled by including time dummies in the Euler equation. This approach is 

restrictive, because it rules out that aggregate shocks are not evenly distributed 

in the population.

For this reason, excess sensitivity tests performed on short panels are in fact 

joint tests of the null hypothesis that ^  =  0  and the stochastic structure of the 

forecast error has a known form (so that the distance between the true forecast 

error and its empirical analog can be suitably adjusted). Rejection of the nuU 

need not be interpreted as the failure of the theory, but could also be attributed to 

mispecification of the stochastic structure of the forecast error.D istinguish ing  

between the two alternatives is difficult, unless the true structure of the forecast 

error is known. Yet, as will be seen, subjective expectations provide a guide to

Deaton (1992, p. 147-48) provides an example with non-additive aggregate shocks leeiding 

to spurious evidence in favor of excess sensitivity.
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modelling the stochastic structure of the forecast error, thereby diminishing the 

problems one faces when testing for excess sensitivity with short panels,

3 P red ic tin g  in com e grow th  and co n su m p tio n  risk  
w ith  su b jec tiv e  ex p ec ta tio n s

I estimate the Euler equation using the 1989-1993 panel section of the Bank of 

Italy Survey of Household Income and Wealth (SHIW), Details on sample design, 

response rates and timing of the interviews have been provided in chapter 1. Here 

I describe only the wording of the questions and the subjective expectations 

used to predict income growth and to proxy for consumption risk.^^ Several 

surveys contain subjective income expectations, but vary considerably as to the 

way expectations are ehcited.^^ In the case of the SHIW, in 1989 and 1991 each 

labor income and pension recipient interviewed was asked to attribute probability 

weights, summing to 1 0 0 , to given intervals of inflation and nominal income 

increases one year ahead,

3.1 E xpected  incom e growth

In 1989 and 1991 the following two questions were asked to each labour income 

recipient.

Inflation expectations: “On this table [a table is shown to the respondent] 

we have indicated some classes of inflation. We are interested in knowing your 

opinion about inflation twelve months from now. Suppose that you have 100 

points to be distributed between these intervals. Are there intervals you deflnitely

^^Guiso, JappeUi and Terlizzese (1992) used the same SHIW questions to study the effect of 

earnings risk on 1989 saving and households’ wealth. They also discuss the pros and cons of 

using subjective income expectations,
^^The 1982 Japanese Survey of Family Consumption contains information about consumption 

and income expectations. The Dutch VSB Panel, the 1967 US Survey of Consumer Finances, 

and the US Survey of Economic Expectations (SEE) contain information on income prospects, 

but not on expected or actual consumption. Das and Van Soest (1997) and Dominitz and 

Manski (1998) using the VSB and the SEE, respectively, compjare income expectations with 

realizations.
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exclude? Assign zero points to these intervals. How many points do you assign 

to each of the remaining intervals?” For this and the following question the 

intervals on the table shown to the person interviewed are: less than zero; 0-3; 

3-5; 5-6; 6-7; 7-8; 8-10; 10-13; 13-15; 15-20; 20-25; >25 percent. If the response 

is “less than zero”, the person is asked: “How much less than zero? How many 

points would you assign to this class?”

Income expectations: “We are also interested in knowing your opinion about 

your labour earnings or pensions twelve months from now. Suppose that you 

have 1 0 0  points to be distributed between these intervals [a table is shown again]. 

Are there intervals you definitely exclude? Assign zero points to these intervals. 

How many points do you assign to each of the remaining intervals?” To construct 

subjective expectations and variances of the variable of interest (either the rate 

of growth of nominal earnings or the rate of inflation), I set the upper bound 

of the distribution -the open interval- at 35 percent. Let xa  be the variable of 

interest. The subjective expectation of xa  at time Z —l i s  then given by:

K
E {xit\Q-it-\) =  ^  [Pr(xfc-i <  Xit < Xk)] 2"^ (xfc -1-Xfc+i) 

fc = l

and the subjective variance by:

K  , 2
Var ^  [Pr {xk-\ < xu < z&)] 2  ̂ Xk+i) -  E  {xit\Vtit-i)

fc=l

where x^ and xq are, respectively, the upper and the lower bound of the dis­

tribution. Note that the intervals are not of the same size.̂ ** Since I do not 

attempt to estimate the variance within each interval, the conditional variance 

V ar{xit\Çtit-\) is equal to zero for those reporting point expectations.

Let EitZit^i denote the expected growth rate of nominal earnings or pension 

income, En'Kit-̂ î the expected rate of inflation and gf̂  = Eazu+i — EuTTit+i the 

expected growth rate of real earnings. This is the instrument I use for A lni/i£-|-i, 

the actual growth rate of earnings of the household head. Although each labor

“̂̂ More precisely, Xo =  0  for those assigning zero probability to a negative earnings growth 

event, otherwise it is a value chosen by the respondent;xi =  0.03; X2 =  0.05; X3  =  0.06; X4  =  

0.07; X5 — 0.08; xe =  0.1; X7  — 0.13; xs =  0.15; xg — 0.2; xio =  0.25; x k  =  xh  =  0.35.
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income recipient is asked to answer the survey questions, I rely only on the 

information provided by the head of the household. The reason is that in most 

cases information on income recipients other than the head is lacking. As I 

explain below, subjective expectations are also used to construct a measure of 

income risk, and use of data on income recipients other than the head would 

require making difficult assumptions about risk sharing arrangements within the 

household.

Table 1 compares nominal earnings expectations with realizations by demo­

graphic and household-income groups. In comparing expectations with reahza- 

tions, it must be stressed that respondents report forecasts for the 1 2  months 

following the day of the interview. Interviews were taken between May and July 

of 1990 for the 1989 survey, and between May and October 1992 for the 1991 

survey, whereas income realizations refer to the calendar years 1989, 1991 and 

1993. Thus I use as instrument the one-year forecast of income growth given in 

May-July 1990 for the growth rate of earnings between 1989 and 1991 and the 

one-year forecast of earnings given in May-October 1992 for the growth rate of 

earnings between 1991 and 1993. This imphes that expectations and reahzations 

do not coincide in time, and are not immediately comparable.

In an instrumental variables context, this is not a concern. AU that is needed 

is that the expectation be correlated with actual income growth and uncorrelated 

over time with the innovation term of the Euler equation (1 ). Under the nuU 

hypothesis of the permanent income model, the latter condition is met. My 

approach is valid even if individuals underestimate or overpredict future income: 

all I need is that expected income growth helps predicting actual income growth. 

In the next section I show that income expectations are indeed strongly correlated 

with reahzations. Here I hmit myself to a descriptive analysis.

Only if incomes grew steadily over the two-year span one would expect subjec­

tive predictions to mirror half of the actual income growth rate. The last raw of

^^SHIW interviews usually start in May, with households asked about their income, assets 

gind consumption of the previous calendar year. The reason is that previous experience has 

shown that people report income more accurately when filing the income tax forms, which 

must be returned by May 31.
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Table 1 suggests that while in 1990-91 expectations are quite close to reahzations 

(5.7 against 5,2 percent), in 1992-93 expectations overpredict realizations (3.6 

against 2 percent). Subjective expectations can be criticized because respon­

dents may not fuUy understand the survey questions: households with better 

education might therefore give more accurate income forecasts simply because 

they understand the survey questions better. However, individuals with less ed­

ucation do not appear to answer the survey questions less accurately than those 

with more. For instance, in 1989 individuals with junior high school or less re­

port an average expectation of 5 percent (vis-à-vis a reahzation of 5.5 percent), 

while individuals with coUege degrees overpredict income growth (7.5 percent 

vis-à-vis 5 percent). In 1991 it is the group with higher education that makes 

better forecasts. One explanation of the discrepancy between expectations and 

realizations is the sharp and largely unanticipated 1993 recession. The explana­

tion usually offered for the recession was strong fiscal contraction and pension 

reform enacted by the Government in the Fall of 1992 (after the survey was com­

pleted), raising taxes, cutting pension benefits and increasing contributions. The 

recession had different effects for various population groups, hitting particularly 

the self-employed and the residents of the South. As will be seen, I wiU exploit 

knowledge of the groups that suffered mostly from the recession in modelhng the 

structure of the forecast error.

The pattern of expectations and realizations by population groups are also of 

interest. The young expect earnings to grow faster than the middle-aged and the 

elderly. Also employees predict their earnings growth more accurately than self- 

employed in both surveys. In part this is due to the fact that the self-employed 

have greater income volatihty. Yet, comparison between subjective expectations 

and reahzations for the self-employed is difficult, because this group experienced 

an income decline of 12 percent in 1992-93, due to the 1993 recession and tax 

increases. Finally, expectations by income quartile do not indicate that rich 

households predict earnings better that poor ones.

Table 2 displays inflation expectations. In both surveys, average expected 

inflation is roughly 7 percent, quite close to the forecasts in 1990 (for 1991) and
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1992 (for 1993) of sophisticated econometric models and international institu­

tions. Respondents average expectation for 1990-91 (7.2 percent) comes closer 

to the realized value of 6 .8  percent than OECD’s forecast for June 1990-June 

1991 (5.4 percent). Results are reversed for the June 1992-June 1993 period; 

OECD projections are closer to realizations (4.2 percent and 4.8 percent, respec­

tively) ; while individuals overestimate the actual rate (with average expectations 

of 7.2 p e r c e n t ) . A n  interesting feature is that these average subjective infla­

tion expectations do not in fact mask a great number of implausible extreme 

values. More than 50 percent of the sample bunches the entire probabihty dis­

tribution for inflation between 5 and 7 percent. Finally, there is no clear pattern 

of subjective expectations by region, age, education or income.

3.2 Incom e risk

In the Euler equation it is the term (AInQt+i — that affects

consumption growth. I assume that the only non-insurable risk faced by indi­

viduals is income risk, thus neglecting such other possibilities as rate of return 

and health risks. The subjective variance of the growth rate of real earnings is 

af g = -f- — 2(f)(Tî zTr- I have data on the marginal distributions of z and tt,

but lack information on 0 , the correlation coefficient between nominal earnings 

shocks and inflation shocks. Thus in the empirical analysis I rely mainly on the 

subjective variance of the growth rate of nominal earnings {erf2 ) as my preferred 

proxy for expected consumption risk. One justiflcation for this choice is that 

it avoids arbitrary assumptions about the value of 0 ; furthermore, indexation 

clauses in labor contracts often provide insurance against inflation increases.

Only if utility is exponential and income is a random walk there is a one-to-one 

correspondence between income risk and consumption risk in the Euler equation 

(see chapter 1 ). Otherwise, the relation between the two is non-linear, depending

^®One possibility for the larger gap between expectations and realizations in 1992 is that 

individuals were surprised by the implementation of income policies in July of 1992. These 

income policies are generally thought to have been effective in reducing the actual inflation 

rate. An alternative possibiHty is that consumers form adaptive expectations (in both 1989 

and 1991 the inflation rate was 6.3 percent).
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on the utility function and the income process. For this reason one cannot 

give a structural interpretation of the estimated coefficients, i.e. in terms of 

prudence or underlying preference parameters. I am also aware that my measure 

of income risk is open to criticism. For instance, I rule out the potential effect 

of other non-insurable risks faced by households. And yet if income risk is 

poorly measured, or if income risk is only poorly correlated with consumption 

risk, one should find no statistical relation between consumption growth and the 

subjective variance of income.

4 Sam p le and  sp ec ifica tion  issu e

The panel component of the SHIW includes 1,137 households interviewed 

in 1989 and 1991, 2,420 households interviewed in 1991 and 1993, and 1,050 

households interviewed in 1989, 1991, and 1993. Defining an “observation” as 

two years of data, this corresponds to 5,657 potential observations (2,187 in the 

1989-91 panel, and 3,470 in the 1991-93 panel). I drop cases in which the house­

hold head changed (355 observations); those with inconsistent data on age, sex, 

or education (515 observations); those lacking data on subjective expectations 

(1,123 observations) ; and those lacking data for other variables used in the em­

pirical analysis (130 observations). The final sample therefore includes 3,534 

“observations” (1,102 for 1989-91, and 2,432 for 1991-93). Since in most cases I 

have only one observation per household, I test primarily if the cross-sectional 

variation in consumption growth is explained by the cross-sectional variation in 

predicted income growth. I explain below how I deal with this problem.

As in previous studies, I control for individual preferences with age and change 

in family size.^® Testing for non-separabihties in the utility function is interesting 

in its own right and ensures that excess sensitivity does not arise from prefer­

ence mispecification. Given that in my sample virtually no head is unemployed.

Given the wording of the questions, the probability of low income states, such as unem­

ployment, may not be reported.
also tried changes in other demographic variables, such as the number of adults or the 

number of children. In no case were the main results affected.
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I introduce in the Euler equation the change in the employment status of the 

spouse. As mentioned, omitting labor supply indicators can bias upward the co­

efficient of expected income growth of the household head. The problem is not as 

serious than if I had total household earnings (employment is almost surely pos­

itively correlated with predicted income growth). However, the earnings of the 

head may still be correlated with the working spouse dummy because common 

macroeconomic shocks affect the probability of working and income prospects in 

the same direction. Other labor supply indicators - such as the change in the 

number of income recipients - were either not significantly different from zero or 

did not alter the results.

As mentioned, one should control for the structure of aggregate shocks, par­

ticularly in short panels. Even though forecast errors in consumption are unob­

servable, I do observe the cross-sectional pattern of income innovations. This can 

be used to extract potentially useful information about the structure of forecast 

errors in consumption, which depends on the income innovations.^® For instance, 

in the absence of common shocks, time dummies should not explain the forecast 

error. If instead macroeconomic shocks are important, time dummies will be 

correlated with the innovation in income and in consumption, and therefore can­

not be used as instruments to predict income. Rather, one should allow for time 

effects in the Euler equation.

Preliminary analysis indicates that the income innovation (Alni/^t+i — is 

correlated not only with time dummies, but also with education, and dummies 

for occupation and region. Given the characteristics of the recessional episode of 

1993, I find it plausible to assume that the forecast error contains an aggregate

^^Ektimating the elasticity of intertemporal substitution has proven to be extremely difficult 

with panel data. Even in long panels - such as the PSID - the coefficient of the real interest rate 

is often poorly determined or implausible. Initially, I constructed a measure of the household- 

specific real interest rate, subtracting inflation expectations from the nominal rate on Treasury 

bills. However, the coefficient of the elasticity of intertemporal substitution thus obtained was 

not significantly different from zero and theoretically implausible. In the end, I decided to drop 

the interest rate from the regressions: using two-year consumption changes with one-period 

ahead inflation expectations, it is simply impossible to get the timing of the interest rate right.
^°See chapter 3.
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component which is unevenly distributed across population groups and an id­

iosyncratic component that averages out in the cross-section.^^ Tax increases for 

the self-employed or a stronger effect of the 1993 recession in the South would 

have such an eflFect (see also Miniaci and Weber, 1996). This implies that group 

dummies (such as region and employment status) should not be used as excluded 

instruments to predict actual income growth.

Table 3 reports the first-stage coefficients obtained by regressing actual income 

growth on expected income growth, time dummies, education, regional dummies 

and employment status interacted with year dummies, lagged employment status 

of the spouse, age, family size, and income risk. Overall, the first stage regression 

has good predictive power (the adjusted Fi? statistics is 0.07). The coefficient 

of expected income growth is 0.5 and significantly different from zero at the 1 

percent level.^^ A conventional F-test on the excluded instruments (expected 

income and lagged employment status of the spouse) yields a p-value below 1 

percent, confirming the validity of the instruments.

In the following section I thus present instrumental variable estimates of the 

following Euler equation:

A In Cit+i =  OLiageu^i +  Q2 -f -̂1-

-yAwwif+i 4- /?Alnî/iÉ+i 4- 4-

where F Sa^i denotes family size, ^wwu+i is the change in a dummy for spouse 

working full-time, denotes the expected variance as of time t  of nominal in­

come growth, j  the population groups affected by macroeconomic shocks, and 6 j  

captures the effect of unevenly distributed aggregate shocks ^t+i on the forecast 

error in consumption.^^ In the empirical application I will also present estimates 

replacing predicted income growth F^itAlnpit+i with the subjective expectation

the empirical specification I thus assume that the forecast error in consumption growth 

can be decomposed as Eu+x =  6 jfxt+i +  i/it+i,where uu+x denotes the idiosyncratic component.
^^Our instrument predicts well both income increases and income decreeises. The first stage 

coefficients of expected income growth are, respectively, 0.45 and 0.64 in the samples expecting 

positive and negative income growth.
^^My identifying assumption is therefore plim  N~^ Kt+i =  0, where N  is the number of

N —*oo
households.
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of income growth .

5 E u ler eq u ation  e stim a tes

The results of estimating equation (2) are reported in column 1 of Table 4. 

The coefficients of the demographic variables are well determined and have the 

“right” sign. The positive and significant coefficient of the change in the spouses 

employment status indicates that expecting to work more in the future reduces 

current consumption. This will indeed be the case if leisure and consumption 

are non-separable. The coefficients of the group dummies are not reported for 

brevity.

The proxy for consumption risk is positive and significantly different from 

zero at the 1 percent level, and supports the theory of precautionary saving. 

Since what I measure is not the expected variance of consumption but the ex­

pected variance of income growth, the coefficient has no structural interpretation. 

Nevertheless, its size (5.67) is most suggestive. With isoelastic utihty, prudence 

equals one plus relative risk aversion, and reasonable values for risk aversion vary 

between 1 and 1 0 .

It is important to note that ignoring the group dummies induces a correla­

tion between the cross-sectional variation in consumption growth and the cross- 

sectional variation in income growth leading to spurious evidence in favour of 

excess sensitivity. In fact, if one assumes that the forecast errors can be de­

composed into an aggregate shock and an idiosyncratic shock, as in most of 

the literature (though I know it cannot from the pattern of the innovation in 

income), introducing time dummies in the Euler equation should provide consis­

tent estimates. If education and dummies for region and occupation, in addition 

to expected income, are then used as instruments for income growth, one does 

find excess sensitivity (a coefficient of 0.32 with a (-statistics of 5). However, 

when the time dummies and their interactions with group dummies are added 

to the Euler equation (thus controlfing for the structure of the forecast error) 

such evidence vanishes, as in Table 4. Note also that excluding the dummy for
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working wife and the variance of income growth does not affect the excess sen­

sitivity coefficient. Thus, in my sample there is no excess sensitivity even when 

the Euler equation is mispecified.

How should one interpret the role of group dummies and education in the 

Euler equation? Even though they were introduced as a device to eliminate the 

inconsistency of IV estimates in short panels, at least two other interpretations 

are possible. First, group dummies may account for preference shifts and for this 

reason should not be omitted from the Euler equation, otherwise income growth 

will simply proxy for the omitted variables (absent group dummies, excess sensi­

tivity is just a signal of misspecified preferences). The second possibility is that 

there is a subtler form of excess sensitivity, arising not from the correlation be­

tween consumption and income, but from the correlation between consumption 

and income predictors. To clarify this point, suppose that (low) education, resi­

dence in the South and self-employment are predictors of the probability of being 

liquidity constrained in period t. If so, one may expect them to predict higher 

consumption growth between period t and t +  1. However, in the regressions 

of Table 4 the dummies for South and self-employment are negative, while the 

coefficient of education is positive (with the exception of the dummy for South 

in 1993, the other interaction terms are not statistically significant). While al­

ternative explanations for the effect of group dununies are therefore possible, I 

find it more plausible to attribute their role to the effect of unexpected aggregate 

shocks.

So far, my sample has included farmers and the self-employed (854 observa­

tions) . There are several reasons why it may be desirable to test the robustness of 

the results when these observations are excluded: reported income for the self- 

employed income is severely under-estimated (Brandolini and Cannari, 1994); 

some individuals may have chosen self-employment, a more risky occupation, 

because they are less risk averse than the rest of the population, inducing sam­

ple selection; for farmers it is not easy to measure income or to distinguish it from 

consumption. The first-stage regression excluding farmers and the self-employed 

is reported in column 2 of Table 3. The coefficient of expected income growth
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increases to 0.67, indicating again that this variable is a powerful instrument to 

predict actual income growth. Column 2 of Table 4 rephcates the regressions 

of column 1 using the restricted sample. There is again no evidence of excess 

sensitivity (column 2 ), and the other coefficients are only marginally affected.

An excess sensitivity coefficient of zero may hide possible asymmetric re­

sponses of consumption growth to predicted income growth The well-known ap­

proach of Zeldes (1989a) is to spht the sample according to the asset-income 

ratio. If hquidity constraints are the only source of failure of the model, one 

would find excess sensitivity in the low-asset but not in the high-asset group, in 

that affluent households can always overcome borrowing constraints by drawing 

on assets, while the less wealthy cannot. In Table 4 households are defined as 

“poor” if total net worth (including real estate wealth) does not exceed twice 

annual income. The sample split thus places about 30 per cent of the sample in 

the low-asset group and 70 per cent in the high-asset group. It is apparent that I 

find no evidence of excess sensitivity in either group (two insignificant coefficients 

of 0.23 and -0.03 in the low-asset and high-asset groups, respectively).^'^

Under liquidity constraints the response of consumption to predictable income 

growth should be asymmetric (Altonji and Siow, 1987). If consumers expect their 

income to increase, they would like to borrow but are prevented from doing so: 

consumption growth will then respond to predicted income growth. If instead 

consumers expect income to fall, they will save, not borrow: in this case the 

liquidity constraint is not binding, and one should not find a violation of the 

orthogonality conditions.

My instrument for income growth offers an opportunity to test for the poten­

tial asymmetric response of consumption to expected income growth. For com­

parison with previous estimates, in column 5 of Table 4 I replace (instrumented)

Results are qualitatively unaffected if I split the sample according to the ratio of financial 

assets to income or if I vary (upwards or downwards) the threshold used to split the sample. 

In aU cases the low-asset group tends to be younger, less educated, with fewer self-employed 

and lower income than the high-wealth group. Given that reducing the threshold used to spht 

the sample reduces the group of low-asset households, the estimated coefficients tend to be less 

precisely estimated.
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actual income growth with expected income growth. Given the endogeneity of 

Awwit+i the equation is again estimated by instrumental variables, and the pre­

vious results are confirmed.^® I then capture the potential non-linear effect of 

expected income growth estimating:

A  In Cit+i =  a ia g e u + i  +  «2  A /n F 5 it+ i  4-

'yAwwit+i 4- Pi9it +  P29it +  +  ^it+i

where denotes positive (or zero) expected income growth, and g^^ denotes 

negative expected income growth. In column 6  of Table 4 I do not find evidence 

of asymmetric effects: the coefficients of positive and negative expected income 

growth are 0.07 and -0.06, respectively, and are not significantly different from 

zero or from each other. The asymmetry test was replicated also splitting the 

sample by assets. Under liquidity constraints one should find excess sensitiv­

ity mainly in the group of poor households that expect an increase in income. 

However, even in this case I cannot reject the null hypothesis of no asymmetric 

effects (whether or not the self-employed are included in the sample).

I performed several tests to check the robustness of the results. Here I briefly 

comment on higher moments of the expected income growth variable, sample se­

lection arising from non-responses, the definition of the sample, and alternative 

instruments to predict income g r o w t h . T h e  survey questions allow me to esti­

mate higher moments of the conditional distribution of expected income growth, 

not just the variance, which is only a valid indicator of risk under restrictive as­

sumptions. For instance, households may react more strongly to the risk of low

Since expectations are available only about bands of possible income and inflation values, 

my measure of income risk will entail a certain amount of measurement error. I replicate 

regression 5 in Table (4) by OLS, omitting the change in the employment status of the wife, 

with results basically unaffected. Since in an OLS context measurement error in an independent 

variable tends to bias the coefficients towards zero, I take this as an indication that measurement 

error cannot explain, alone, a significant coefficient of income risk. For the same reason, I ceinnot 

rule out that measurement error in expected income biases the excess sensitivity coefficient 

towgirds zero in columns (1) to (4).
^®Those who expect their income to decline are less wealthy, less educated, and more likely

to be near to the retirement (or alreeidy retired).
^^For brevity these results are not reported.
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income realizations. I thus introduced an index of asymmetry of the distribu­

tion of income growth and dummies for households that expected with relatively 

high probability (more than 20 percent) a large decline in income (more than 5 

percent). These variables were not significantly different from zero.

My estimates may be criticized on the ground that the respondents reporting 

expectations presumably understand the survey questions better than those who 

do not. A formal test of this hypothesis can be made by controlhng explicitly for 

selection bias arising from non-responses. I thus run a probit regression for the 

probability of response, assuming that the probabihty is related to demographic 

and economic variables (income, education, age, occupation, industry, and region 

of residence). The imphed Mills ratio was then added as a regressor to the 

Euler equation. The ratio was not significantly different from zero and results 

were again similar to those reported in the basic specification, suggesting that 

this effect is not important. I also checked the stabihty of the coefficients with 

respect to several sample exclusions: individuals older than 40 or 50, households 

with more than two income recipients, and households whose head is a pension 

income recipient. In no case did the pattern of results change appreciably.

FinaUy, my conclusions are qualitatively unchanged if I use lagged income 

growth, rather than expected income growth, to predict actual income growth. 

For this purpose I must use the sub-sample of households surveyed in 1989, 

1991, and 1993. Here I find again evidence for excess sensitivity if I do not 

control for the stochastic structure of the forecast error (a coefficient of 0.19 

with a ^-statistics of 2 .1 ), but no excess sensitivity when education and group 

dummies (interacted with time) are introduced as additional regressors to the 

Euler equation (a statistically insignificant coefficient of -0.01). The problem 

with using lagged income growth is that if income is measured with error, the 

first lag of income growth is not a vahd instrument, as measurement error violates 

the orthogonality conditions. The advantage of using expected income growth is 

that the instrument is valid whether or not income is measured with errors.

6 C onclu sion s
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After more than a decade of studies testing the theory of households’ intertem­

poral choices on panel data, the evidence is mixed (Browning and Lusardi, 1996). 

In this chapter I have tested for excess sensitivity using a 1989-93 panel of Ital­

ian households that provides measures of income and inflation expectations and 

income risk. The expectations are used as an instrument for predicting income 

growth. Controlling for income risk, predictable changes in employment status 

of household members, and for aggregate shocks that affect differently popula­

tion groups, I find that consumption growth is uncorrelated with the expected 

earnings growth of the household head. I also find that predictable proxies of 

changes in labor supply and expected income risk affects positively consumption 

growth. To the extent that income risk is correlated with expected consumption 

risk, this finding supports the theory of precautionary saving.

My results are robust to a variety of experiments such as asymmetric response 

of consumption to positive or negative expected income growth and sample splits 

by assets. It is worth stressing that my result of no excess sensitivity depends 

on the vahdity of subjective income expectations to predict income growth. The 

correlation between the two is statistically significant, but the instrument may 

not be powerful enough to capture small departures from the permanent income 

hypothesis.

Given the severe imperfections of the Italian credit markets by the standards 

of other industrialized countries and the pervasiveness of various liquidity con­

straints, particularly in the mortgage market (Guiso, JappeUi and Terlizzese, 

1994), the fact that I do not find excess sensitivity may come as a surprise, since 

often excess sensitivity has been linked to liquidity constraints. But it is pre­

cisely for this reason that Italian households are high savers, and even at young 

ages have accumulated considerable assets to buffer income fluctuations. This 

indicates that excess sensitivity tests have Umitied power against models in which 

borrowing constraints play an important role. For instance, prudent consumers 

wiU save in anticipation of future constraints, and may never exhibit excess sen­

sitivity to predicted income growth. Consumers who are saving to purchase a 

house are globally constrained because they must meet a down-payment, but
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the orthogonality condition does not fail, except perhaps at the time of the pur­

chase. Thus my results should not be viewed as a contradiction that borrowing 

constraints play an important role in the Italian economy; rather, as evidence 

confirming how difficult it is to detect liquidity constraints in structural models 

of intertemporal choices by conventional excess sensitivity tests.
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Table 1
Comparing expectations and realizations of nominal income growth^®

1990-91 1990-91 1991-92 1991-92

E x p ecta tio n A verage E x p ec ta tio n A verage

R ea liza tion R ea liza tion

Age group
< 3 5 0 .0758 0 .0588 0 .0521 0.0361

35-55 0 .0640 0 .0475 0 .0399  - 0 .0178

> 5 5 0 .0426 0 .0543 0 .0306 0 .0248

Education
Ju n ior h igh -sch oo l or less 0 .0498 0 .0559 0 .0333 0.0101

H igh -sch oo l 0 .0667 0 .0428 0 .0439 0 .0317
U n iversity  d egree or m ore 0.0754 0 .0493 0 .0446 0 .0716

Occupation
E m ployed 0.0565 0 .0623 0.0371 0 .0446

S elf-em ployed 0.0607 0 .0043 0.0345 -0 .1207

Region of residence
N orth 0 .0576 0 .0435 0 .0342 0.0246
C enter 0 .0541 0 .0869 0 .0306 0.0469
S ou th 0 .0582 0 .0443 0 .0429 -0 .0049

Household income
w e qu artile 0 .0455 0 .1048 0 .0381 0 .0422

Iw e qu artile 0 .0620 0 .0689 0 .0351 0 .0113

I lw e  qu artile 0 .0548 0 .0310 0 .0377 0.0171
IV  q u artile 0 .0637 0 .0129 0 .0360 0.0111

Total sample 0 .0573 0 .0565 0 .0367 0.0201

^®The table compares expectations and realizations of nominal income growth. The realiza­
tion is the average growth rate over the two years. Expectations are given in May-July of 1990 
(colunm 1) and May-October 1992 (column 3) for the subsequent 12 months. Income is defined 
as after-tax earnings and pension benefits of the household head.
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Table 2
Inflation expectations^^

1991-92 1992-93

(1) (2)

Age group
< 3 5 0 .0719 0 .0704

35-55 0 .0722 0 .0747

> 5 5 0 .0715 0 .0698

Education
Junior h igh -sch oo l or less 0 .0732 0 .0717

H igh-sch ool 0 .0693 0 .0742

U n iversity  degree or m ore 0 .0714 0 .0712

Occupation
E m ployed 0 .0720 0 .0720

S elf-em ployed 0 .0700 0 .0734

Region of residence
N orth 0 .0698 0 .0749

C enter 0 .0663 0 .0704

Sou th 0 .0760 0 .0700

Household income
we q u artile 0 .0745 0 .0744

Iw e q u artile 0 .0751 0 .0730

I lw e  q u artile 0 .0679 0 .0705

IV  q u artile 0 .0708 0 .0711

Total sample 0 .0719 0 .0722

OECD Projection (Consumer prices) 0 .0540 0 .0415

Realization (Consumer prices) 0 .0680 0 .0480

Inflation expectations are given in May-July of 1990 (column 1) and May-October 1992 
(column 2) for the subsequent 12 months. OECD inflation projections are 12-month forecasts 
given in June 1990 (column 1) and June 1992 (column 2). Inflation projections eind realizations 
refer to the same time periods. Source for inflation projections: OECD Economic Outlook, June 
1990, vol. 46, p. 125-27; and June 1992, vol. 51, p. 127-29. Source for inflation realizations: 
OECD Economic Outlook, June 1994, vol. 55, p. 68-70.
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Table 3

Predicting actual income growth^®

T ota l sa m p le E xclu d in g  

se lf-em p loyed  

a n d  farm ers

(1) (2)

E x p ected  in com e grow th 0 .5003
(0 . 1099)

0 .6660
(0 .1133)

E d u cation *  1991 - 0 .0 0 4 0
(0 .0029)

- 0 .0 0 2 0
(0 .0027)

E d u cation *  1993 0 .0104
(0 .0021)

0 .0104
(0 .0019)

R esid en t in th e  S ou th*  1991 - 0 .0 8 1 3
(0 .0370)

- 0 .1 0 5 3
(0 .0345)

R esid en t in th e  N orth* 1993 - 0 .1 1 1 0
(0 .0248)

- 0 .0 8 4 2
(0 .0231)

R esid en t in th e  Sou th *  1991 - 0 .0 8 4 0
(0 .0372)

-0 .1 0 4 8
(0 .0340)

R esid en t in th e  N orth* 1993 - 0 .0 4 0 4
(0 .0239)

- 0 .0 3 3 1
(0 .0220)

Self-em ployed* 1991 -0 .1 2 4 2
(0 .0334)

Self-em ployed* 1993 -0 .3 3 7 2
(0 .0248)

Farm er* 1991 0 .0842
(0 .0696)

Farm er* 1993 0 .0291
(0 .0349)

W orking sp o u se 0 .0156
(0 .0171)

0 .0027
(0 .0160)

S am p le  size 3 ,534 2 ,680

A dj. B? 0 .0708 0 .0270

A dj. on exc lu d ed  in stru m en ts 0 .0055 0 .0109

F -te s t 10.78 15.78

(degrees o f  freedom ) (2; 3 ,531) (2; 2 ,677)

^°The dependent variable is the growth rate of real after-tax earnings and pensions of the 
household head. Standard errors are reported in parenthesis. Elach regression eilso includes a 
constant term, a time-dummy, age, change in family size and the variance of income growth. 
Column 2 excludes farmers and the self-employed.

47



Table 4
Euler equation estimates^^

B ase lin e  sp ecifica tion S p littin g  th e  sam p le  by  

th e  w ea lth -in com e ratio

U sin g  exp . incom e  

as a  regressor

T ota l E xclu d in g Low H igh E x p ected A sym m etry

sam p le self-em pl. 

and  farm ers

w ea lth w ea lth incom e

rep laces

ac tu a l

incom e

te s t

(1) (2) (3) (4) (5) (6)

A ge 0 .0009
(0 .0005)

0 .0013
(0 .0006)

0 .0007
(0 .0007)

0.0011
(0 .0007)

0 .0013
(0 .0005)

0 .0009
(0 .0005)

A  ln (fam ily  size) 0 .3405
(0 .0533)

0 .3334
(0 .0583)

0 .3706
(0 .0810 )

0 .3375
(0 .0656)

0 .3442
(0 .0510)

0.3441
(0 .0510)

A  w orking sp ou se 0 .3391
(0 .0693)

0 .4156
(0 .0814)

0 .2977
(0 . 1028)

0 .3314
(0 .0902)

0 .3447
(0 .0667)

0 .3444
(0 .0667)

V ar.of inc. grow th 5 .6719
( 1.9744)

5.9123
( 1.7715)

9 .1301
(20 .4515)

5 .3033
( 1.8285)

5 .6442
( 1.9273)

5.3578
(1.9566)

A ln t / it+ i - 0 .0 8 3 5
(0 . 1928)

-0 .0 5 1 4
(0 . 1469)

0 .2309
(0 .7714)

- 0 .0 3 4 0
(0 . 1532)

E xp .in c . grow th - 0 .0 4 1 8
(0 .0924)

E xp .in c . increase 0 .0522
(0 .2563)

E x p .in c . d eclin e - 0 .0 6 8 7
(0 . 1051)

S am p le  s ize 3 ,534 2 ,680 1,108 2 ,426 3 ,534 3,534

^^The dependent variable is the growth rate of non-durable consumption expenditures. 
Alnyit+i is the after-tax real growth rate of earnings and pensions of the household head. 
Each regression also includes time dummies, interaction of education with year, and intereic- 
tions of year and dummies (dated t) for region, self-employed £ind farmer (omitted in column 
2). In columns 1-4 the instruments used are expected income growth and the lagged employ­
ment status of the spouse. In columns 3 and 4 an observation is included in the low-asset 
group (high-asset group) if, at the beginning of the period, the wealth-income ratio is smaller

(greater) than 2 (wealth is real estate plus financial assets less household debt). Standard errors 
corrected for heteroscedasticity of unknown form are reported in parenthesis.
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3
Superior information, income shocks and the 
permanent income hypothesis

1 In trod u ction

According to the textbook version of the permanent income hypothesis, house­

hold consumption responds on a one-for-one basis to permanent income shocks 

but is nearly insensitive to transitory income shocks. Equivalently, households 

save for a rainy day the transitory component of the income innovation and con­

sume entirely the permanent one. By and large, testing for the separate effect of 

income shocks on consumption or saving has proved difficult; the main problem 

is that while the agent may be subjectively able to discriminate between a transi­

tory and a permanent shock, the econometrician is not. As a result, econometric 

identification of separate income shock components remains infeasible.^^

In this chapter I . show that combining subjective income expectations with 

income realizations can help to identify separately and exactly the transitory and 

the permanent shock to income. This allows not only to examine the cross-section

Attempts in the direction of estimating the separate effect of transitory and permanent 

income shocks on consumption include Hall and Mishkin (1982) on PSID data, and Flavin 

(1981) on aggregate US data.
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distribution of separate income shocks (a possibility that would be unthinkable 

in the presence of data on income realisations alone), but it also provides a neat 

test of the t h e o r y . I n  particular, I test whether households “save for a rainy 

day” using data available for a sample of Itahan households drawn from the 

1989-1991 Bank of Italy Survey of Household Income and Wealth (SHIW).

My estimation strategy has two advantages vis-à-vis previous empirical stud­

ies. First, once income shocks become separately identifiable the consistency of 

empirical estimates does not rely on a long time-series of observations for each 

individual, a problem that plagues most of the empirical studies. Second, the 

direct observabihty of one’s superior information set minimizes the problem of 

low power of the instruments used to test the theory.

To assess the validity of the permanent income hypothesis, I regress savings 

on income shocks. If the theory is true, only transitory shocks should explain 

saving. However, households “save for a rainy day” only if they display quadratic 

preferences; if preferences admit prudence, precautionary saving can represent 

a likely source of failure of the theory. In fact, the estimates of the effect of 

income shocks on saving wiU be inconsistent if the omitted higher moments of 

the distribution of income shocks are correlated with their reahzation. But this 

also suggests that one might test for the deviation from the certainty equivalence 

assumption augmenting the “saving for a rainy day” equation with the subjective 

variance term which can be constructed from the data: if the permanent income 

hypothesis with quadratic preference is true, the subjective variance should not 

explain saving.

The rest of the chapter is organised as follows. Section 2 presents a formal de­

composition of the income shocks into a permanent and a transitory component 

and shows how subjective expectations of income can help to identify separately 

the two components and provide a simple test of the permanent income hypoth­

esis. Section 3 presents the data used in this study, while in section 4 I examine

Campbell (1987) shows that it is still feasible to test whether households save “for a rainy 

day” by replacing the information set available to the agent with the one available to the econo­

metrician. While consistent under some regularity conditions (see the discussion in Deaton, 

1992a, and Flavin, 1993), estimates based on the econometricians information set are inefficient.
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the empirical distribution of shocks in my sample. Section 5 presents the re­

sults of the empirical analysis. When heterogeneity in income growth is ignored, 

the evidence is weakly supportive of the permanent income hypothesis with a 

precautionary motive for saving. In particular, savings do respond to transitory 

income shocks, but also to permanent income shocks and higher moments of 

the distribution of earnings. However, when heterogeneity is accounted for, the 

results are not literally consistent with the permanent income hypothesis. In 

particular, the effect of transitory shocks on saving is much tinier, a finding than 

can be reconciled either with high real interest rates or with the existence of 

binding liquidity constraints affecting a sizeable proportion of the population. 

In section 6  I test for Chamberlain’s critique. Section 7 concludes. See chapter 2 

for more details concerning the wording of the survey question and the procedure

1 adopted to construct the variables used in the empirical analysis.

2 T h e es tim a tio n  stra teg y

In this section I show how to decompose income shocks into a transitory and 

a permanent component, and how to determine their separate effect on saving 

using the “saving for a rainy day” equation (Campbell, 1987). I also discuss 

identification and consider some extensions.

2.1 Incom e shocks decom position

Suppose current income (in l eve l )admi t s  the following canonical decompo­

sition (as in Muth, 1960, and Blundell and Preston, 1997):

Vit — Pit 4- Sit (l)

where pu is the permanent component of income and sa a transitory shock. For 

the sake of simplicity, I assume that the latter is i.i.d. with constant variance 

(7g. The permanent component of income follows a random walk process of the

^The measure of income that would be more appropriate to test the permanent income 

hypothesis is disposable family income net of asset income.
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form:

Pit =  P it-1  +  Cit (2)

where Qt is the permanent shock; this is assumed to be i.i.d. with constant 

variance I also assume that the transitory and the permanent shocks are

orthogonal to each other at all leads and lags. Combining (1 ) and (2), one 

obtains:

^ V i t  — Cit ^ ^ i t  (3)

where A is the first-difference operator.

2.2 The effect of transitory and perm anent incom e shocks on 
savings

In chapter 1 I have shown that when the income process is characterized by 

equations (l)-(2 ), the change in consumption equals the sum of the permanent 

shock and the annuity value of the transitory shock (see equation 14, chapter 1). 

Similar implications can be derived for household savings. As shown by Campbell 

(1987), under stringent assumptions concerning preferences and technology (in 

particular, quadratic preferences, intertemporal separability, infinite horizon, a 

rate of intertemporal discount set equal to the real interest rate, and the absence 

of credit market imperfections), one obtains the following saving “for a rainy 

day” equation:

oo ^
^it =  — ^  {^Vit+T I  ^it) (4)

which implies that savings mirror the present discounted value of expected in­

come declines. Using the income process (l)-(2), equation (4) simphfies to:

Sit — ^^it (5)

^®The assumption of constant variance for both the transitory and the permanent income 

shock can be removed without altering the estimation strategy.
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The implications one derives from equation (5) are well known: permanent 

shocks do not matter (because under the conditions above the optimal rule is to 

consume them all), and only transitory income shocks explain saving. Certainty 

equivalence also implies that higher moments of the distribution of income shocks 

do not affect savings. Provided transitory and permanent income shocks were 

separately identifiable, one could implement the following regression:

Sit =  /̂ o +  (3itransitory shockn +  /32permanent shocka +  error terma  (6)

where the error term reflects reporting error in saving, and test whether — \ 

and /?2 =  0. This is the main imphcation of the permanent income hypothesis 

I will test in the empirical analysis. Tests of the “saving for a rainy day” based 

on microeconomic data have been performed, among others, by Deaton (1992a) 

and Alessie and Lusardi (1997).^®

2.3 Identification

Let us define E{xit\Qit-i) the subjective expectation of xu  given the individ­

ual’s information set at time t — i P  It is worth pointing out that is the

set of information possessed at individual level; the econometrician’s information 

set is generally less rich. Using (3) and the assumption of rational expectations,

the transitory shock at time t can be exactly identified by:

£it =  - E  (Aî/it+i|O ît) (7)

Using (3) and (7), the permanent shock at time t is exactly identified by the 

expression:

Cit =  ^Vit -  E  (Ayit\Clit-i)  -f E  (Ayit+i\Clit) (8)

both cases the authors had available short panels (2 years in Deaton and 3 years in Alessie 

and Lusardi). Thus their estimates are likely to suflfer from the problem of inconsistency firstly 

remarked by Chamberlain (1984), even if aggregate shocks are controlled for through the use 

of time dummies (see chapter 2 for more details on this point).
Throughout, it is assumed that agents form rational expectations.
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e.g., the income innovation at time t adjusted by a factor that takes into account 

the arrival of new information concerning the change in income between t and 

t +  1. Thus, given the income process (l)-(2), the transitory and the permanent 

shock to income can always be identified provided one observes, for at least two 

consecutive time periods, both the conditional expectation and the realization 

of the variable of interest (disposable family income, say). This is of course 

unthinkable in the presence of realization data only.^®

The 1989 and 1991 SHIW data provide a unique opportunity to perform the 

tests of the permanent income hypothesis implied by equation (6 ). However, 

a problem with the SHIW data is that they are not available for consecutive 

years, but only at two-year intervals; moreover, subjective expectations stretch 

over a single calendar year (see section 3 for more details). More precisely, the 

SHIW data provide information on income realizations (yu and yit-2 ), and the 

subjective expectations of income changes {E{Ayit-i\flit-2) and E{Ayit-\-i\Qit)), 

with t = 1991. It can be seen that, given equations (7) and (8 ), the expressions:

£/(Aî/it-f-i|r2jt) =  £{f, and 2) — ^it—2

identify the transitory shock at times t and t — 2, respectively, while the expres­

sion:

( y i t  — y i t - 2 )  — E { A y i t - i \ C t i t - 2 )  +  E { A y i t + i \ C l i t )  =  (Cit +  Cit-i)

^®Note that the identification of the income shocks carries over exactly as in (7) and (8) if 

income in levels includes fixed unobservable heterogeneity, i.e. if: yu  =  Ai +  pu  4- E ü .  This 

is because income shocks are identified from income changes. This also implies that eu =  

—E {Ayit+r\^it) for all r  > 0, as future transitory eind permanent shocks have all conditional 

mean zero. The identification strategy is also robust to an income process of the form: yu  — 

Qit +  fnt + p it  +  £tt, where gu and rrit capture stochastic life-cycle and business-cycle effects, 

respectively (i.e., E (^it+T|flit) =  E (mt+rlfltt) =  0 for all r  > 0). In this case, it is easy to show 

that: Sit =  j^ {9 i t  +  TTit+£it). The subjective e x p e c t a t i o n (Aî/it+i|f2it) would now identify 

the composite error term {gu +  rut +  £«), with the permanent shock still identified by (8). A 

regression of Su on the subjective expectation —E (Aj/it+i would still provide an estimate 

of the marginal propensity to save out of a transitory shock to income, the parameter I am 

interested in. Note also that deterministic life-cycle effects (a polynomial in age, for instance) 

can be easily acconunodated by noting that ageu+r =  ogeu  +  T.
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identifies the sum of the permanent shocks at time t and t — 1. Since under the 

null of the permanent income hypothesis savings depend only upon transitory 

innovations, that is aU I need to implement the estimation of equation (6 ). The 

strategy I use to test for the null hypothesis of no effect of permanent shocks on 

savings is described below.^®

2.4 C onsistency

The consistency of my saving equation estimates relies on a large cross-section 

dimension, rather than on a large time-series dimension, as is usually required. 

This is simply because I do observe the innovation in savings, e.g. I can con­

dition on them. Indeed, under the null hypothesis of the PIH, the residual 

term of equation (6 ) is assumed to reflect only (additive) measurement error in 

saving. Hence, the consistency of my estimates rests only on the weak assump­

tion that the cross-section dimension of the sample is large and that (additive) 

measurement errors in saving are not correlated across individuals in the cross- 

section. These are, of course, weaker conditions than the ones usually required in 

tests of the Euler equation or of the permanent income hypothesis. Indeed, the 

availability of income expectations makes practically irrelevant Chamberlain’s 

critique (1984).^^

2.5 Testing for quadratic preferences

If I relax the assumption of quadratic preferences, there is no longer a closed 

form solution for consumption or savings. Moreover, the error term of the in­

tractable saving equation wiU contain higher moments of the distribution of in­

come shocks that are likely to be correlated with their realizations; if this is the 

case, estimates will prove inconsistent. But this also suggests that one can test 

for the vahdity of the quadratic preferences assumption by augmenting the “sav­

ing for a rainy day” equation by higher moments of the distribution of income;

turns out that if transitory shocks are serially correlated, subjective expectations no 

longer identify income shocks. This is my main identifying assumption.
Chamberlain’s critique states that optimization errors average out over time but not nec­

essarily across households in a cross-section.
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under the null hypothesis of the permanent income hypothesis with quadratic 

preferences, higher moments should not explain saving."^^

2.6 Cham berlain’s critique

It is worth stressing at this point that the tests I perform are neither standard 

excess sensitivity tests (where consumption changes are regressed on expected in­

come changes) nor orthogonality tests (where consumption changes are regressed 

on lagged income). See Browning and Lusardi, 1996, for a comprehensive survey 

of the empirical literature. Nonetheless, my data can be used to test for one of 

the more controversial assumptions made in the empirical literature, namely that 

the cross-section average of consumption innovations approaches zero when the 

cross-section dimension gets large; similarly, one can easily test for the supposed 

lack of correlation - here again, in the cross-section dimension- of consumption 

innovation with lagged instruments.'^^ Under the null of the permanent income 

hypothesis with quadratic preferences, infinite horizon and r = 5, the consump­

tion innovation equals: Yç^Sit+ua (see equation 14, chapter 1). The appropriate 

orthogonality condition for this problem is then: Er 4- Z u -i =  0 ,

where the subscript “r ” attached to the symbol of expectation denotes the time- 

series dimension for each individual in the population and Z  is an instrumental 

variable. In other words, the permanent income hypothesis with rational expec­

tations imphes:

 ̂ =  0 for all 2 =  1,2,..., (9)

Applied researchers who have not available a long time-series of individual 

data make use instead of the orthogonality condition: En Zu- ]

'^^Note that a regression of savings on the transitory shock and the conditional variance of 

income can be seen as a generalization of Caballero’s model (1990) with CARA preferences and 

homoscedasticity. See chapter 1.
“̂^The lack of cross-section correlation between the consumption innovation and lagged in­

struments is invoked in tests of the excess sensitivity of consumption with respect to expected 

income changes. The latter is obtained as the projection of actual income changes on lagged 

instruments.
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0, where the subscript “n” denotes the cross-section dimension. In other words, 

they assume that:

N
p lim N  N^oo 4-r 1=1 1 -f r ^ it + U it I Z i t - 1 =  0 for all f =  1 , 2 , T (10)

I will perform the test implied by equation (10) by fitting it to the timing of 

my data, i.e. I wiU consider the empirical vahdity of the orthogonahty condition:

En q. + i'^it + U i t - i ) ^  Z i t - 2 =  0 ( 11)

which is the cross-section equivalent of the orthogonality condition:

E
1 -f- r Sit +  {Uit +  Uit-l )  ) \^i t-2 =  0 (12)

with Zit- 2  G ^ i t - 2 - The main advantage of this test is that under the null of 

the permanent income hypothesis with quadratic preferences I do observe the 

innovation in the change in consumption (as given by equation 14, chapter 1).^ 

The main drawback of such test is the lack of generahty: rejecting the null for a 

given time period does not imply a rejection for aU time periods.

3 T h e d a ta  and th e  actual im p lem en ta tio n  o f  th e  
te s t

I estimate various versions of the “saving for a rainy day” equation using the 

1989-1991 panel section of the Bank of Italy Survey of Household Income and 

Wealth (SHIW). As shown in chapter 2, one of the main features of this data 

set is that it collected subjective information on future income in both 1989 

and 1991.^ The 1989 and 1991 SHIW have been used by Guiso, Jappelli and

As noted above, the nature of the SHIW data implies that - rather than observing +

Uit (the true consumption innovation implied by the permanent income hypothesis)- I observe 

+  (wit +Uit -i ) .  It follows that Et-i  (4>it) 7̂  0 but Et - 2  (4>tt) =  0. Therefore, I can 

test for the supposed lack of cross-section correlation between 4>it and the instruments dated 

t — 2. See also section 3 for more details about the data.
Subjective expectations are also asked in the 1995 SHIW, but differ quite radically from 

those I use in this pap>er.
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Terlizzese (1992), and Lusardi (1997) to test various hypothesis related to the 

life-cycle permanent income hypothesis.

Several surveys contain subjective income expectations, but vary considerably 

as to the way expectations are elicited. In the case of the SHIW, in 1989 and 

1991 each labour income and pension recipient interviewed was asked to attribute 

probability weights, summing to 1 0 0 , to given intervals of inflation and nominal 

income increases one year ahead (see chapter 2  for more details about the wording 

of the survey question and the construction of the variables of interest).

A problem with these data is that subjective expectations are not reported as 

for 1989 (1991), but in the following year, usually between March and September, 

although income, consumption and wealth data refer to the previous calendar 

year. The reason for that is that previous experience has shown that people 

report income more accurately when filing the income tax forms, which must 

be returned by May 31, I thus need to assume that people do not update their 

information set between the end of 1989 (1991) and the date of the interview,'^^ or 

that their updating does not affect subjective expectations of income. This can 

be a strong assumption if people receive important news about the evolution of 

their future income between the end of 1989 (1991) and the date of the interview; 

on the other hand, it is worth noting that in Italy labour contracts are renewed 

in the Autumn (usually between October and December).

As noted in chapter 2, SHIW respondents report one-year-ahead expectations 

referring to the rate of growth of their nominal earnings net of taxes and con­

tributions and inflation expectations. Let EitZu+i denote the expected growth 

rate of nominal earnings or pension income between t and ^ 4- 1 , EuTrit-̂ -i the 

expected rate of inflation and =  Euzu+i — Ennit-^-i the expected growth 

rate of real earnings (where t = 1989 or 1991). To obtain the one-year-ahead 

expectations of changes in earnings that would identify the transitory earnings 

shocks, I simply solve for the expected change in earnings. Given the assump­

tions on the timing of the expectations, the computation of the latter is simple. 

In fact, E{Ayit+i\^it) = yagft+v

’The same assumption has been made implicitly in all the papers quoted in this section.

58



Although each labour income recipient is asked to answer the survey question, 

I rely only on the information provided by the head of the household or, if the 

latter are lacking, on those provided by the spouse. The reason is that in most 

cases information on income recipients other than the head or spouse is lacking.'^

4 T h e em pirica l d istr ib u tio n  o f  th e  in com e shocks

Tables 1 allows to examine the cross-section distribution of income shocks for 

the sample that includes heads or spouses (1,102 h o u seho lds).F o r the sake of 

comparison, income shocks are divided by current earnings; hence, they can be 

interpreted in relative terms. Since I have only available the sum of permanent 

shocks in 1990 and 1991, the figures in the first column should be read as the 

ratio of average permanent shock between 1990 and 1991 and earnings in 1991. 

The next two columns focus on the relative transitory shocks in 1991 and 1989, 

respectively.

In 1991 average earnings featured a negative innovation of about 1.3 percent 

in real terms; the decomposition into transitory and permanent shocks, however, 

shows that while the permanent component plays a negative role (—4.5 percent 

on average), the transitory shock is positive (-1-3.2 percent on average).

Permanent shocks are negative for all population groups; however, the effect 

is stronger for the self-employed, the middle aged, the more educated, and the 

poor (as measured by family income quartiles). As for the transitory shocks in 

1991, these are higher for those approaching the retirement, with few years of 

schooling, and hving in the north. While still positive on average, the transitory 

earnings shock in 1989 is not as large as in 1991 (1.4 percent vis-à-vis 3.2 percent), 

and it is even negative for few population groups (the very young and the most 

educated).

An average permanent shock of —4.5 percent is not negligible. On the other

other words, I regress saving on the head’s eeirnings shocks, rather than on the shocks 

referring to disposable family income.
^^For 95 percent of our sample, I use information directly pertaining to the head of the 

household.
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hand, there is an increasing body of evidence (Miniaci and Weber, 1996; Bertola 

and Ichino, 1996) showing that in the early 1990s Itahan households perceived 

a negative permanent change in their Ufetime income. This was due to various 

reasons: radical political changes, pay freezing in the public sector that spread to 

the private sector through income pohcy experiments, increasing taxation aimed 

at meeting the Maastricht Treaty criteria, pension and labour market reforms, 

etc.

In particular, in 1991 the wage indexation clause {scala mobile) was abolished 

and the laws regulating the hiring process were dramatically renewed with the 

aim of relaxing labour market regulations. It has been argued that the former 

had the effect of increasing earnings inequahty after decades of compression in 

the earnings differentials (Manacorda, 1997), while the latter had the effect of 

increasing earnings uncertainty because of job instability (Bertola and Ichino, 

1996),

The income policy experiments were introduced as transitory measures aimed 

at freezing pay rise after years of unnecessary adjustments; ex post, some of these 

measures seem to have permanently reduced wages purchasing power (income 

policy agreements are actually still in force in 1999).

In my context, pension reforms can be important to an extent that depends 

on how much the prospective income power of those who are currently working 

is affected. Due to the unprecedented imbalance between contributors and bene­

ficiaries in the Itahan pay-as-you-go social security system, both the Amato and 

the Dini reforms (the two main pieces of legislation implemented in the early 

1990s, named after the prime ministers who signed them) went in the direction 

of cutting future benefits and increasing contributions.

Finally, labour market and pension reforms were accompanied by an increase 

in taxation. The population group that is hkely to have suffered more from the 

introduction of new fiscal measures is the self-employed. While a privileged cat­

egory because of the possibility of evading taxes more easily than the employed, 

the self-employed were hit by the introduction of a minimum tax, which based 

tax payments on the presumption of a minimum annual income. The radical
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changes in political attitudes towards tax non-compliance and the introduction 

of stricter measures for tax enforcement might have contributed to strengthen 

the perception of a decline in the permanent income for this group.

A final remark is that I only observe a snapshot of the distribution of earnings 

shocks in 1989 and 1991; a thorough analysis of how people form and change 

their expectations in the face of idiosyncratic and aggregate events would require 

a longer period of observations, which would ease the task of disentangling life­

cycle from business-cycle related shocks. Unfortunately, subjective expectations 

are rarely asked in survey data, and in the case of the SHIW, they were asked 

in the format used in this study only in 1989 and 1991.

5 E m pirical resu lts

Table 2 presents the results of estimating the “saving for a rainy day” equa­

tion for the sample of heads and spouses (1,102 households). I estimate three 

basic regressions: (i) the one implied by equation (5), with only the transitory 

income shock included as an explanatory variable, and then including: (ii) the 

permanent income shock, and (iii) the conditional variance of income. The lat­

ter can be easily derived from subjective expectations data. Note that the OLS 

regression for specification (i) can be estimated for both 1989 and 1991 as it does 

not involve lagged variables; thus in this case the sample size is twice as large 

as the one for specifications (ii) and (iii). OLS estimates for the three models 

above are presented in columns (l)-(3) of table 2. I trim the sample at the bot­

tom and top percentile of the distribution of saving to avoid my estimates being 

contaminated by influential outliers. Standard errors are robust to the pres­

ence of heteroscedasticity of unknown form. Saving is defined as the difference 

between family disposable income and non-durable consumption; I also experi­

mented defining saving as the difference between family disposable income and 

total consumption and found no appreciable difference in the pattern of results.

The results of estimating equation (6 ) are supportive of the permanent income 

hypothesis with rational expectations. Column (1 ) shows that savings strongly
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react to transitory income shocks (a point estimate of 0.71). The hypothesis that 

the propensity to save out of a transitory earnings shock is one has a p-value 

of 27 percent. The null hypothesis that the coefficient on the transitory shock 

equals (1  +  r)~^ can also be tested by considering a grid of possible values for 

the real interest rate ranging from 0 to 10 p e r c e n t i n  no case did I reject the 

null hypothesis.

In column (2) I add to the main specification in levels the sum of the perma­

nent income shocks in periods t and t — 1. This raises the problem that I cannot 

separately identify the effect of the shocks at two different dates. The problem 

can be handled by noting that under the null hypothesis of the permanent income 

hypothesis with quadratic preferences, both coefficients are zero, and so should 

be the coefficient attached to the sum of the current and past permanent income 

shocks. The results show that the null hypothesis is to be rejected: permanent 

income shocks are significant predictors of household savings. Nonetheless, the 

size of the coefficient is tiny: the null hypothesis that the transitory shock and 

the permanent shock equally affect savings is strongly rejected (a p-value of 0.32 

percent). Taken at face value, these results suggest that households save not 

only the transitory income shocks in their entirety, but also a sizeable portion 

of their permanent shocks. Therefore, the certainty equivalence model seems to 

fail in the sense of predicting saving rates that are too low (in absolute value) 

with respect to the available evidence. In passing, these results are also against 

the full consumption insurance hypothesis, for which idiosyncratic (transitory 

or permanent) shocks should have no effect whatsoever on intertemporal con­

sumption choices. Note that my test of full consumption insurance is in strict 

agreement with the theory, for I observe directly idiosyncratic shocks rather than 

a proxy of them.

Yet, too much savings can be reconciled with the existence of a precautionary 

motive for saving. A piece of evidence strongly in support of the latter is re-

average real interest rates in 1991 were: 0.58 percent (deposits), 5.58 percent (Treasury 

bonds), and 4.32 f>ercent (other assets, including shares). Interest rates in 1989 were very similar 

to those for 1991.
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ported in column (4); here I include the conditional variance of head’s earnings'^® 

alongside the transitory and the permanent income shock. The version of the 

permanent income hypothesis I have tested so far might fail because preferences 

are not quadratic. If individual utihty admits a positive third derivative (e.g., 

if consumers are prudent in the sense clarified by Kimball, 1990), then the es­

timates of the saving for a rainy day equation are inconsistent because of the 

omission of higher moments of the distribution of income shocks that are likely to 

be correlated with the reahzations. The test I conduct is simple. Under the null 

of the permanent income hypothesis with quadratic preferences, higher moments 

of the distribution of earnings should not matter. The hypothesis is rejected: the 

conditional variance of earnings has the expected sign (more uncertainty should 

in fact increase current saving) and it is statistically significant, thus suggesting 

that the assumption of quadratic preferences is inappropriate. This conclusion 

is supported by previous empirical evidence available from Italy (Guiso, Jappelli 

and Terhzzese, 1992; chapter 2 of this dissertation).

To confirm the robustness of my findings, I have re-estimated the “saving for 

a rainy day” equation by accounting for preference heterogeneity. In particular, 

I assume that the bliss point of household utihty is a function of age, age squared 

and family size.^® Results are presented in table 3, columns (1 ) to (3). As is clear, 

the results are not much affected by the introduction of bliss point heterogeneity.

I have also experimented by excluding the elderly (those aged more than 

65, the standard retirement age for males) and the self-employed. The reason 

to exclude the elderly is that the decomposition of income shocks between a 

transitory and a permanent shock is possibly no longer vahd for the retired or 

those approaching the retirement; the reason to exclude the self-employed is

'‘^This is defined as ?;ar(A7/it+i =  var{yitJr\ N o t e  that I cannot distinguish between 

the variance of the transitory shock and the variance of the permanent shock. The variance 

term is obtained from the conditional variance of the rate of growth of future earnings by 

noting that: var[(^^^^)|fiit] =  î/^^^r;ar(Aytt+i|fîtt)- See chapter 2 for more details on the 

construction of the subjective variance.
^°The inclusion of additional variables (education, region dummies, etc.) does not affect the 

results.
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that, as reported by Brandolini and Cannari (1994), they tend to understate or 

misreport their current earnings; moreover, for this group is more difficult to 

separate labour income from asset income. The results obtained from excluding 

these two groups are presented in table 4. It is worth noting that the magnitude 

of the coefficients is not much affected by such exclusions; on the other hand, 

the precision of the estimates suffers from keeping out either population group.

Heterogeneity in savings may also arise from unobservable individual effects 

in the income process. Suppose to rewrite equation (3) as:

= Cit (13)

where (pi is an idiosyncratic deterministic trend in the income p ro cess .G iv en

(13), the “saving for a rainy day” equation rewrites:

Sit =  +  ^it (14)

where and vn is a measurement error in savings.

The presence of unobservable fixed heterogeneity in the saving function might 

invalidate simple least squares estimates, in particular if E{eit(pi) ^  0. How­

ever, first-differences estimates are still consistent because the individual effect 

is washed out when transforming the data.^^

In columns (4) and (5) of table 2 I present the results of estimating equation

(14) by first-differences. Accounting for heterogeneity in the income process leads 

has a dramatic effect. As shown in column (4), the saving equation displays 

point estimates that are much lesser than those in column (1). The effect of 

the transitory shock is now only 0.45 (with a robust standard error of 0.22). 

In colunms (5), I present the results of controlling for both the unobservable

®̂ See Blundell and Preston (1997) for details on the assumptions generating the income 

process (13).
®^Note that, from income process (13), subjective expectations no longer identify exeictly the 

transitory income shock, because: E{Ayit+i\Clit) =  —eu +  0i. However, in order to estimate 

(14) in first-differences, I only need to identify the change in the transitory income shock, which 

is provided by first-differencing the subjective expectations, i.e. (taking into eiccount the timing 

of the SHIW data), from: jE(Az/it+i|fht) — E{Ayi t - i \ f tu- 2 ) =  —{eu — e it-2)-
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heterogeneity and the conditional variance of earnings. Here again, the results 

are against the certainty equivalence model, confirming the practical importance 

of the heterogeneity in the income process and the precautionary motive for 

saving. The specification tested in colunms (4) deliver point estimates that 

are not literally consistent with the permanent income hypothesis. In particular, 

the permanent income hypothesis implied by equation (5) is consistent only with 

interest rates of about 30 percent in real terms. A possible explanation is that 

agents discount the future at rates higher than the ones prevaihng in the credit 

market as a device to reduce the uncertainty related to future resources.

However, a modest effect of transitory shocks on saving may hide binding 

liquidity constraints. Flavin (1993) proposes the consumption function to be 

written as:

Cit = {vit +  T'ait -  Vu) (15)

where (an +  According to Deaton (1992a), the

parameter 7  represents “the extent to which consumption responds to current 

income over and above the amount that is warranted by the permanent income 

hypothesis”. Thus, the finding that 7  > 0 can be interpreted as a symptom 

of liquidity constraints, as liquidity constrained households can increase their 

consumption only when income is directly available. It is easy to show that, 

using (15), the “saving for a rainy day” equation rewrites:

C» 1

Sit =  ~  (1  ~  7 ) q. i^Vit+T I % )  (16)

and then, using again the income process (13), that:

1 — 7  
Sit — "Z I Cit d" Aj 1 + r

Similar results are obtained when preference heterogeneity is accounted for (see columns 

(4) and (5) of table 3), although estimates are slighly less precisely measured.
^^This is the standard definition of “permanent income” (see Deaton, 1992b, and chapter 1). 

This should not be confounded with the permanent component of income defined in equation 

(2)
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where Xi =  —(1  — 7 )r“ 0̂ j. A positive 7  is consistent with the estimates in first- 

differences reported in columns (4). With a real interest rate of 5 percent, say, 

7  is roughly 0.5, implying that liquidity constraints are likely to be playing an 

important role.®® Given the severe imperfections of the Itahan credit markets by 

the standards of other industriahsed countries and the pervasiveness of various 

liquidity constraints, particularly in the mortgage market (Guiso, Jappelli and 

Terlizzese, 1994), this result does not come as a surprise. It is worth pointing 

out that this evidence is not in contrast with that reported in chapter 2 , where 

I could not find excess sensitivity. The reason is that it can be hard to detect 

the presence of hquidity constraints from Euler equation estimates, essentially 

because of the lack of power of the test; in contrast, the test presented in this 

chapter is more robust because it uses information that are very rarely available 

to the econometrician.

5.1 Testing for Cham berlain’s critique

I conclude this section by presenting the results of testing for the lack of cross- 

section correlation between the innovation in consumption growth and lagged 

instruments. The motivation for this test are reported in section 2.6. I focus on 

a constant term, and lagged consumption, disposable family income and head’s 

(or spouse’s) earnings, as these are the instruments usually considered in the 

empirical literature. Note that the test is robust to the presence of measurement 

errors in the subjective expectation variables.

Consumption innovations do not average out in the cross-section; the null hy­

pothesis that the cross-section average of consumption innovations is zero (which 

is a test for the lack of cross-section correlation between consumption innovations 

and a constant term) is strongly rejected (the standard normal test statistics dis­

playing a value of -3.5). Table 5 reports the pairwise coefficients of correlation 

between the consumption growth innovation and the three variables I focus on.

^^The magnitude of this coefficient is very similar to that obtained when testing for excess 

sensitivity on time series data. Recall that under the null of the permanent income hypothesis 

with quadratic preferences, estimates based on time series data are consistent (because of the 

large T  argument) and do not suffer from aggregation bias.
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The null hypothesis is strongly rejected. This confirms the practical importance 

of Chamberlain’s critique (1984) and casts some serious doubts on the consis­

tency of estimates derived in almost the whole empirical hterature (with the 

not surprising exception of Hayashi, 1985, who uses subjective expectations of 

consumption and income to test the permanent income hypothesis),

6 C onclusions

This study has presented simple tests of the permanent income hypothesis 

with quadratic preferences and infinite horizon, I have shown that the availability 

of subjective income expectations allows the exact identification of transitory and 

permanent income shocks if data are available for at least two consecutive time 

periods. Subjective income expectations are then used to test the hypothesis that 

households “save for a rainy day”, namely that saving reacts only to transitory 

shocks.

According to the empirical analysis, this version of the permanent income hy­

pothesis should be rejected, I have shown that when heterogeneity is accounted 

for, savings do react to transitory income shocks, but the magnitude of the effect 

is tiny, a finding that can be reconciled only with very high real interest rates 

or binding liquidity constraints. In addition, I have shown that the assumption 

of quadratic preferences is inappropriate: higher moments of the distribution 

of earnings should not matter whereas they do. This finding is supported by 

previous evidence, is in agreement with the existence of a precautionary mo­

tive for saving, and is consistent with the theoretical lack of plausibility of the 

assumption of increasing risk aversion implied by quadratic preferences.

There are various theoretical reasons why the permanent income with quadratic 

preferences may fail to hold, A good account of the hterature is given in Deaton 

(1992b), Browning and Lusardi (1996) and Attanasio (1999), In addition to 

theoretical explanations, 1 cannot rule out the possibihty that the permanent in­

come hypothesis is true, but my data are inappropriate to test it. For instance, 

measurement error in the independent variables might invalidate my estimates.

67



It is known that measurement errors in the independent variable tend to bias the 

OLS estimate towards zero. This could explain the very low coefficient attached 

to the transitory shock in the saving equation in first-differences, a data trans­

formation strategy that exacerbates the downward bias of OLS estimates. In 

ordinary circumstances, a variable measured with error should be instrumented 

in order to eliminate the bias. But the variable I am deahng with is the transi­

tory income innovations, e.g., a variable that - by definition of innovation process 

- is assumed to be unpredictable on the basis of past information.®®

some extent, subjective expectations could be free from measurement error problems 

if they partly reflect the ignorance that respondents have about their future. On the other 

hand, it has been argued that subjective expectations are more prone than, say, past earnings, 

to measurement error problems. Yet, in the absence of administrative data both are elicited 

measures.
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Table 1

T he distribution  o f  incom e shocks

E a rn in g s  in 1991 E a r n in g s  in 1991 E a r n in g s  in 1

Age in  1991

<  35 - 0 .0 3 0 8 0 .0251 - 0 .0 0 0 9
(0.0154) (0.0046) (0.0044)

35-55 - 0 .0 5 3 7 0 .0 2 7 5 0 .0073
(0.0110) (0.0034) (0.0021)

> 5 5 -0 .0 3 9 2 0 .0 4 0 4 0 .0282
(0.0098) (0.0041) (0.0031)

Education

C om p ulsory - 0 .0 3 7 4 0 .0345 0 .0218
(0.0093) (0.0028) (0.0021)

H igh sch oo l - 0 .0 5 7 6 0 .0 2 8 9 0 .0 0 6 0
(0.0114) (0.0048) (0.0029)

U n iversity -0 .0 4 9 6 0 .0 2 5 7 - 0 .0 0 8 0
(0.0194) (0.0077) (0.0063)

Region

N orth -0 .0 5 1 5 0 .0 3 6 4 0 .0126
(0.0102) (0.0042) (0.0028)

S ou th -0 .0 5 3 8 0 .0261 0 .0166
(0.0115) (0.0027) (0.0025)

Occupation

E m p loyed -0 .0 2 8 8 0 .0 2 9 7 0 .0092
(0.0067) (0.0026) (0.0022)

S elf-em ployed -0 .0 8 6 5 0 .0 3 0 4 0 .0085
(0.0237) (0.0076) (0.0053)

Sector

P riva te - 0 .0 4 8 1 0 .0299 0 .0 0 9 7
(0.0093) (0.0029) (0.0028)

P u b lic -0 .0 4 3 9 0 .0355 0 .0080
(0.0100) (0.0041) (0.0030)

Family income

qu artile -0 .0 7 6 9 0 .0312 0 .0263
(0.0163) (0.0047) (0.0032)

2 ” ^̂ qu artile -0 .0 4 4 3 0 .0313 0 .0155
(0.0131) (0.0035) (0.0040)

3^^ q u artile -0 .0 3 1 1 0 .0 3 1 7 0 .0062
(0.0113) (0.0055) (0.0027)

4^^ qu artile - 0 .0 2 6 6 0 .0335 0 .0070
(0.0131) (0.0047) (0.0034)

Whole sample - 0 .0 4 4 7 0 .0319 0 .0138
(0.0068) (0.0023) (0.0017)
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Table 2
The “saving for a rainy day” equation^^

(1) (2) (3) (4) (5)

T ran sitory  shock* 0 .7105  1 .2782 1 .2823 0 .4 5 3 0  0 .4774
(0.2632) (0.3038) (0.3037) (0.2179) (0.2153)

P erm an en t shock* 0 .1528  0 .1479
(0.0763) (0.0758)

C o n d ition a l variance* 0 .0 0 1 0  0 .0007
(0.0004) (0.0004)

#  o f  ob servation s 2 ,204  1 ,102 1,102 1 ,102 1,102

0 .0085  0 .0414  0 .0 4 7 4  0 .0 0 7 0  0 .0117

^^The sample includes 1,044 heads (94.74 percent of the sample) and 58 (5.26 percent) 
spouses. Standard errors robust to heteroscedasticity of unknown form are reported in paren­
thesis. All regressions, except the ones in columns (4) and (5), include a constant.
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Table 3
The “saving for a rainy day”: accounting for preference heterogeneity^®

(1) (2) (3) (4) (5)

T ransitory  shocks 0 .6673
(0.2624)

1.2531
(0.2998)

1.2566
(0.2995)

0 .3918
(0.2258)

0 .4 1 4 7
(0.2234)

P erm an en t shocks 0 .1643
(0.0750)

0.1591
(0.0745)

C on d ition a l variance^ 0.0011
(0.0004)

0 .0006
(0.0004)

A ge 452.47
(109.27)

520 .27
(146.35)

504 .64
(145.90)

11.22
(23.03)

10.37
(23.07)

Age^ - 4 .1 9
(1.05)

- 4 .7 1
(1.37)

- 4 .5 1
(1.37)

F am ily  size 767.10
(218.46)

1130.50
(262.02)

1159.41
(260.04)

2302 .57
(895.13)

2223 .11
(898.83)

#  o f  ob servation s 2 ,204 1,102 1,102 1,102 1,102

0 .0261 0 .0726 0 .0788 0 .0138 0 .0 1 7 7

^®The sample includes 1,044 heads (94.74 percent of the sample) and 58 (5.26 percent) 
spouses. Standard errors robust to heteroscedasticity of unknown form are reported in paren­
thesis. All regressions, except the ones in columns (4) and (5), include a constant.
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Table 4

The “saving for a rainy day” equation : sensitivity analysis^®

E x c lu d in g  th o se  aged  E x c lu d in g  th e
over 65 self-em p loyed

(1) (2) (3) (1) (2) (3)

T ransitory  shock* 0 .6197  1 .1565 0 .6598  0 .6127  1 .0677  0 .6261
(0.2868) (0.3230) (0.2797) (0.2747) (0.3688) (0.2746)

P erm an en t shock* 0 .1 6 9 4  0 .1945
(0.0832) (0.0724)

C on d ition a l variance* 0 .0011  0 .0007
(0.0005) (0.0004)

#  o f  ob servation s 1,834 899 1 ,834 1 ,800 903 1 ,800

0.0069  0 .0 4 1 7  0 .0136  0 .0058  0 .0272  0 .0087

Standard errors robust to heteroscedasticity of unknown form are reported in brackets. All 
regressions include a consteint.

72



Table 5

Testing for Chamberlain’s critiqne^^

R eal in terest ra te  D isp o sa b le  fam ily  E arn in gs C on su m p tion

incom e

(1) (2) (3)

0.05 -0 .3298  -0 .5 5 1 9  -0 .2276
[0 .0000] [0 .0000] [0 .0000]

®°This table reports the pairwise coefficients of correlation between the consumption inno­
vation and the variables in columns (1), (2) and (3) dated t  — 2. The p-value for the nuU 
hypothesis of no correlation is reported in square brackets under the correlation coefficient. 
The consumption innovation is calculated under the null hypothesis of the permanent income 
hypothesis with quadratic preferences as: +  Wit-i).
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4
Consumption insurance or consumption 
mobility?

1 In trod u ction

A large body of literature in industrialized and developing countries alike 

has proposed tests of full or partial consumption insurance (Cochrane, 1991; 

Townsend, 1994). The main implication of full consumption insurance is that 

the cross-sectional distribution of consumption over any group of households is 

constant over time. Therefore under complete markets, consumption growth is 

uncorrelated with changes in individual endowments. Of course aggregate con­

sumption can increase or decrease, so that consumption growth for any household 

can be positive or negative, but the relative position of each individual in the 

cross-sectional distribution is preserved both in the short and the long run. Con­

sumption insurance thus implies strong predictions about the entire consumption 

distribution, not just its mean or variance.®^

Deaton and Paxson (1994) show that the certainty equivalence version of the permanent 

income hypothesis implies that the cross-sectional dispersion in consumption of any given cohort 

should increase over time. They also note that full consumption insurance implies that the 

cross-sectional variance of consumption of the same cohorts should be constant over time.
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In particular, the theory implies the total absence of consumption mobil­

ity between any two time periods, a much stronger proposition than is usually 

addressed by tests of consumption insurance. It follows that if one observes indi­

viduals moving up and down in the consumption distribution one must conclude 

that some people are not insulated from idiosyncratic shocks, which contradicts 

the assumptions of full consumption insurance. Although this implication of 

consumption insurance was mentioned in a theoretical paper by Banerjee and 

Newman (1991), to our knowledge it has never been explored in empirical anal­

ysis.

To test for the invariance of the consumption distribution one needs panel 

data. I construct a transition matrix for the distribution and apply non-parametric 

statistical tools to test the hypothesis of absence of consumption mobihty be­

tween time periods. The empirical analysis is conducted on a panel of households 

drawn from the Bank of Italy Survey of Household Income and Wealth for the 

years 1987 to 1995.

W ith respect to previous studies that found overwhelming evidence against 

full consumption insurance (Cochrane, 1991; Attanasio and Davis, 1996) my con­

tribution relates to both method and substance. On the methodological side, I 

analyse the transition matrix for household consumption and can therefore char­

acterize the entire distribution of consumption rather than just its mean. Since 

I use a non-parametric index of market completeness, the statistical procedure 

is not sensitive to the particular utihty function used, e.g. relative or absolute 

risk aversion.

On substance, examining the entire consumption distribution avoids arbitrary 

identifying assumptions. In fact, the statistical tests of consumption insurance 

used so far are tightly parametrised. To test the prediction that idiosyncratic 

shocks are uncorrelated with consumption growth, they rely on univariate re­

gressions of consumption growth on aggregate variables and idiosyncratic shocks 

(such as change in household resources, unemployment hours, days of illness, 

etc.). Finding appropriate and exogenous proxies for the shocks is difficult in 

the extreme. My procedure has several advantages: (i) I need not rely on any
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parametrised form for the utility function, (ii) I need not identify any of these 

shocks; (iii) I need not assume that they are uncorrelated with unobservable or 

omitted preference shocks, including household fixed effects. Furthermore, the 

statistical test naturally provides an index of market completeness that measures 

the deviation of the actual consumption distribution from the distribution pre­

dicted by complete markets. This index can be used to compare the evolution 

of market completeness over time and check whether different population groups 

experience different degrees of consumption mobihty.®^ Such information can be 

important for pohcy purposes. Consider for instance the possibility of a switch 

from a less to a more redistributive tax system and recall that tax progressiv- 

ity provides implicit insurance to consumers. The effect of such policy change 

depends upon the amount of risk sharing already available in the economy. If 

private insurance markets are absent or largely incomplete, the pohcy change I 

am examining generates a welfare gain because it provides consumers with addi­

tional insurance; however, if consumers can fully insure the idiosyncratic shocks 

they face through private insurance markets, the pohcy change plays no role. As 

argued by Bogarde and Perri (1999), such a pohcy may even turn into a welfare 

loss if the provision of pubhc insurance through progressive taxes crowds out 

private insurance schemes.

In Section 2 1 review the model of consumption insurance and set out the 

basic intuition underlying my procedure. Section 3 presents the non-parametric 

test of consumption insurance and the mobihty index. In Section 4 1 explore 

the robustness of the test with respect to preference specification of the utihty 

function and measurement error in consumption. The data and the empirical 

results are presented in Sections 5 and 6 , respectively. 1 strongly reject fuh 

consumption insurance, in both the short and the long run and for each sample 

group that 1 analyse. The rejection of consumption insurance is not due to 

preference specification or measurement error. Section 7 concludes.

®^Hayashi, Altonji and Kotlikoff (1996) recommended that “future research should be directed 

to estimating the extent of consumption insurance over and above self-insurance” (p. 290). This 

paper is a step in this direction.
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2 C on su m p tion  insurance

I have already reviewed the model’s main insight in chapter 1; this is repeated 

here for convenience. The argument I develop in this chapter does not rest on 

the specific form of the utihty function; however, as a matter of convenience, 

I proceed on the assumption that households have identical preferences of the 

CRRA type, u{c) =  (1  — If the social planner maximizes a weighted

sum of individual households’ utilities, the Lagrangian of the problem can be 

written (Deaton, 1997):

Li = ^ 2  ^  ̂ 2  4- ^  ^  1̂ 3,1 f^3 ,t — ^ 2
h a t  3 t \  h /

where h, s and t are subscripts for the household h in the state of nature 5 in 

period t, Xh is the social weight for household h, fiĝ t is the Lagrange multipher 

associated with the resource constraint, TVĝt the probability of state s in time 

period t, and Cĝ t aggregate consumption in state s and time t.

The first order condition can be written in logarithms as:

- 7  In Ch,g,t =  In -  hi A/i -  In TTs.t ( 1 )

To obtain the rate of growth of consumption, one subtracts side-by-side from the 

expression at time t +  1 :

Alnc^,t+i =  - 7  ^Aln/it+i +  7 ^AlnTTt+i (2)

where I drop the subscript s because only one state is realized in each period. 

The two terms on the right-hand-side of equation (2) represent aggregate effects. 

The first is the growth rate of the Lagrange multipher, the second is the growth 

rate of the state probabilities. Note that first-differencing has eliminated all 

household fixed effects.

Equation (2) states that the rate of growth of consumption of each house­

hold is the same. This implies that the initial cross-sectional distribution of 

consumption levels is a sufficient statistic to describe all future distributions:
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since all households have the same rate of growth of consumption, their relative 

position is stationary. Note that the stationarity of the cross-sectional distribu­

tion is directly imphed by the assumption that insurance markets fully insulate 

households from idiosyncratic shocks.

The statistical counterpart of consumption insurance is that the transition 

matrix for household consumption is an identity matrix. In the next section 

I show how to construct such a transition matrix and how the matrix can be 

summarized by an appropriately designed mobility index. This index can be 

used to test the null hypothesis of no consumption mobility, which is implied by 

the theory of consumption insurance.

3 C on su m p tion  m ob ility

In order to summarize the transition matrix for consumption through an 

appropriate index of mobihty, I build on an approach proposed by Shorrocks 

(1978). Assume that P  is an unobservable q x q stochastic transition matrix 

of household consumption; q is the number of quantiles that summarize the 

distribution. For notational simplicity let’s consider transition probabihties from 

period t to period ^ 4- 1 ; it is then straightforward to extend the argument to 

transition probabilities in periods t -f 2, t 3, and so on. The generic element 

of the P  matrix is pij, the probability of moving from quantile i in period t to 

quantile j  in period Z +  1 . Define Uij as the number of households that move from 

quantile i in period t to quantile j  in period f -f- 1 and rii = 'rhj as the total 

number of observations in each row i of the P  matrix. The maximum likelihood 

estimator of the first-order Markov transition probabilities is pij = The 

Shorrocks index of mobihty is then defined as:^

g ( p ) ^ g - ir a c e (P )  p .

If the probabihty of being in quantile i in period t is independent from the

its original formulation, the index is divided by {q — 1) rather than by q. We use this 

slight modification to bound the index between 0 and 1.
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probability of being in quantile j  in period t+ l ,  the typical entry of the transition 

matrix is pij = q~^ for all i and j .  It follows that trace{P) =  1 and iS'(P) =  

{q — \)/q . Under consumption insurance the probability of being in quantile i 

in period t equals the probability of being in quantile i in period t -h i and the 

probability of moving to a different quantile is zero. In this case the transition 

matrix is an identity matrix:

Pij —
0  i î i ^ j

1 if i = j

s o  t h a t  trace(P) = q a n d  th e  in d e x  r e a c h e s  i t s  lo w e r  b o u n d , -S'(P) =  0. S in c e  

0 < traceÇP) < q, t h e  m o b i l i t y  in d e x  s a t is f ie s  th e  in e q u a l it ie s  0 < <S'(P) <

1 .G4 S'(P) c a n  b e  in te r p r e te d  a s  t h e  p r o p o r t io n  o f  h o u s e h o ld s  m o v in g  a c r o s s  th e  

c o n s u m p t io n  d is t r ib u t io n  b e tw e e n  t a n d  t -hi.

T h e  c e n tr a l l im it  th e o r e m  im p lie s  t h a t  traceÇP) ~  N  (Y liP u ;  £ i iÜ z £ i i l j s o  

t h a t  ■S'(P), t h e  m a x im u m  h k e h h o o d  e s t im a t o r  o f  S(JP), is  a s y m p t o t ic a l ly  n o r ­

m a lly  d is t r ib u t e d  (S c h lu te r , 1998):

q -Y liP ii  1 s r ^ P i i( f -P i i ) \s  (p )  z  N  y :
q  q ^ i ^ i i j

One can therefore test the null hypothesis of full consumption insurance, 

S'(P) =  0, using the statistic:

0-T.Sii
=  - 7 — -  m  1) (4)

1 Pit(l Pii)
Y ^  m

The test is simple and powerful: the data requirement are minimal, because 

the test requires knowledge only of the consumption distribution, and there 

is no need to identify exogenous idiosyncratic shocks to test fuU consumption 

insurance. An important feature of the test is that it does not rely on any 

specific form for the utility function. As the ordering of household consumption 

is invariant to monotonie transformation of the utihty function, so are quantile 

probabilities.

'̂̂ The upper bound is a case in which all households move to a different quantile so that 

trace(P) — 0 and <Ŝ (P) =  1.
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It is often claimed that some population groups are more insulated than others 

from idiosyncratic shocks, or that households are more protected by idiosyncratic 

shocks in some periods than in others. To evaluate if consumption mobility 

differs statistically over time or between population groups one can construct a 

test of no differential mobility between two groups or time periods, based on the 

statistic:

%  =  ~  -------------N {0 ,1) (5)
V^«.e.(S(Pi) ) 2  +  «.e.(5(Pt))2

where d and k are appropriately defined to allow comparisons over time or be­

tween population groups. Under the null hypothesis of no differential mobility, 

the statistic (5) is also asymptotically distributed as a standard normal.

4 E x ten sio n s

The mobility index is derived assuming that the utility function is the same 

for all households and that there is no measurement error in consumption. In 

practice the index could potentially be upward biased by idiosyncratic preference 

shifts, preference heterogeneity or reporting errors. Supposing that demographic 

variables, household composition and labor supply affect marginal utility and 

not just consumption, the latter might rise or fall as these variables change 

over time. Part of the change in the consumption distribution as measured by 

the mobility index may therefore reflect genuine choices by households rather 

than uninsurable shocks. Likewise, consumption trajectories may differ because 

people have different preference parameters.

Measurement errors too can produce apparent consumption mobility. If 

households report their consumption with errors, one will find units moving 

up and down even with consumption insurance; hence, the index wiU tend to 

report higher mobihty. I address these two problems in turn.

4.1 Preference specification and heterogeneity

Equation (1) suggests that the ratio between the marginal utilities of house­
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holds h and h' is stationary. This does not always imply that the ratio of con- 

snmption levels is stationary, nor that the growth rate of consumption is the 

same for all households. Consider a case where the isoelastic utility function is 

augmented by a multiplicative preference shift 9:

u{c, 9) =  9-— -
1 - 7

It can be immediately shown that the growth rate of consumption for household 

h can be written as:

A In =  - 7 ~^Aln^t+i + 7"^A ln7rt+i + 7 "^Aln^/,,t+i (6)

Equation (6) states that, over and above the effect of aggregate components, 

part of the cross-sectional movement in consumption growth is due to household- 

specific preference shifts (with the arrival of children, changes in household com­

position, age, and so on). If 9 changes over time, the consumption distribution 

wiU no longer be stationary and the mobility index wiU be greater than zero even 

under consumption insurance. In the empirical section I therefore check for the 

robustness of the mobihty index using per capita consumption and consumption 

per adult equivalent \ I also experiment with a measure of consumption adjusted 

by a larger set of preference shifts.®®

A related problem is the possibihty that consumption and leisure may not be 

separable.®® Although the implications of consumption insurance are unaffected 

when consumption and leisure are not separable, the right-hand-side of equa­

tion (2) includes another term, the rate of growth of the Lagrange multipher of 

aggregate leisure. Cochrane (1991) points out that this term wiU vary between 

individuals except under the highly unrealistic assumption that the planner can 

freely transfer leisure across households. If the assumption is discarded, standard

conventional tests of consumption insurance, preference shifts pose a rather different 

problem. If idiosyncratic shocks are correlated with omitted preference shifts, the estimated 

coefficients of the shock variables are biased, the direction of the bias depending on the corre­

lation between preferences and shocks.
do not focus on non-separabilities between different consumption goods because in the 

empirical application I use a measure of total non-durable consumption.
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tests and my own procedure produce spurious evidence against consumption in­

surance. To address this problem, in the empirical section I augment the vector 

of preference shifts with the household head’s leisure.

Note that my test is asymmetrically robust. The absence of consumption mo­

bility (a result that does not reject consumption insurance) must imply that the 

preference shifts for which I do not control are not important determinants of 

the growth of marginal utility. In other words, the lack of consumption mobility 

cannot reflect estimator bias, as in more standard tests of the theory. Moreover, 

my test is robust in circumstances in which standard tests are not. The latter 

rely on regressions of consumption growth on idiosyncratic shocks and reject con­

sumption insurance when the coefficients of the shock variables are signiflcantly 

different from zero. But if the shocks are affected by measurement error, the 

OLS estimates are biased towards zero, providing spurious evidence in favour of 

consumption insurance. In contrast, my index will stiU report mobihty because 

it does not require identifying idiosyncratic shocks in the first place.

An alternative way of introducing heterogeneity is to assume that the (un­

observable) parameters of the utility function, say the degree of relative risk 

aversion, vary across individual:

= —

implying that the growth rate of consumption for household h is:

A\nch,t+i =  -Ifh^ (Aln/zt+i -  AluTTt+i) =  - 7 “  ̂ • Kt+i

Substituting in the expression above the growth rate of consumption in period 

t:

Alnc/i,t+i =  • AinCh,t

Even if individual growth rates may be different, the period t ordering of 

growth rates will be identical in period t + 1. While preference homogeneity 

implies that the initial cross-sectional distribution of consumption levels is a 

sufficient statistic for all future distributions, preference heterogeneity imphes
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that the initial cross-sectional distribution of consumption growth rates is a 

sufficient statistic for all future distribution of growth rates implying that one 

should not observe mobility in the transition matrix for consumption growth 

between period t and Z +  1.

4.2 M easurem ent error

In the absence of preference shifts, consumption insurance delivers the follow­

ing transition rule for true log-consumption:

lnc/i,t+i =  rnt-\-\ +  \nch,t (7)

where mt+i = —7 “  ̂(Ain/Zf+i — AlnTTt+i). Now suppose that consumption is 

measured with a multiplicative error:

~  - | - ( 8) 

]nch^t = (9)

where Inc* is measured consumption and u is a classical measurement error 

satisfying the assumption v i.i.n.d. (0, cr̂ ) (for simplicity, I also assume that 

its distribution is stationary). The transition law for log-consumption can be 

rewritten as:

=  '^ t+ i 4- Vh,t+i -  Vh,u (10)

which implies that individual consumption growth is no longer a constant but 

an MA{1) process with a time-varying drift, mt+i. Measurement error therefore 

biases the mobihty index 5(P ) upwards: rejecting the nuU hypothesis ^ (P ) =  0 

no longer imphes that consumption insurance is violated.

The bias can be handled by noting that measurement error effectively in­

creases the lower bound of the “true” mobihty index <S'(P). To see why, note 

first that regardless of consumption insurance the cross-sectional mean of In c* 

equals that of Inc because measurement errors average out. Note also that the
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difference between var(In c* ) and t;ar(In c) depends on the variance of the mea­

surement error. Since Inc* =  Inc-I- v, it follows that var{]n.c*) = var (Inc) 4 - 

o r( j2 =  1 -  yarl^cl) var{\nc*) = a-var{\nc*).

The parameter a  indicates the fraction of the cross-sectional variance of mea­

sured consumption that is contaminated by measurement error, ranging from 

0  in absence of measurement error to 1 when the variance of measured con­

sumption is entirely explained by measurement error. To get a feeling for how 

measurement error affects the statistical test, I use the variance-covariance ma­

trix of consumption growth to estimate realistic values for a. I then perform a 

Montecarlo simulation under the null hypothesis of consumption insurance and 

measurement error. For each value of a  I show how to generate different lower 

bounds of mobility, and then compare the actual mobility index with the theo­

retical index obtained under the joint hypothesis of consumption insurance and 

measurement error.

5 T h e d a ta

The statistical test requires panel data on consumption. I use the 1987- 

1995 panel of the Italian Survey of Household Income and Wealth (SHIW). As 

explained in chapter 1 , the data set contains measures of consumption, income, 

and demographic characteristics of households. The SHIW provides a measure 

of total non-durable consumption, not just food, thus overcoming one of the 

main limitations of other panels, such as the PSID, that have been used to test 

for consumption insurance. See chapter 1 for more details about the survey and 

definition of the variables.

To minimize measurement error I exclude cases in which the head changes over 

the sample period or gives inconsistent age figures. The total number of transi­

tions is 10,508. After the exclusions, the sample has 9,214 transitions. Table 1 

reports sample statistics of log consumption and other household characteristics. 

All statistics are computed using sample weights. The panel is relatively sta­

ble over the sample period. Consumption grows considerably between 1987 and
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1989 and is stable afterwards. Over time, family size declines while the num­

ber of income recipients increases. Other demographic characteristics remain 

roughly unchanged. The fall in self-employment is paralleled by an increase in 

public employees.

6 E m pirica l resu lts

I first present full-sample results. I then address the issue of preference specifi­

cation and measurement errors in consumption. Finally, I focus on consumption 

mobihty in specific population groups.

6.1 Full sam ple estim ates

There are two methods to construct a transition matrix. One can keep the 

width of the interval in which consumption is discretized constant and let vary the 

number of observations within each interval. The alternative is to keep constant 

the marginal probabilities and let change the interval width, for instance dividing 

the distribution in discrete quantiles. The second method is more standard, and I 

proceed using quartiles throughout. Results with deciles are qualitatively similar 

and are not reported. In what follows, I focus on the distribution of the logarithm 

of non durable consumption, but results are identical for consumption levels or 

for any monotonie transformation of consumption.

Table 2 reports the transition matrix when all transitions are pooled over all 

years. Recall that the SHIW is run every two years, so I observe transitions from 

period t to period t +  2. The elements of the main diagonal report the proportion 

of households that did not change quartile. For instance, the entry in the top 

left of the table indicates that 6 6  percent of the households in the first quartile 

at time t were still in that quartile two years later. Off-diagonal elements signal 

consumption mobility. For instance, the second entry in the first raw indicates 

that 25 percent of households moved from the first quartile in period t — 2 to 

the second quartile in period t. Overall, the table indicates that a substantial 

amount of consumption mobility takes place over the sample period. About
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one third of households in the first quartile moves upwards in the consumption 

distribution, about one third in the fourth quartile moves downwards, and more 

than half in the third and fourth quartiles move either upwards or downwards.®^ 

Further insights about the evolution of the cross-sectional distribution of con­

sumption can be gained by examining the probability that households move to 

another quartile in the sample period. In Figure 1 I denote these values as 

“mobility probabilities”. The probability of moving to a different quartile is rel­

atively high in the second and third quartiles (about 60 percent) and lower in 

the top and bottom quartiles (between 30 and 40 percent). The figure indicates 

not only that there is substantial consumption mobility in all quartiles, but also 

that the mobility is persistent in aU survey years. As we shaU see, the results of 

the descriptive evidence is confirmed by the statistical test.

The mobility index corresponding to the elements of the matrix in Table 2 

is reported in the first row of Table 3. The statistic has a value of 0.47, with a 

standard error of 0.005. The null hypothesis of consumption insurance, -S'(P) =  0, 

is therefore overwhelmingly rejected. This finding confirms previous studies for 

the United States that reject the hypothesis of consumption insurance. The 

other rows of Table 3 report mobility for selected periods of my sample, which is 

characterized by economic expansion in the early years and by the deep 1991-93 

recession. Overall, the results suggest that there has not been a great variability 

in the consumption mobility (the index ranges from 0.44 to 0.51). In the long-run 

mobihty is still as high as 0.40.^®

The descriptive and statistical analysis suggest that between 1987 and 1995 

the Italian economy was characterized by a substantial amount of consumption 

mobihty. On average, half of the population moves up or down in the consump-

®^The symmetry of the transition matrix can be tested using the maximum likelihood 

test suggested by Bishop, Fienberg and Holland (1988). The statistic is of the form 4̂  =  

^ i > j  ''̂ Pij~+Pij ^  Xq(q-i)/2- The p-value of the test is close to 1, and does not reject the 

hypothesis that the transition matrix is symmetric.
Markov process is a stochastic process in which the probability of entering a certain 

state depends only on the previous state and on the matrix governing the process. If these 

assumptions hold for the stochastic transition matrix P, it is possible to determine the limit 

(or long-run) state as the eigenvector of the matrix P  associated to the eigenvalue 1.
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tion distribution every two years, a result that is strongly at variance with fuU 

consumption insurance. The counterpart of this finding is that half of the house­

holds is unable to insure the idiosyncratic shocks by formal or informal market 

arrangements. If consumption is regarded as a proxy for permanent income, the 

results imply that permanent income is not that permanent after aU.

Deaton and Paxson (1993) have pointed out that consumption insurance im­

phes that the cross-sectional variance of log-consumption is constant over time. 

In my sample this hypothesis is not rejected (the p-value associated with this 

hypothesis is 0.73).®  ̂ However, it should be clear that the stationarity of the 

cross-sectional variance does not imply absence of consumption mobihty and 

cannot be used as evidence in favor of consumption insurance. Since the re­

sults indicate that consumption is mobile but the variance is roughly constant, 

it must be the case that the variance of the cross-sectional distribution is not an 

adequate statistic to measure consumption mobihty. This is one case in which 

simple measures of dispersion must be supplemented by careful analysis of the 

entire distribution.

6.2 Preference specification and heterogeneity

As mentioned in Section 4.1 , the marginal utihty of consumption is potentiahy 

affected by demographic or labor supply variables that change over time. I would 

then observe mobihty even in the absence of non-insurable shocks. One of the 

most important demographic variables that can affect preferences is certainly 

the changing composition of the household. For instance, the arrival of children 

changes family needs and therefore consumption aUocation. I thus compute 

mobihty defining transitions in terms of per capita consumption and consumption 

per adult equivalent] the latter is more appropriate in the presence of economies 

of scale.^^ The results in Table 4 indicate that using per capita consumption 

makes no difference with respect to Table 3 and that using consumption per

®̂ More precisely, this is the p-value of a test that s.d.(InCt) =  s.d.(Inct-i).
^°The number of adult equivalent is defined as: l+0.8{Number of  advlts— 1)+0.25(iVumôer 

o f  children). Data for 1987 are not used because information on the number of children is 

missing.
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adult equivalent increases only slightly the mobihty index.

Defining consumption per adult equivalent eliminates just one of the possible 

sources of predictable consumption variabihty. In order to account for a larger 

set of demographic variables that can potentially aflfect marginal utility, rewrite 

equation (6 ) as:

A\nch,t -  'y~^A\n6h,t = mt+i (11)

where as before nit+i = —7 “  ̂(Aln/it+i — AlnTTt+i). Equation (1 1 ) imphes 

that the ratio of marginal utilities for any two households in the cross-section 

is stationary after controlling for preference shifts. My procedure consists in 

two steps. In the first step 1 impute a measure of consumption adjusted for 

demographic effects, Inc^^t =  \n.Ch,t — 7 “  ̂\^6h,u where 7  is the OLS estimate of 

a regression of In Ch,t on \n6h,t’ The 6 variables that 1 use are family size, age, 

age squared, number of children and number of income recipients. 1 then obtain 

a measure of consumption where demographic effects have been filtered out. In 

the second stage 1 construct transitions on the generated variable In Ch,t and test 

the absence of consumption mobihty. The resulting mobihty index is again quite 

close to the index estimated without controhing for demographic effects (0.53 

with a standard error of 0.005).^^

Leisure is another factor that potentiahy affects the marginal utihty of con­

sumption. In Figure 2 1 plot the empirical distribution of annual hours of house­

hold heads.^^ The graph displays the expected concentration of observations at 

0 (unemployment or retirement) and 2080 hours (a standard working week of 40 

hours). The low variability of the distribution reflects a weh-known feature of 

the Itahan labor market where part-time jobs are not widespread. The limited 

flexibility of hours is prima facie evidence that changes in leisure should not be 

a major factor in explaining consumption mobihty.

We experiment also with a wider set of demographic variables (number of children in various 

age bands, education, region of residence, city size). The mobility index is virtually unchanged.
^^The density function is estimated non-parametrically by a standard kernel method. We use 

the optimal bandwith suggested by Silverman (1986). The 1987 distribution is omitted because 

data on labor supply are not available .



A more formal test of the effect that leisure has on consumption mobility 

consists in including leisure in the first-stage regression described above. In this 

case the mobihty index increases to 0,60, regardless of whether log-leisure is 

instrumented with past values or not. If leisure was responsible for some of the 

consumption transitions one should observe a decline, not an increase, in the 

mobihty index .T herefo re , I conclude from this section that mispecification of 

preferences explains httle or nothing of the consumption mobihty that I observe 

in my sample.

As a final check of the potential impact of preference heteroegeneity on mo­

bihty, I construct a transition matrix for consumption growth rates.^"  ̂ The asso­

ciated mobihty index is 0.81 with a standard error of 0.07, confirming that my 

sample displays subtantial consumption mobihty. The finding of higher mobihty 

in growth rates than in levels suggests that also preference heterogeneity is un­

likely to explain the rejection of consumption insurance. Therefore, I conclude 

from this section that mispecification or heterogeneity of preference explains 

httle or nothing of the consumption mobihty that I observe in my sample.

6.3 M easurem ent error

In Section 4.2 I define a  as the proportion of the variance of measured log- 

consumption due to measurement error. Clearly the bias in mobihty increases 

with a. Here I provide evidence on the size of a  and the hkely impact of measure­

ment error on the estimate of mobihty; I also provide bounds of the estimator 

of mobihty in the presence of measurement error in consumption.

Even in the presence of measurement error, complete markets impose strong 

restrictions on the covariance matrix of consumption. In fact, writing equa­

tion (1 0 ) as: AlncJ^ — mt+i 4- omitting the aggregate component,

the foUowing testable restrictions are imphed by the autocovariance matrix of

^^The mobility index can be biased downward if leisure or preference shifts increase consump­

tion needs and if they are negatively correlated with the rank in the consumption distribution, 

i.e.if they affect more strongly households in the bottom pgirt of the consumption distribution.
^^This requires at least three years of observations. The sample size for this experiment is 

therefore reduced to 3,341 transitions.
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=  —

(A in c*):

E  [ ( a I n 4 , , ) '

E  [ (A in 4 , , )  (A ln 4 , ,_ i ) [

B [(A In 4 ,^) (A ln 4 ,,_^)] =  0 f o r a l l j > 2

I am interested in identifying a  =  yar(^'c*)’ To estimate I first define a mean 

zero measure of per capita log consumption adjusted for aggregate shocks;

— f t

where 9 includes only family size and F is the cross-sectional mean of consump­

tion per capita. The covariance matrix of is given in Table 5. At first sight, 

the pattern is not inconsistent with the restrictions implied by consumption in­

surance and measurement error: the first order autocovariances are negative 

and statistically significant, second and higher order autocovariances are small, 

not statistically significant different from zero. Note also that the pattern of 

autocovariances denies the possibility of persistent measurement error.

At face value, the covariance matrix suggests that the variance of measure­

ment error is on the order of 0.06 (average over aU years). Since the overall 

variance of consumption is about 0.29 (average over all years), measurement 

error explains roughly one fifth of the overall variance (a=0.06/0.29~0.2). By 

comparison with the PSID, where researchers have found much larger estimates 

of a  (between 70 and 90 percent), the covariance matrix suggests that the SHIW 

data on total non-durable consumption are of much better quality than the PSID 

data on food consumption.

Even though a=0.2 is not a high number, it must be regarded as an un­

likely upper bound for the fraction of the variance explained by measurement 

error. Recall that this value is obtained on the hypothesis of full consump­

tion insurance. Suppose, however, that consumption insurance does not hold 

and that an idiosyncratic shock rjĥ t affects consumption growth, Alnc]!^^^^ =  

mt+i +  Avfi^t+i +  ^h,t’ Assume that rjh,t is uncorrelated with measurement error
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at all leads and lags. The restrictions on the covariance matrix of the adjusted 

measure of consumption growth can then be rewritten:

E

E

=  — (J.
2

=  0  for all j  > 2

Note that the restrictions now imply that the variance exceeds, in absolute 

value, twice the covariance, E  |^AlncJ^ ,̂  ̂ j  > —2E  [^^AhicJ ,̂  ̂ ^ A  lnc|;^^_^^j

A test that E  ^A In j  =  —2E  j^^Alnc^ ,̂  ̂ ^A lnc^^_^^j against the one­

sided alternative E  ^A In j  > —2E  ^AlncJ^ ,.  ̂ ^AlncJ ,,._i^] rejects the

null (the t-statistic is 2.75 with a p-value of 0.003).^® The rejection is also appar­

ent from the pattern of covariances reported in Table 5, particularly for 1989-91 

and 1991-93. This example indicates that the autocovariance matrix is affected 

by something other than measurement error alone. To estimate the consumption 

variability that cannot be attributed to measurement error, note that:

(A ln c J ,,) ']  + 2 E  [ ( A ln 4 ,,)  ( A ln < ,_ ,) ]  (12)

One possibility is to choose values of <7  ̂ that are consistent with a significance 

level of 5 percent or higher. In my sample the nuU hypothesis that cr̂  =  0.025 

has a p-value of 0.049 and therefore cannot be rejected. This implies cr̂  =  0,035 

(averaged over all years) and a  =  0.12. In more realistic examples, first-order 

autocovariances alone are not sufficient to identify cr̂ , so that a  is likely to be 

lower than 0.12. For instance, if the idiosyncratic shock rj is persistent one cannot 

disentangle the fraction of the variance due to measurement error from that due 

to s h o c k s .F r o m  the foregoing, I conclude that 0 = 0 .1 2  is an upper bound to 

measurement error and that more realistic values of a  range from 0.05 to 0.10.

Equivalently, under the hypothesis maintained, this implies >  0.
^®This test is pooled over all years. For single years, the null hypothesis is rejected for 1991 

and 1993 but not for 1995.
77To take one example, if r]h,t = fph,t — p^h,t-i, the restrictions can be rewritten as:
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The next step is to assess how measurement error affects the mobihty index 

under the null hypothesis of consumption insurance. For this purpose, I design a 

Montecarlo simulation based on 100 replications, using per capita consumption 

throughout. In each year I choose a sample size identical to the number of 

transitions (for instance, it is 3,211 for 1993-95), Measurement errors at times t 

and t — 2 are drawn from a normal distribution with mean zero and variance a  

times the variance of measured consumption at t and t — 2. True consumption 

lnct_ 2  is drawn from a normal distribution with mean equal to the mean of 

measured consumption and variance of (1  — a) times the variance of measured 

consumption at t — 2. Under the null hypothesis of consumption insurance, 

In Ct =  mt +  lnct_2 , where mt is the aggregate consumption growth, estimated 

as the average of individual consumption growth rates between t — 2 and t. Given 

my assessment of the likely magnitude of measurement error, I choose values for 

a = {0.05,0.1,0.12} and simulate the mobihty index <S'(P).

The results of the simulation are reported in Table 6 . The first column repro­

duces the actual mobihty index 5(P ) of consumption per capita, the same as in 

Table 4, column 2. If a=0,05 the simulated index *S(P)=0.26 in 1987-89, against 

5(P)=0.47. The fraction of mobihty that cannot be attributed to measurement 

error is ■ (̂p)~- (̂ )̂=o.29. If 0 = 0 .1 0  this fraction is 0.19; even in the most unfa-
l - S ( P )

vorable case of a=0.12 the fraction of “true” mobihty is 0.15. To summarize, in 

1987-89 the fraction of households that move across the consumption distribu­

tion for reasons other than measurement error ranges from 15 (o =  0.12) to 47 

percent (a =  0 ). Similar results are obtained for transitions in other years.

E —  2o'v +  (1 +(Alnc;,^)^

F  [(Alnc);,^) (Alnc^,^_i)] =  -  pa^

E  [(Alnch.r) (A In Ch,T-j)] =  0 for all j  > 2

and identification would no longer be possible.
^®Focusing on households with low rates of growth of consumption growth (—1 <  A ln c < 1) 

to minimize the impact of measurement errors has virtually no effect on the results (the mobility 

index is 0.48).
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6 .4  Sub-sam ple estim ates

My statistical test allows me to examine which population groups are more 

exposed to idiosyncratic shocks. To evaluate if there are differences in consump­

tion mobihty I use the statistic on difference of means discussed in Section 3. I 

use a measure of consumption per capita throughout.

Table 7 reports consumption mobility for households living in different re­

gions, occupations (pubhc vs. private and self-employed vs. employee), educa­

tion, year of birth and income recipients groups. The index shows that mobihty 

is larger in the North than in the South (0.50 against 0.48), a difference pos­

sibly explained by the greater social insurance role offered by the family and 

the presence of informal market arrangements in the South. Mobihty is also 

higher in the private sector than in the pubhc sector (0.49 against 0.45), a reflec­

tion of the fact that in Italy pubhc sector employees enjoy stable earnings tied 

to strict seniority rules rather than performance and face httle unemployment 

risk. The employee, which face less income risk than the self-employed, also 

exhibit lower consumption mobihty (0.47 against 0.50). The difference between 

households with compulsory education is not statistically significant from that 

of households with college degrees. The comparison by year of birth suggests 

that younger cohorts are progressively more able to smooth away idiosyncratic 

shocks.

Common sense suggests that households with multiple earners can insure 

income shocks better than single earners. I distinguish three groups: households 

with no change in number of earners, and households with negative or positive 

change, respectively. The results indicate that mobility attains its maximum 

among those that experience a decline or an increase in the number of income 

recipients (0.55 and 0.56 respectively).

Overall, I find plausible and signiflcant variation of mobility by occupation 

and demographic groups. Some of the differences between groups can be tied to 

specific hypothesis about the actual working of credit, insurance and informal 

markets. This is certainly the case for the relative low amount of mobihty of 

public sector employees and households that experience no variabihty in the
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number of income recipients. However, contrary to my expectations, overall I 

find a surprisingly small amount of variability between different groups. Table 7 

indicates that even if in most cases the mobihty indexes are statistically different 

from each other, the p-values associated with the difference in means generally 

indicate marginal rejection of the null hypothesis of equahty between groups. 

Furthermore, the differences of the mobility index between groups are generally 

not large in absolute value.

7 C onclu sion s

Consumption insurance imphes that in any time period the initial cross- 

sectional distribution of consumption is a sufficient statistic for ah future dis­

tributions. This imphcation of consumption insurance is as yet unexplored. I 

construct a transition matrix for total non-durable consumption using the 1987- 

95 panel contained in the Bank of Italy Survey of Household Income and Wealth. 

I then summarize the transition matrix of consumption by an appropriate mobil­

ity index. The test of consumption insurance I propose is simple and powerful. 

Most importantly, the non-parametric test proposed does not depend on func­

tional form, identification assumptions about the source of idiosyncratic shocks, 

or their potential correlation with omitted preference shifts.

I find that roughly 50 percent of households move up or down in the consump­

tion distribution between any two periods, in both the short and the long run. 

This constitutes very strong evidence against consumption insurance. There are 

interesting and expected variations in the mobility patterns within different pop­

ulation groups, but overall the inter-group variation in mobihty is not large. The 

mobihty observed is unlikely to be explained by the effect of preference shifts. 

Consumption -per capita and per adult equivalent exhibit mobihty comparable 

to that of total non-durable consumption. When I control for other poten­

tially important observable preference shifts (such as family size, age, education, 

and leisure) mobihty actuahy increases. Finally, I find substantial mobihty in 

consumption growth, not only in consumption levels, implying that preference
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heterogeneity does not explain rejection of consumption insurance.

Part of the consumption mobihty observed in the sample may be due to 

measurement error. I show that in my data measurement error is unhkely to 

explain a large fraction of the total cross-sectional variance of consumption. To 

assess the impact of measurement error on the mobility index I then perform a 

Montecarlo experiment. The simulation shows that my test rejects the hypothesis 

of consumption insurance even in the most unfavourable case, one in which 

measurement error has the highest impact on mobility. I conclude that in Italy 

a great deal of consumption mobility is explained by idiosyncratic shocks that 

households are unable to insure. Even though my test is powerful disproof of 

consumption insurance, it does not constitute evidence either for or against the 

permanent income hypothesis; these “are distinct propositions, and each may 

hold independently of the other” (Cochrane, 1991). In future research I plan to 

use transition matrices to model consumption and income mobility jointly and 

look into their imphcations for smoothing idiosyncratic shocks across different 

states of nature.
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Table 1 

Descriptive statistics^®

1987 1989 1991 1993 1995 All year

Inci 9.90 10.08 1 0 .0 2 1 0 .0 1 1 0 .0 0 1 0 .0 2

var (In q) 0.26 0.26 0.29 0.29 0.27 0.28

South 0.41 0.37 0.34 0.36 0.39 0.37

North 0.43 0.46 0.48 0.47 0.43 0.46

Family size 3.15 3.12 3.04 3.07 3.01 3.07

Self-employed 0 .2 0 0.17 0.17 0.16 0.15 0.16

Public employee 0.17 0.18 0.27 0.23 0.25 0.23

Years of schoohng 7.38 7.97 8.19 8.03 8 .1 0 8.03

Born < 1927 0.33 0.29 0.26 0.24 0.24 0.26

Born 1928-1937 0 .2 0 0 .2 1 0 .2 0 0.18 0.19 0.19

Born 1938-1947 0.26 0.25 0.24 0.23 0 .2 2 0.55

Income recipients 1.63 1.72 1.72 1.74 1.78 1.73

#  of obs. 1,097 2,717 4,036 4,006 3,211 15,067

Cross-sectional means and variances are computed using sample weights.
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Table 2

The transition matrix o f consumption®^

Quartile at time t

Quartile at time t — 2 2 at 2nd 3 rd ^th

ist 0.66 0.25 0.07 0.02
2nd 0.24 0.41 0.26 0.09
^rd 0.09 0.26 0.41 0.24
^th 0.02 0.10 0.25 0.63

Table 3 

Mobility index®^

Panel Number of transitions 5 ( P ) 5.e. ( 5  (P

All years 9,204 0.4729 0.0051

1987-1989 1,097 0.5066 0.0146

1989-1991 1,914 0.4621 0.0110

1991-1993 2,982 0.5060 0.0090

1993-1995 3,211 0.4367 0.0085

®°The table reports consumption transitions from period t to period t +  2, Transitions are 
pooled over all sample years.

®^The table reports the mobility index computed using the transition matrix pooled over all 
sample periods and for separate sample periods.
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Table 4

Com puting m obility with different consum ption measures®^

Number 
of transitions

(1 )

Consumption 
per capita

(2)

Consumption 
per adult 
equivalent

(3)

Consumption 
filtered with 
demographic 

variables

(4)

All years 

1987-89 

1989-91 

1991-93 

1993-95

8,107

1,097

1,914

2,982

3,211

0.4713
(0 .0050)

0.4702
(0 .0146)

0.4705
(0 .0110)

0.5029
(0 .0089)

0.4432
(0 .0085)

0.5005
(0 .0054)

n.a.

0.5117
(0.0110)

0.5273
(0 .0089)

0.4689
(0 .0086)

0.5306
(0.0054)

n.a.

0.5439
(0.0110)

0.5594
(0.0089)

0.4962
(0.0085)

®̂ In column (1) the number of treinsitions for the row “All years” is 9,204. In 1987-89 the 
index cannot be computed because information on the number of children is missing in 1987. 
Standard errors are reported in parenthesis.
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Table 5

T h e  autocovariance m a trix  o f consum ption  growth®^

19951989 1991 1993

1989 0.1405
(0 .0071)

1991 -0.0443
(0 .0081)

0.1398
(0 .0056)

1993 -0.0061
(0 .0143)

-0.0643
(0 .0070)

0.1748
(0 .0064)

1995 0 .0 1 2 1
(0 .0162)

0.0049
(0 .0055)

-0.0637
(0.0050) (0.0047)

Table 6

84C orrecting  for m easurem ent e rro rs

Actual results Montecarlo results

Year a  =  0.05 a = 0 .1 a =  0 .1 2

5(P) S { P ) 5(P) 5(P)

1987-89 0.4702 0.0146 0.2572 0.3495 0.3749

1989-91 0.4705 0 .0 1 1 0 0.2650 0.3609 0.3882

1991-93 0.5029 0.0089 0.2616 0.3550 0.3825

1993-95 0.4432 0.0085 0.2564 0.3482 0.3772

Standard errors are reported in parenthesis.
®^The Montecarlo simulation is described in Section 5.
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Table 7

Com puting mobility by demographic groups®^

G roup

1
2
3

N orth

S ou th

C enter

G roup m o b ility  DifF. o f  m eans

5 ( P )  s .e . ( 5 ( P ) )  Gr.2  G r.3  G rA

0 .5066  0 .0 0 7 9  2.51 0 .92

0 .4782

0 .4937

0 .0 0 8 0

0 .0115

1.10

P u b lic

P r iv a te

0 .4470

0 .4865

0 .0113

0 .0076

2 .90

Self-em ployed

E m p loyee

0 .5016

0.4681

0 .0183

0 .0056

1.75

C om pu lsory  ed. 

H igh  sch oo l 

C ollege

0.4881

0 .4524

0 .4750

0 .0 0 6 2

0.0111
0 .0188

2.81 0 .66  

1.78

B orn  <  1927  

B orn  1928-37  

B orn  1938-47  

B orn  > 1 9 4 7

0.5002

0 .4881

0 .4690

0 .4589

0.0102
0.0110
0 .0 1 0 4

0 .0092

0.81  2 .14  3.01

1.26 2 .03

0 .73

1 N o  ch an ge in  earners 0 .4639  0 .0055  4 .62  4 .80

2 P os. ch an ge in earners 0 .5615  0 .0 2 0 4  0.51

3 N eg . ch an ge in earners 0 .5480  0 .0166

®^The entries in the columns labelled Gr.2, Gr.3, and GrA  report the Z-statistic associated 
with the test that mobility for the group in that row equals mobility for groups 2, 3, and 4, 
respectively.
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5
Income risk dynamics and heterogeneity

1 In trod u ction

At present, there is little or no evidence for the existence of formal or in­

formal mechanisms allowing full insurance of idiosyncratic shocks (Cochrane, 

1991; Attanasio and Davis, 1996).®® As emphasized in recent theoretical work, 

the absence of insurance markets for idiosyncratic shocks introduces additional 

difficulties when calibrating models of both general and partial equilibrium, in 

particular that of measuring microeconomic uncertainty. This has been recently 

argued by Browning, Hansen and Heckman (1998). In their own words, cali­

brating model economies under imperfect insurance “requires a measure of the 

magnitude of microeconomic uncertainty, and how that uncertainty evolves over 

the business cycle [...]. This introduces the possibility of additional sources of 

heterogeneity because different economic agents may confront fundamentally dif­

ferent risks. To calibrate the macroeconomic model it becomes crucial to measure 

the distribution of individual shocks” .

These remarks have implications for many areas of research. Measuring uncer-

®®See chapter 4 for the implicationd of full consumption insurance.
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tainty is crucial when trying to determine whether and to what extent households 

save for precautionary motives (Deaton, 1992b), Variations in individual uncer­

tainty are also shown to affect the width of the inaction band in Ss models of 

durable demand and investment (Eberly, 1994), Measurement of individual risk 

is important in models of general equilibrium that depart from the fuU insurance 

assumption and assume hmited commitment or private information (Alvarez 

and Jermann, 1998; Cole and Kocherlakota, 1997), Under background uncer­

tainty (Kimball, 1990), the possibihty of confronting a substantial amount of 

uninsurable risk may lead prudent individuals to demand a higher risk premium 

on risky assets, thus providing an explanation for the equity premium puzzle. 

Background uncertainty can also generate more subtle business-cycle propaga­

tion effects, as recently argued by Costain (1998), W ith imperfect insurance and 

counter-cyclical cross-sectional variation (i,e,, microeconomic uncertainty raising 

during economic slumps), a fall in output increases individual risk; this leads to 

a portfolio re-allocation towards riskless assets and away from risky investments; 

if the latter proxies for the firms’ productive capacity, a further decline in output 

may occur. Thus, in general one would expect fluctuations in individual uncer­

tainty to generate important fluctuations in aggregate saving, investment and 

growth. Undertaking the task of modelling individual risk in a world of incom­

plete markets thus seems critical. This is the task that motivates this study and 

that I address empirically,

I consider the possibility that the income process is actually more comph- 

cated than the one considered so far in the hterature, with both heterogeneity 

and higher moment dynamics shaping the evolution of the distribution of income 

over time as well as across individuals. As done elsewhere in the hterature, I 

posit a model where earnings shift over time because of transitory and perma­

nent unanticipated fluctuations. Part of the transitory fluctuation is in reality 

measurement error, but part of it is genuine innovation. Transitory shocks to 

individual productivity include overtime labour supply, piece-rate compensation, 

bonuses and 'premia^ etc,; in general, such shocks are mean reverting, e.g. their 

effect does not last long. On the other hand, some of the innovations to earn­
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ings are highly persistent or non-mean reverting, e.g. their effect cumulâtes 

over time. Example of permanent innovations are associated to job mobility, 

long-term unemployment or promotions.

I consider two different models of earnings determination. In the first model 

I adopt the canonical decomposition of unobservable components of earnings be­

tween a permanent time-invariant effect and a transitory effect endowed with 

some persistence. The second model is more comphcated, and specifies earnings 

as the sum of a martingale component and a persistent transitory disturbance. 

This implies that shocks of different nature are not separately identifiable (un­

less one combines subjective expectations with actual realizations, as shown in 

chapter 3). One of the interesting features of this study is that I do not assume 

a priori the validity of a model of earnings determination, but explicitly test 

for the presence of a permanent component in income using a simple statistic. 

This is accomplished by using the theoretical restrictions on the autocovariance 

matrix of the residuals of the earnings function in first differences. Moreover, I 

consider the possibility that individuals with different education levels face differ­

ent income processes, both at the mean and the variance level; while imperfect, 

this is the strategy I choose to control for the possibihty of changing returns 

from observable skills remarked in the literature on earnings inequahty.

To face the challenge of modelhng income risk dynamics, I focus on models 

for the conditional variance of income shocks, that is, the appropriate measure of 

risk emphasized by the theory. In particular, I propose an econometric strategy 

that identifies the parameters of the truly stochastic second moments of income. 

Allowing for stochastic risk, as I do, is far from being a mere statistical exer­

cise. As showed by Caballero (1990), once higher moments uncertainty is taken 

into account, reasonable parametric assumptions provide an explanation for the 

empirical puzzles emerging in tests of the permanent income hypothesis, such 

as the excess smoothness and the excess sensitivity puzzle (see Attanasio, 1999, 

for a recent survey). In a different context, Hassler (1996) has showed that the 

introduction of stochastic risk in a partial equilibrium-5s model of durable de­

mand (or investment) can explain excess delay in the adjustment to the optimal
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stock.

Identifying the conditional variances of unobservable error components (which 

occurs in the second model I examine) is not a trivial task, and considerable effort 

must be paid to discuss such issue. To pre-empt, I have to combine information 

on the variance and on the autocovariances at various length of the earnings 

residuals in first difference to achieve identification. This is because the variance 

of earnings growth is a mixture of the variance of shocks of different nature 

occurring at different dates, so that the variance of the permanent shock can be 

identified by filtering out the variances of the transitory shock from the overall 

variance of earnings growth. Similarly, since growth rates of earnings covary over 

time only because of a common transitory component, the variance of the latter 

is identified by using information on the autocovariances alone.

Drawing partly from the empirical literature that models the uncertainty re­

lated to changes in security prices (Engle, 1989), I then assume that the variance 

of income innovations follows an autoregressive process with both observable and 

unobservable heterogeneity (i.e., income innovations are ARCH  processes). In­

dividual heterogeneity has the role of generating cross-sectional, long-term dif­

ferences in risk across individuals, while aggregate effects capture fluctuations in 

risk over the business cycle. Finally, persistence in variance provides a simple 

markovian rule relating income variabihty at two different calendar years.

The rest of the chapter is organized as follows. In section 2, I discuss and mo­

tivate my approach for modelling the evolution of the income distribution. I then 

show how the various components are identified under the two different models. 

In section 3 I illustrate the data used in the empirical application; as in many 

other studies, I conduct my analysis on the Panel Study of Income Dynamics 

(heretofore, PSID). The long period of observation plays a double role. On one 

hand, it gives us the opportunity to distinguish between a fixed effect model of 

earnings, where income depends on a set of fixed but unobservable attributes, and 

a model with permanent shocks and continuously evolving unobserved produc­

tivity effects; on the other hand, it provides the time series variabihty required 

for earnings shocks to converge to their steady state configuration. In section 4 I
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present and discuss my empirical findings for the two proposed models, while in 

section 5 I analyse the implications of the empirical results, focusing in particular 

on the implications for precautionary savings. Section 6  concludes.

2 M od ellin g  th e  d istr ib u tio n  o f  earn ings

2.1 A brief survey of the literature

Models for the evolution of the earnings distribution in the US have been 

proposed by several authors. Here I will focus on the contributions by Lillard 

and Willis (1978), MaCurdy (1982), Abowd and Card (1989), Gottschalk and 

Mofhtt (1996) and Baker (1997). This is for two main reasons: first, all the 

papers above contain (explicitly or implicitly) a separation between shocks that 

are mean reverting and shocks that are not; second, all of them focus on PSID 

data.

Lillard and Wilhs study earnings mobility in a sample of 1,144 males drawn 

from the 1967-1973 PSID. Individual heterogeneity is randomly distributed in 

the population and transitory effects are assumed to follow a stochastic AR(1 ) 

process (the “auto-correlated individual component model”). When a limited 

set of control variables is used, they find that 73 per cent of total variance is 

due to permanent earnings difiFerences, 2 2  per cent to purely stochastic variation 

and 5 per cent to serial correlation. Assuming that permanent and transitory 

components are jointly normally distributed, they find a great deal of earnings 

mobihty and conclude that poverty is not a permanent status (55 per cent of 

whites and 35 per cent of blacks leave poverty status between any two adjacent 

years).

MaCurdy's influential paper applies standard time series techniques to model 

the serial correlation matrix of earnings residuals using a sample of 531 white 

males from the 1967-1976 PSID. To avoid his estimates being contaminated by 

influential outhers, he uses stringent sample selection criteria. He admits the 

presence of individual heterogeneity in levels and an individual random effect
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in growth rates (the “random growth rate model”). Estimating the parameters 

of the earnings process by quasi maximum likehhood, he reach the conclusion 

that the earnings shock can be modelled as a non-stationary ARMA(1,2) or 

ARMA(2,1) process. Given the evidence for (roughly linear) non-stationarity, 

he favours the unit root model rather than the random growth model.

Abowd and Card study simultaneously movements in earnings and move­

ments in hours over time. They find that a component-of-variance model with 

three sources of earnings variation successfully summarizes the covariance struc­

ture from three different survey samples: 1,448 males from the 1969-1979 PSID, 

1,318 males from the 1966-1975 National Longitudinal Survey of Men 45-59, and 

560 males drawn from the Seattle-Denver Income Experiment. The first compo­

nent of earnings variation is a time-stationary serially uncorrelated measurement 

error. The second component is a stationary component common to both earn­

ings and hours changes, while the third component is a transitory one affecting 

only the variances and the contemporaneous covariances of earnings and hours. 

As in MaCurdy, they cannot reject the unit root model.

Gottschalk and Moffitt present an approach that is very close in spirit to the 

one I use in this study. Using again the PSID (1967-1987), they model earnings as 

the sum of a transitory component (which follows a low order serially correlated 

process) and a permanent component that is a random walk stochastic process. 

They also attempt to provide a structure for the finding of non-stationarity; 

their main conclusion is that in the period under observation the variance of 

the transitory component has grown at a rate similar to the variance of the 

permanent component.

Using a sample of 534 males drawn from the 1967-1986 PSID and following the 

separate approach of MaCurdy and Lillard and Willis, Baker (1997) models two 

different earnings functions in a nested framework. In the first case, the earnings 

shocks are assumed to be the sum of a component reflecting heterogeneity (both 

in levels and growth rates) and a serially uncorrelated transitory component (the 

“random growth rate” model). In the second case, earnings shocks are specified 

as random walks to allow for permanent effects. According to his empirical
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analysis, the preferred model of the data includes person-specific earnings profiles 

and a component that captures serially correlated measurement error or short­

lived innovation to earnings. Yet, the rejection of the unit root model is probably 

due to the bad properties of his estimators in the presence of a relatively small 

sample size.

2.2 A spects of the distribution of earnings

To understand how microeconomic uncertainty evolves when insurance mar­

kets for idiosyncratic shocks are missing, I need to characterize various aspects 

of the distribution of earnings. For instance, I need to know which part of the 

year to year income variance is due to observable or unobservable heterogeneity 

and which to shocks to productivity. I also need to know what proportion of the 

variance of the innovation is due to permanent shocks and what to transitory 

shocks. The welfare implications of these two types of shocks are obviously very 

different. From the point of view of consumption choices, a permanent shock is 

incorporated in its entirety on permanent income, while only the annuity value 

of a transitory shock matters (see chapter 1, and Deaton, 1992b). Following the 

most recent hterature, I distinguish between permanent and transitory shocks 

but provide empirical tests that allow me to test the null hypothesis of permanent 

shocks.

As pointed out above, a critical aspect of my analysis is to assess whether 

the variance of the shocks to income is itself state dependent, and to what ex­

tent it depends on (observed and unobserved) individual characteristics. Such 

information is important in modelling the behaviour of rational agents in a risky 

environment. In principle, ah the moments of the conditional distribution of 

income enter the intertemporal optimality condition for consumption.®^ While 

desirable, modelhng third or higher moments is comphcated, essentiahy because 

of identification problems, and is beyond the scope of this study.®®

87 This can be seen when taking a Taylor expansion of the Euler equation Etu'{ctJri) =

■j^w'(Cf) around EtCt+i- 
88Yet, if normality holds, the first two moments characterize the entire distribution of 

earnings.
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2.3 The conditional mean of earnings

As in previous empirical work, I posit the following model for the conditional 

mean of log earnings;

A®(L, p)yit =  mf +  +  uu (1)

where yu is the log of real earnings, A^{L,p) a lag polynomial of order p (i.e., 

A^(L,p)yit = with ag =  1 ) with education-varying coefficients

(the superscript “e” standing for education), m f a year effect,®  ̂ a vector 

of time-varying observable characteristics (such as a polynomial in age to cap­

ture deterministic life-cycle effects), c% includes year of birth cohort, race and 

all observable time invariant individual attributes, and un is a shock to earn­

ings. A distinguishing feature of this model is the assumption that the returns 

from individual attributes vary across education groups in a very general way.^° 

Economy-wide shocks are estimated by directly inserting year dunnnies in (1).

I consider two different models of earnings determination. In the first model 

(model A) I assume that:

Uit — P i £ it (2 )

where pi is a time invariant permanent component, and Su a transitory fluc­

tuation. While this specification is often rejected by the data (see Moffitt and 

Gottschalk, 1994), it serves the scope of introducing my argument in a straight­

forward fashion. Thus, I shall not emphasize it as the most appropriate way to 

specify the evolution of the earnings distribution.

®®By inserting time dummies to control for aggregate effects we are explicitly removing aggre­

gate risk. In principle, it would be possible to follow alternative strategies, such as identifying 

aggregate shocks from the composite error term.
possible extension to this model is to assume that the return from individual attributes 

varies over time as well as across education. Given the evidence on increasing returns to both 

observed and unobserved individual skills in the US, this is probably an extension that would 

be worth considering. While interesting, I decided not to pursue such line of research in this 

paper.
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In the second model of earnings determination (model B), I assume that 

income shocks are decomposed into a transitory innovation with low persistence 

and a martingale permanent component. Therefore:

Uit = Pit +  Sit (3)

with £it being the transitory shock and pu the permanent component of income. 

I assume that the latter, if present, follows the process:

Pit =  Pit-\ +  Cit (4)

I show below how to test for the presence of a permanent shock in the conditional 

mean process. As far as the transitory shock is concerned, I assume that it can be 

modelled as an MA{q) process, with the order q of the process to be determined 

at empirical level. This is explained below. I assume that the permanent shock 

and the transitory shock are uncorrelated at all leads and lags. Now I turn to 

the identification of the parameters of the conditional mean process.

For model A, identification does not pose many problems. I follow the stan­

dard practice of filtering out deterministic business-cycle effects (the year dum­

mies) and hfe-cycle effects (the age polynomial) and then estimating the parame­

ters of the autoregressive polynomial A^{L,p) on the resulting earnings residuals 

obtained after first-differencing. This gets rid of the permanent component pi 

and provide consistent estimates of A^(L,p)P^ In particular, I use a GMM 

procedure (Arellano and Bond, 1991a) based on the orthogonality condition 

E  {Asit |r2t-2) =  0, where Clt-2 represents the history of the income process up 

to the period t —2, and A is the first-difference operator, i.e. Aa^t =  au — au-i. I 

assume that there is no further serial correlation over and above that allowed by 

A^{L,p), but provide formal tests for it. The individual-specific time average of 

the estimate of (A®(L, p)yu — — yu provides a consistent estimate of

the individual specific component (6^Ci +Pi) = Pi. Finally, a consistent estimate 

of the transitory shock is obtained as the difference: (yu —pi). Note that in this

choose a two-step procedures for the aim of identifying transitory shocks in levels. Ideally, 

one could estimate the parameters of (1) from a specification in first difference.
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model I need to invoke the large-T assumption at individual level; this is relaxed 

in the other models I estimate.

Identification in model B is shghtly more complicated. In the presence of a 

martingale permanent component and/or serially correlated transitory effects, 

estimates in levels are inconsistent. First differencing the data allows one to get 

rid of this problem and yields:

(L, p) Ayu = A m i  +  +  Vit (5)

where va =  Aun. Note that with p =  1 and g =  0 the rate of growth 

of earnings follows an ARM A{\^ 1) process, a finding on which various studies 

agree (in particular, MaCurdy, 1982, and Abowd and Card, 1989). As I shall see, 

this assumption is consistent also with the PSID sample I work with. The only 

relevant distinction is that in my case the autoregressive bit is imposed directly 

on earnings rather than on the transitory shock (i.e., as in partial adjustment 

models), while the moving average bit {Qt +  ^it — = ^it — with the

implicit M A  coefficient e being a function of the variance of the transitory shock 

and the variance of the permanent shock (Deaton, 1991). The orthogonality 

condition that identifies the parameters of (5) is therefore:^^

E  {V i t \Q t-q -2 )  =  0 (6)

In the absence of structural restrictions, it is practically impossible to identify 

separately the order of the A R  process from the order of the M A  process for 

the transitory shock. I thus follow the strategy of setting a priori the order 

of the A R  process and choose the order of the M A  process that is statistically 

consistent with (6). For instance, the over-identifying restrictions implied by (6) 

should hold with respect to information dated i  — 2 if transitory shocks are not 

serially correlated (i.e., if ç =  0).

Next, I need to test for the presence of a permanent shock. Note that under

^^Notice that the presence of a permanent shock does not alter the stochastic lag structure of 

the orthogonality condition (6), although of course the residual of the model in first differences 

will differ in the presence of a permanent shock.
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the null of no permanent shocks the error term in the model in first differences 

(5) captures the growth in the transitory shock, i.e.:^^

(7)

whereas under the alternative:

'iJit =  Cit +  A s i t  (8)

Let us assume for simphcity that the transitory shocks are not serially corre­

lated. It is worth noting that information on the variance or the autocovariance

of Vit alone will not be sufficient to distinguish empirically (7) from (8). The

reason is that in both cases vu follows an MA{1) process. However, combining 

information on both the variance and the autocovariance of vn allows to disen­

tangle empirically (7) from (8). One can show that whether or not permanent 

shocks are present the following restriction applies:

E  {vitJf-iVit) =  —E  ^£it^ (9)

This is because the (adjusted) growth rates of earnings covary over time only 

because of a common transitory component. Under the null hypothesis of no 

permanent shocks, this would imply:

E ( v l ) = E { e % ) + E { s i _ , )  (10)

Using (9) and (10) one yields:

E  (yft +  Vit+iVit +  VitVit-i^ = 0  (11)

Under the alternative hypothesis, the same expression equals the variance of 

the permanent shock, namely:

^^The null hypothesis of my test encompasses two different assumptions concerning the struc­

ture of the error term: either that a permanent component is absent altogether or that is time 

invariant (the model A). The alternative hypothesis is that the permanent component follows 

a martingale process (the model B).
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E  {^ i t  +  V it+ iV it  +  V itV it-1^  = E  (câ) (12)

In words, equation (12) states that since the variance of (adjusted) earnings 

growth is a mixture of the variance of shocks of different nature occurring at 

different dates, the variance of the permanent shock can be obtained by filtering 

out the variances of the transitory shock from the overall variance of earnings 

growth. Since I do not observe the true shocks to earnings, I am bound to use 

the predicted composite residual from (5), i.e.: va =  A^{L)Ayit — Arhf — l3^AXit, 

to implement the test discussed above. '̂^ The test is based on the unconditional 

distribution of the earnings composite residuals in first differences. By the central 

limit theorem, the test statistic is asymptotically standard normal.

2.4 The conditional variance of earnings

Before detailing the identification strategy for the conditional variance of earn­

ings shocks, it is important to describe how current empirical research approaches 

the problem of measuring microeconomic uncertainty. This research is partic­

ularly active in the precautionary savings literature, and I will mainly refer to 

that. Various studies calibrate model economies under partial or general equi­

librium using as a measure of uncertainty the variance of earnings innovations 

estimated in studies such as MaCurdy (1982), Hall and Mishkin (1982), and

is worth noting that the only assumption I need to invoke in order to implement the test 

above is the absence of serial correlation for the transitory component (this is consistent with 

the results of our empirical analysis, see section 4.2). If serial correlation did in fact exist, a 

more complicated test statistics could be derived, but in this case I would need to invoke the 

much stronger assumption of covariance stationarity. Note also that using predicted residuals 

in the place of the true disturbances is an asymptotically valid operation as long as the fourth 

moments exist and these are constant across individuals (MaCurdy, 1982).
®^This is a standard one-sided test. Note that although I may giccept the null hypothesis, I 

may still have permanent time-invariant effects in levels (i.e. uu =  pi +  eu), as in model A. 

Using the test outlined in the main text with a comparison between estimation in levels and 

eifter transforming the data I can distinguish between three models of interest: no permanent 

component, a time-invariant permanent component (model A), and a stochastically evolving 

permanent component (i.e., a meirtingale in levels, as in model B).
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Lillard and Willis (1978). They all estimate ARMA  processes for earnings or 

family income using microeconomic data drawn from the PSID. However, as 

measured in these studies, microeconomic uncertainty varies neither over time 

nor across individuals. Recent studies allow for considerably more heterogeneity 

when measuring risk (Carroll, 1992; Hubbard, Skinner and Zeldes, 1995). Yet, 

the approach followed in these studies is not without problems, in particular 

when attempts are made to calculate comparative statics results. First, dynam­

ics in income volatility is neglected; moreover, the focus of the analysis is on 

unconditional variances; finally, all variability in income is assumed to translate 

on a one-for-one basis in consumption variability. The assumption of i.i.d. in­

come innovations of course has the advantage of simplifying the search for the 

numerical solution; however, as shown in studies in the labour economics litera­

ture, it is hardly realistic. The approach taken so far is tantamount to assigning 

a time-invariant measure of income risk to each household, assuming away vari­

ation over the business cycle and over the life cycle. However, uncertainty does 

decline with age and during economic booms. The focus on unconditional vari­

ances is moreover at odds with the theory. In fact, what generates precautionary 

savings is the perception of future income variabihty, not variability itself. Ide­

ally, one would hke to use as a proper measure of uncertainty the subjective 

variance of future income, a measure that is rarely available, at least for the US 

(see Dominitz and Manski, 1998). Finally, the possibility of insuring some of the 

idiosyncratic shocks through various informal or formal mechanisms imphes that 

not aU the variability I observe or measure is necessarily uncertainty as perceived 

by the household. As remarked by Zeldes (1992) the representative paper in this 

literature “assumes that individuals have always faced —and always will face— 

the same uncertainty”. Comparative statics results are obtained by allowing for 

changes in uncertainty and examining the resulting dynamic effects. “That is, 

people face a change to which they had ex-ante assigned zero probability. While 

this approach used to be a commonly performed comparative statics exercise, 

it is an inappropriate experiment to perform. It is especially problematic” in 

models such as the permanent income hypothesis, ‘Svhere the whole point of
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the exercise is that people are forward-looking and take into account all possible 

contingent outcomes. The correct way to do the calculations is to let people 

face a probability distribution for [...] uncertainty, and then examine the opti­

mal response to various realizations”. I follow Zeldes’ suggestion in considering 

a stochastic process for the variance of earnings shocks.

The problem that arises when modelhng the variance function is that, un­

like the mean process, the variance process lacks a well defined theoretical 

structure.^^ Here I follow the strategy of modelling the conditional variance 

of earnings shocks as a parsimonious autoregressive process with unobservable 

heterogeneity, but acknowledge that different structures might be admissible as 

well. I draw such structure from the empirical hterature on ARCH  processes, 

although I must adjust it to the fact that I deal with low frequency longitudinal 

data.®^

Also in the context of the variance function, I consider two models concerning 

the nature of income shocks. The main distinction between the two models is 

that in the first case I can identify income shocks as the residual of the esti­

mated income process (see above), and therefore all higher moments directly. In 

contrast, in the second model no separate estimate of income shock is available 

if a permanent component is present (unless one combines subjective expecta­

tions with actual reahzations, as in chapter 3 of this dissertation). This im­

phes a much more complicated process of identification. A further comphcation, 

present in both models, is that since earnings irmovation might be condition­

ally heteroscedastic because workers receive shocks from different distribution 

based on their skiUs and other unobservable characteristics, I need to control for 

unobserved heterogeneity in the variance function too.®*

fact, the modelling of the conditional mean process is based on the human capital theory 

(Becker, 1966) and the hypothesis of learning (Farher and Gibbons, 1997), where employers 

learn workers’ productivity progressively. In the latter case income residuals follow a martingale.
challenge for future research is undoubtedly to find a theoretical justification for this or 

alternative specifications. An autoregressive process can somehow be rationalized by the idea 

of bayesian probability updating.
®®Up to my knowledge. Banks, Blundell and Brugiavini (1998) is the only attempt to estimate 

the conditional variance of income shocks according to an ARCH  process. However, the authors
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To start with, let us consider the imphcations of model A. An ARCH{\) 

structure applied to transitory income innovations writes:®^

E t-\  (13)

where the parameters are education-varying, /cf is a year effect, and cap­

tures unobservable individual heterogeneity in the variance function. If 7 ® is zero 

the variance function does not exhibit state dependence; in this case, persistence 

in the earnings distribution can only be explained by persistence in mean (or 

by persistence in conditional higher moments that I do not model explicitly). 

Nevertheless, heteroscedasticity might still be an issue because of the role played 

by individual heterogeneity and aggregate effects. Note that I do not impose 

non-negativity constraints on the parameters of the ARCH  process to bound 

the conditional variance away from negative values. Of course, in the absence 

of such constraints, GMM estimation does not necessarily dehver a positive es­

timate of the risk term, as it should. While inconvenient, this strategy provides 

an informal way to check the plausibility of my specification. The parameters of 

the ARCH  process can be identified via the moment condition:

Et-2 ~  ~  =  0 (14)

Let us turn to model B. Suppose for simplicity that transitory shocks are 

serially uncorrelated. I assume that the transitory shock follows the ARCH{1) 

process given by equation (13). I show below how to identify the parameters 

of the variance function under fairly general conditions. First, note that using 

the conditional expectation equivalent of (9) and the assumption of no serial 

correlation in the transitory component yields:

E t-i — ~ E t- i  (1 )̂

Taking the first lag of the variance function (13), using (15), and then applying 

the law of iterated expectations, yields:

do not allow for the distinction between transitory and permanent disturbances. 
®̂ For notational simplicity, we define: E  (• ) =  E t-j  (•) •
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E t-2  ~  +  Ai) — 0 (16)

Finally, taking fibrst differences to eliminate the unobservable heterogeneity 

component, obtains the orthogonality condition:

E t-3  {Avit+iVit +  A/cf -  Ÿ ^ V i tV i t - i )  =  0 (17)

that can be used to identify the parameters of interest. It is worth noting that 

if there is no unobservable heterogeneity, then first differencing is not required.

The relevant orthogonahty condition will hold in levels (equation 16) rather

than in first differences. This suggests that one might test for the presence of 

unobservable heterogeneity in the variance function by comparing estimates in 

first differences with estimates in levels. Under the null of no individual effects, 

they should coincide, although those in levels should be more efficient than those 

in first differences.^^

The variance of the permanent shock, if present (model B), is assumed to 

follow an ARCH (I) process with unobservable heterogeneity of the form:

Et-i{cl)=<Pt + ^CLi+m (18)
To identify the parameters of the variance function (18) I make use of the 

fact that (under the null of no serial correlation in the transitory shock), from 

the conditional expectation equivalent of (12), I have that:

E t-2  {yft +  =  E t-2  (19)

It is then easy to prove that the relevant orthogonality condition for this 

problem is:

Et-t - 4
A  +  Vit+iVit +  VitVit-i) -  A(f)f

- e ^ A  (î; |_ i +  VitVit-i  +  Vit - iVi t -2)
=  0 (20)

interesting point to be made is that the stochastic structure of the orthogonality con­

dition (17) remains unchanged once I allow for a permanent shock.

116



The flexibility I impose on the modelling structure of the earnings process 

under model B comes to a cost. This refers to data requirement. Equations 

(17) and (20) require the availabihty of instruments (in levels or first differences) 

dated t — 3 and t — 4, respectively. Since the composite error term vu depends on 

the autoregressive properties of the mean income process, data requirement will 

become increasingly stringent as higher is the order of the autoregressive process. 

For instance, if A^(L,p) is of the second order, the construction of a consistent 

estimate of va will require the availabihty of four years of consecutive individual 

data, and estimation of (17) would require at least seven years of consecutive 

individual data. However, the model does not require a balanced panel data set.

2.5 The validity of the instrum ents

Recently, some concern has been raised regarding the bias of instrumental 

variables estimators when instruments are only weakly correlated with the right- 

hand-side variable (see Bekker, 1994, and Staiger and Stock, 1995). If this is the 

case, instrumental variables estimates will be biased towards OLS. In practice, 

one can check this issue out by evaluating the power of the excluded instruments 

in the reduced form, or comparing instrumental variables estimates with simple 

OLS estimates. This is after accounting for the time effects and age, i.e. for the 

variables included in the conditional equations. One also needs to evaluate the 

validity of the over-identifying restrictions; this can be done by computing the 

relevant Sargan statistic.

The conditions for identiflcation of the parameters of the ARCH  process under 

model B need to be examined more carefully. As said above, the difficulties arise 

from the fact that under model B the permanent and the transitory shocks are 

not directly observable, so that the estimation of the parameters has to rely on 

the autocovariance properties of the residuals from (5).

Consider first the identiflcation of 7 ® in (17). If 0 < |7 ®| < 1 , values of 

'^it-3'Vit-A will be correlated with the endogenous regressor, Avitvu-i, and un­

correlated with the error term, thus allowing identiflcation. Identiflcation be­

comes problematic at two points in the parameter space: 7 ® =  0  and 7 ® =  1 .
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The former is a problem exclusively because I do not observe directly which 

forces me to use information lagged by one extra period. Lacking information 

on the true squared residuals, inference ought to be based on In the

case 7 ® =  0 :

E  1 ) — 0  (2 1 )

The model is clearly unidentified from moment conditions (17) because one of 

the two identification conditions required for instrumental variables estimation 

is violated. Consider now the case when 7 ® =  1 . Using the same reasoning, 

it is possible to show that the lagged dependent variable in (17) may result 

uncorrelated with all past information, again leading to lack of identification.

These remarks have two important implications. First, it is not possible to test 

the null hypothesis that 7 ® =  0  or that 7 ® =  1 using the estimates obtained by 

solving the moment conditions in (17). This is because these moment conditions 

do not identify 7 ® under either null. Second, it is important to evaluate the 

validity of the instruments by examining the correlation between the endogenous 

regressor and the elected instrumental variables from the available data. This 

is equivalent to examining the rank condition for identification. In this simple 

model, if 1 accept the null hypothesis that E  {vit-sVit-4,AvitVit-i) = 0  based 

on the result of a Wald-test from the reduced form, then 1 need to distinguish 

between the two possible parameter configurations: 7 ® =  0 or 7 ® =  1 . This can 

be done by examining the serial correlation properties of Avu-^-iVit. Under the 

null hypothesis that 7 ® =  1 , Avu+ivn should be serially uncorrelated. If this is 

rejected, an MA{1) error structure would imply 7 ® =  0. The nuU hypothesis of 

MA{1) should then be accepted.

A similar discussion applies to the identification of the ARCH{1) coefficient 

in the variance function of the permanent shock. 1 omit it because it follows 

exactly the same line of reasoning.

2.6 A sym m etry and the lack of identification

An interesting possibihty allowed in ARCH  models for time-series data is
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that of asymmetry of response to shocks. In other words, the conditional vari­

ance function is allowed to respond asymmetrically to positive and negative 

past shocks. This could be interesting here as well, for a considerable amount of 

asymmetry in the distribution of earnings is related to unemployment. Caballero 

(1990) shows that asymmetric distributions enhance the need for precautionary 

savings. One model embedding the notion of asymmetry has been advocated by 

Sentana (1995), and is here reproduced as:

E t - i  +  K

It is easy to show that the moment condition that identifies the parameter of 

this model is:

Et-2 ~ ~  +  P^^it-2^ = 0 (22)

Note that the latter is identifiable under model A, but not under model B. 

The reason is that I directly observe (a consistent estimate of) the shock only 

in the former case. Under model B transitory and permanent income shocks are 

not separately observable; since my identification strategy consists of using re­

peatedly the law of iterated expectations, the parameter remains unidentified.

3 T h e d a ta

The data are drawn from the 1967-1991 family and individual-merged files 

of the PSID (waves I through XXV). See chapter 1 for more details about the 

survey and Hill (1982).

The PSID started in 1968 collecting information on a sample of roughly 5,000 

households. Of these, about 3,000 were representative of the US population as a 

whole (the core sample), and about 2,000 were low-income families (the Census 

Bureau’s SEO sample).In the empirical analysis I use both the core sample and 

the SEO sample. It is fair to say that few authors (Lillard and Willis, 1978) have 

suggested not to use the SEO low-income sample because of endogenous selection. 

In other words, an initial condition problem arises for those in poverty at the
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beginning of the survey period. However, given linearity, the initial condition 

problem is taken care of by the presence of the permanent component. To put 

it differently, I deal with the problem by estimating models for the growth rate 

rather than specifications in levels.

The selection stage aims at obtaining a sample of individuals with at least 

nine years of usable earnings data on which to perform the estimation. The 

final sample includes male heads aged 25 to 55 in all years who reported positive 

earnings data for at least nine consecutive yea r s . I nd i v i dua l s  with top-coded 

earnings in at least one year were discarded; I also dropped those who were 

self-employed in at least a year. My final sample slightly differs from those of 

Lillard and Willis (1978), MaCurdy (1982), Abowd and Card (1989), Moffitt and 

Gottschalk (1994), and Baker (1997), the representative papers of the literature 

on earnings dynamics. A common difference with all studies is that I have 

available a longer time-series of individual observations. Abowd and Card and 

Moffitt and Gottshalk are the only studies where both the core sample and the 

SEO sample are used. With the exception of Abowd and Card, all studies focus 

on white males only. MaCurdy restricts his sample to individuals with little 

year-to-year variabihty in wages or hours. Finally, Baker works with a balanced 

panel of 534 individuals continuously surveyed from 1967 to 1986.

Questions referring to labour income are retrospective; thus, those asked in 

1968, say, refer to the 1967 calendar year. The earnings variable^®^ is the labour 

portion of money income from aU sources; the variable name in the PSID tapes 

is “head’s money income from labour” and includes the labour part of farm 

income and business income, wages, bonuses, overtime, commissions, professional 

practice, labour part of income from roomers and boarders or business income.

^°^Very few individuals had one or more years of missing data on earnings between two series 

of usable earnings data. I decided to keep these observations but treat them as belonging to 

two different individuals.
deflate the nominal measure of earnings by the GNP personal consumption expenditure 

deflator (using 1991 as the base year).
°̂^As noted by Gottshalk and Moffitt (1993), the measure of labour income available in the 

PSID has sources that may reflect capital income, such as the labour part of farm income and 

roomers and boarders. I do not account for this problem.
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Education level is computed using the PSID variable with the same name. Since 

I perform my empirical analysis for different education groups, individuals with 

inconsistent report on education are discarded. I consider three education groups: 

high school dropout (those with less than 1 2  grades of schooling), high school 

graduate (those with at least a high school diploma, but no college degree), and 

college graduate (those with college degree or more).

The selection process outlined above leads to a sample of 2,093 individuals 

and 31,659 individual-year observations. Relevant sample statistics are presented 

in tables lA  and IB.̂ ®'̂

It is worth examining the resulting PSID data on earnings. Figures 3 and 4 

plot the median and the interquartile range of log earnings for the three education 

groups I focus on against time. The dispersion in log earnings data displays some 

clear business cycle effects. Median log earnings are shghtly compressed only in 

the early 1970s; after that period, the gap between education groups widens 

substantially. This can also be seen from the dynamics of the interquartile range 

displayed in figure 4. Two facts are worth noting. First, dispersion in log earnings 

increases for both the high school dropout and the high school graduate, but 

the pattern for the most educated is less regular, with a decline in the early 

years, an increase from the mid-1970s to the mid-1980s, and a further slow 

decline afterwards. Second, as an effect of these diverging patterns, at the end 

of the survey period there is little or no difference between college graduates and 

high school graduates as far as earnings dispersion is concerned, while the least 

educated stiU face most of the earnings variability we observe at cross-sectional 

level.

4 E m pirica l resu lts

4.1 M odel A

I firstly estimate the conditional mean process under the simple model A. As

brevity, step-to-step details about sample selection are omitted.
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said in section 2.2, I start by filtering out deterministic life-cycle and business- 

cycle effects from annual earnings. This is accomplished by regressing log real 

earnings on age, age squared, and a full set of year dummies, and saving the 

residuals. Regressions are run separately for the three education groups I focus 

on. From the saved residuals I then estimate A^{L,p), imposing (arbitrarily) 

the restriction p = 1 .̂ ®̂  Note however that the Sargan test does not reject such 

restriction. The estimates of the autoregressive coefficients and of the variance 

of the transitory component are presented in Table 2, separately for each edu­

cation g r o u p . T h e r e  are two results deserving comment. First, persistence 

in earnings varies with education, being in general higher for those with more 

years of schooling. In particular, the same transitory shock has an impact of 

1.24 for the least educated, 1.41 for the high-school dropout, and 1.39 for the 

most educated. Second, the variance of the transitory shock decreases with 

education, a finding common to Gottschalk and Moffitt (1993) and others.

Next, I study the dynamics of the conditional variance by estimating the 

ARCH  process (14). I estimate the specification (14) by GMM using as in­

struments lags of the dependent variable dated t — 2 and t — 3 (see section 4.6 

for more details on the estimation procedure). AU regressions in level include 

year dummies and a quadratic in age to capture fluctuations in risk related to 

the business cycle and ageing. The results are presented in Table 3. While 

the estimates support the hypothesis of the particular form of conditional het­

eroscedasticity implied by an ARCH  process, persistence is not extremely high, 

and moreover appears quite similar across education groups. The test statistics 

in general reject neither the specification chosen nor the timing of the instru-

lOSThese are GMM estimates. I obtained them instrumenting the lagged dependent variable 

A ÿit-i with lags dated t — 2 and £ — 3. See also section 4.2 for more details on the estimation 

procedure.
loSThe variance of the transitory component is obtained using the formula reported in 

Gottschalk and Moffitt (1994, p. 254), i.e.: =  N~^ X lili ~  1) —PiŸ^ where

yu and pi have been defined in section 2.2. In practice, one averages N  individual variances to 

obtain a single measure over all years and all individuals.
^°^This is calculated as (1 — f i r s t  lag)~^.
lOSThe variance in the whole sample is 0.1042, with a standard error of 0.0014.
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ments. Interestingly, risk appears to decline with age, a finding that matches 

casual observation and intuition.

We also estimate a quadratic ARCH  model to allow for asymmetry (see sec­

tion 2.6). I find that once the level of the transitory shock is controlled for, ARCH  

coefficients decline in absolute value and statistical significance. The sign of the 

coefficient on eu-i  is consistent with the view that bad shocks (for instance, a 

brief spell of unemployment) generate more uncertainty than good shocks (such 

as a bonus); this also implies that the conditional variance function is steeper 

for negative shocks. However, in terms of statistical inference the model is badly 

rejected according to the Sargan test at least in one case. I thus prefer not to 

put too much emphasis on such evidence.

Consider now the possibility of using the numbers implied by my empirical 

exercise in models of general or partial equilibrium. Consider the simplest case 

of a model that calculates consumption profiles based on numerical solutions, as 

in Zeldes (1989b), for instance. In such models, one uses the terminal condition 

and the Euler equation to solve backward induction for the consumption function 

at all dates. Consumption profiles are then numerically calculated starting from 

the first period: a value for the income shock is drawn from a distribution with 

mean zero and variance (for instance, the variance of the income innovation 

as in MaCurdy, 1982). This determines consumption, saving and the assets 

carried forward to the second period. In the second period, a further draw 

from the stationary distribution of income shock is taken, and this determines 

again consumption, saving and assets for that period. The process continues 

until the last period. Yet, such procedure is restrictive. To account for income 

risk dynamics and heterogeneity, one could draw the value for the income shock 

from a distribution that has zero mean but variance determined by the ARCH  

expression: Et~i {e%) = h{ageu) 4- 0.05 • say, where eu-i  is the value

obtained from the previous draw and h{ageu) is a function of age that can be 

estimated from the data. Clearly, some form of discretisation of the space of the 

shock must be adopted to make the solution computable. While this strategy 

makes the derivation of the consumption function much more complicated, it may
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provide a substantial gain in terms of realism. For the first period, the shock 

can be drawn from the unconditional distribution. I am not aware of methods 

of solution based on this simple markovian rule for the conditional variance of 

income shocks.

While suggestive, the results reported in this section should be taken with 

caution. The simple model A does not provide a very accurate description of 

the earnings process. In fact, as I shall see, it is rejected according to the test 

presented in section 2 .2 .

4.2 M odel B

4.2.1 The conditional mean

Prom now on, my attention will be focused on model B. The estimates of the 

conditional mean process for log earnings are presented in table 4, separately for 

the high school dropout, the high school graduate, and the college graduate. I 

impose an a priori restriction about the order of the lag polynomial A^{L^p), 

transform the data to eliminate serial correlation due to the presence of a mar­

tingale in levels, and assume that transitory shocks are serially uncorrelated (i.e., 

Ç =  0). In particular, I set p =  1 . The estimation strategy follows Arellano and 

Bond (1991a). I explore model misspecification using a number of conventional 

tests.

In performing my GMM estimates I use only the second and the third lag of 

log earnings (in levels) as instruments. In particular, I estimate separately for 

each education group the following specification:

Apit =  Amt -\- /3m ageu +  a A y u - i  +  vu (23)

for all z =  1 ,2,..., Neglecting for simphcity of notation time eflfects and 

age, the relevant (7^—3) equations for individual i can be written more compactly 

as:

109 The equation in levels would imply a quadratic polynomial in age, as is standard in the 

literature and in our model A.
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A Y i  = a A Y  î iag +  V (24)

where AYi^iag is a vector containing the lagged endogenous variable in first- 

difference. The two-step GMM estimator of a  is:

Oi2S =

A  f e z ; A Y i )

- 1

(25)

where Z% is a matrix of instruments, and A  In the first

step of the estimation, the matrix weights the covariance matrix of the in­

struments by a square matrix that has twos in the main diagonal, minus ones in 

the first subdiagonals, and zeroes otherwise (to mirror the MA{1) structure with 

constant variance of the disturbance in first difference); in the second step, the 

weighting matrix is defined as: J» =  Y i V f ,  with V% being the one-step residu­

als (i.e., Vi =  AYi — ^isAYi^iag). Finally, in my specific case, the instrument 

matrix Zi is to be written as:

Zi =

y n Vi2 0 0 0 0

0 0 Vi2 Vi3 0 0

0 0 0 0 ViTi-3 ViTi-2 _

(26)

This is not the optimal set of instruments as suggested, among others, by 

Arellano and Bond (1991a), because it does not exploit aU the available hnear 

orthogonahty conditions. In fact, I truncate the set of available instruments 

at the third lag. I decided to do so because using fewer instruments should 

reduce the bias that arises in the optimal GMM estimator when aU the available 

orthogonahty conditions are exploited in the estimation (Ziliak, 1997); moreover, 

it should reduce the bias of the Sargan test towards the null hypothesis.

^^°This bias arises from inflating the degrees of freedom of the test with the inclusion of 

irrelevant instruments.
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The results from table 4 suggest, as in the simple model A, that the persistence 

in the mean process increases with schooling; once permanent effects have been 

allowed for, the total impact of any transitory shocks on annual earnings is 

roughly 1.36 for both the high school graduate and the college graduate, but 

it is only 1.21 for the high school d r o p o u t . ^ T h e s e  numbers imply that the 

data are best described by low persistence of transitory shocks and permanent 

unobserved skiU characteristics (see the results of my test below). OLS estimates 

in levels are clearly upward biased and suggest much more state dependence than 

those in first differences (and thus false evidence for much more rapid regression 

towards the mean).^^^ The nuU hypothesis that the transitory shock is not 

serially correlated (over and above the amount of serial correlation guaranteed by 

the polynomial A®(L, 1 )) is tested by considering the value of the Sargan statistic, 

i.e. the test for the over-identifying restrictions. The one I present is robust to 

the presence of conditional heteroscedasticity. The p-value of the Sargan test 

is generally supporting the null of no serial correlation in the transitory shock. 

This conclusion is also supported by the results of the test of second-order serial 

correlation for the residuals of the equation in first difference (the m2 statistic, 

see Arellano and Bond, 1991a). The nuU hypothesis can never be rejected at 

conventional levels of statistical significance.

To evaluate the power of my instruments (see section 2.4), I estimate the 

specification (4.1) by OLS (results not reported). I find that GMM estimates 

are not biased towards OLS estimates (a formal difference test would reject the 

null of no difference). I also compute the p-value of the Wald-statistic for the 

null hypothesis that the excluded instruments in the reduced form are jointly in­

significant and the adjusted B? for the regression of the endogenous explanatory

These results slightly differ from those of model A because in this case age and time effects 

are estimated jointly with the autoregressive coefficient. In model A, instead, age and time 

effects are filtered out before estimating the autoregressive coefficient.
^^^MaCurdy (1982) considers an Ai2M 4(l,l) process for the transitory component and finds 

the estimate of the autoregressive coefficient to be 0 .22, a value that sits amidst my estimates 

of 0.17, 0.27 or 0.26 (my estimates for the three education groups considered). His preferred 

estimate for the variance of the transitory shock is 0.056, while mine is slightly higher (0.068).
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variable on the excluded instruments. Here again, it is clear from the results 

reported in table 4 that my instruments are sufficiently powerful to rule out the 

concern of poor first-stage correlation.

4.2.2 The structure of the error term

I test for the presence of a permanent shock using the test statistic outlined in 

section 2.2. I consider the null hypothesis given by equation (11); the latter is 

valid in the absence of serial correlation in the transitory shock, an assumption 

that is not rejected by the evidence presented in the previous section. The nuU 

hypothesis of no permanent shock is strongly rejected: the value of the test on the 

whole sample (23,287 individual-year observations) is 5.17, implying a p-value 

well below 1 p e r c e n t . T h u s ,  I impose the presence of a martingale perma­

nent component in the mean income process and reject the simple specifications 

embedded in models A.

I use the time series of equations (9) and (12) to measure the unconditional 

variance of the transitory and the permanent shock, respectively. I estimate 

the average variance of the permanent shock to be 0.0117, while the average 

variance of the transitory shock is estimated to be 0.0685. Table 5 presents the 

estimates for the whole sample and for the three education groups separately. 

These numbers are very close to those found elsewhere in the empirical literature 

(see Carroll and Samwick, 1997), although my focus is on earnings rather than 

family income. The estimated variance of the transitory shock is undoubtedly 

very high, highlighting the importance of measurement errors. Unfortunately, 

in my model it is impossible to distinguish between measurement errors and 

genuine transitory innovations.

Note that once permanent shocks are taken into account, the results of the 

simple model A demonstrate how different earnings specification may lead to very 

different conclusions concerning the magnitude of individual risk. With respect

p-values of the test conducted separately for each education group are 0 .0010, 0 .0002, 

and 0.0133, respectively for the high school dropout (6,105 observations), the high school grad­

uate (11,910), and the college graduate (5,272).
^^^These variances are estimated as the average, over all individuals and years, of — (vit+i^t) 

and (% -t-Utt+iîit respectively.
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to model A, in fact, the variance of the transitory shock dechnes substantially, 

implying that such model would over-estimate the variance of the transitory 

shock. The reason is that in model A I assume that the permanent component is 

fixed over time. In practice, there I pretend to be estimating transitory fluctua­

tions in earnings from the specification yu = In reality, the presence of a

martingale permanent component implies that yu =  Pi +  Qj +  where pi 

is the starting value of the martingale process. Thus, in model A I assume that 

the variance of the term {yu —Pi)  is estimating the variance of the transitory 

shock, while in fact it is estimating the variance of Cü +  Si^. In practice,

the variance of the transitory shock in model A is increased by the cumulative 

sum of the variances of permanent shocks that are falsely assumed to be absent. 

While, interesting in their own right, these results are not the focus of this study. 

As remarked in the introduction, I am interested in a different aspect of income 

variability, that related to the inherent dynamics of risk.

I conclude this section by presenting less structural evidence on the relation­

ship between the variance of income shocks, the business cycle and the hfe cycle. 

To this aim, in figures 5 and 6  I plot the unconditional variances against the U.S. 

male unemployment rate.^^® While I do not emphasize this evidence too much, 

it is of some interest to note that the unemployment rate and the variance of 

transitory shock series appear to be quite synchronized, especially in the 1980s. 

This confirms the intuitive claim that uncertainty rises during economic slumps 

(a finding common to Gottschalk and Moffitt, 1993, and Storesletten, Telmer and 

Yaron, 1998). Likewise, there seems to be a strong association between the vari­

ance of permanent shocks and the rate of male unemployment (recall that both 

variances have been constructed from income residuals that take already into 

account economy-wide effects, which means that the counter-cychcality of vari­

ances seems genuine rather than spurious). This counter-cychcality has been ad­

vocated by those who propose a resolution of the equity premium puzzle based on

regression of the variance of permanent shocks on male unemployment rate displays a 

point estimate of 0.46 with a standard error of 0.14; for the transitory shock, the estimated 

coefficient is 0.82 with a standard error of 0.32.
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the negative correlation between aggregate shocks and individual risk (Mankiw, 

1982).

In figure 7 I plot the variances of earnings shocks against age. It is interesting 

to note that both variances appear to decline over the life-cycle; yet, while tran­

sitory volatihty declines linearly, permanent uncertainty displays a distinctive 

U-shape. This suggests that permanent income shocks tend to become progres­

sively more important towards the end of the working career, perhaps because 

facing an involuntary dismissal at 55, say, has more dramatic consequences than 

facing the same event at 25. In the latter case young workers may choose to 

re-train or return to school, while for more mature workers the only available 

option is perhaps early retirement. Similarly, permanent shocks are fairly im­

portant at the beginning of the hfe cycle because of the possibility of mismatch 

between individual skills and the elected job.

4 .2 .3  T he identification  o f th e  A R C H  coefficients

As outlined in section 2.4, it is important to check carefully the conditions for 

the identification of the ARCH  coefficients in (17) and (20). I shall use two 

items to perform this exercise: the set of reduced form statistics and the set of 

autocovariances for the first-differenced squared residuals. A signal for the lack 

of identification of the model is poor correlation between lagged instruments 

and the endogenous explanatory variable. To examine this issue, I compute 

the p-value of the Wald-test for the significance of the excluded instruments 

in the reduced form and the adjusted R? of the regression of the endogenous 

explanatory variable on the excluded instruments (dated t — 3 and t — 4 for the 

transitory shock and t — 4 and  ̂— 5 for the permanent shock; all instruments are 

in levels). Results are reported in table 6 .

I first comment on the results concerning the identification of the ARCH  co­

efficient for the transitory shock. With the exception of the high-school dropout 

(on which I comment later), the ARCH  coefficient for the variance of the tran­

sitory shock appears to be unidentifiable from the moment condition (17). The 

p-values for the excluded instruments in the reduced form are extremely high, 

and well above standard levels of acceptance. In all cases, the adjusted is low
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or even negative. If one were to estimate the parameters of the ARCH  specifi­

cation (13) based on the moment condition (17), statistical inference would be 

undoubtedly questionable.

Recall from the discussion in section 2.4 that failure to pass the Wald-test 

in the reduced form implies that the ARCH  coefficient should lie in the pa­

rameter space {0,1 }. As illustrated in section 2.4, a possible way to discrimi­

nate between these two hypotheses is to test whether Avit+ivu is serially corre­

lated. If this is the case, the hypothesis 7 ® =  0 should be accepted, as 7 ® =  1 

rules out any kind of serial correlation. In the table 6  I report estimates of 

E  [{Avit+iVit) {Avit-j+iVit-j)]A^^ To conserve space, I choose to report results 

for 1 < j  < 5 only. It is evident that Avit+ivu is indeed serially correlated. How­

ever, as the null hypothesis 7 ® =  0  would imply, the order of the serial correlation 

is no higher than one. Further lags are sufficiently small and not significantly 

different from zero. This evidence should be seen as complementary to the re­

sults on the rank condition for identification presented above. Based on such 

results, I believe that for aU the education groups there is very weak evidence for 

the existence of dynamics in the process of the conditional variance of transitory 

shocks. For the high-school graduates and the college graduates the evidence is 

confirmed by both reduced form statistics and the pattern of autocovariances; 

for the least educated, the marginally favourable evidence from the set of first- 

stage statistics is attenuated by the pattern of autocovariances. At the second 

order, the autocovariance literally collapses to a steady-state value of zero, a fact 

that is strongly against the pattern of correlation that an autoregressive process 

would produce.

Next, I turn to the identification of the ARCH  coefficient of the permanent 

shock. The statistics of the reduced form are in support of the hypothesis of 

identifiability of the ARCH  coefficient based on the elected instruments. How­

ever, I find a somewhat high p-value (17 percent) for the group of high-school 

graduates. The adjusted R^s are not extremely high, but this is not surpris-

assume covariance stationarity within education. A test for covariance stationarity has p- 

values of 0.19, 0.28, and 0.27, respectively. Similar results hold for higher-order autocoveiriances.
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ing for first-difiference specifications. The pattern of autocovariances displays an 

oscillatory pattern around zero. Autocovariance are sufficiently high and statis­

tically significant up to third order.^^^ Based on such evidence, I may conclude 

that 0  < < 1 for all education groups, with the exception of the high school

graduate. For them, in fact, the unfavourable evidence portrayed by reduced 

form statistics is not attenuated by the pattern of autocovariances. Such pat­

tern is also inconsistent with the hypothesis that 0^ = 1 and an individual effect 

is present. If this was the case, autocovariances should be of similar magnitude 

and display the same sign at all lags, a fact that is not consistent with the evi­

dence reported in table 6 . Thus, I conclude that -at least for the groups at the 

two extremes of the distribution of schooling- the ARCH  process for the vari­

ance of the permanent shock is identifiable from moment conditions (2 0 ), while 

for the high-school graduate there is no evidence for ARCH (i.e., idiosyncratic) 

dynamics in the conditional variance of the permanent shock. In what follows, I 

shall present the results of estimating the ARCH  process only for the permanent 

shock and commenting on the effect of time and of observable and unobservable 

heterogeneity for the conditional variance of the transitory shock.

4 ,2 ,4  T he conditional variance o f th e  transitory  shock

Recall from (13) that I posit a model for the conditional variance of the transitory 

shock where the latter depends on time, the square of past innovation, and 

individual heterogeneity. As showed in the previous section, there seems to 

be very weak evidence for the presence of dynamics in the conditional variance 

(apart from the possibility of aggregate dynamics). It is still interesting to assess 

whether there are any time or individual effects at all. To this aim, I estimate 

individual-specific intercept regressions (by education group) for the variable 

Vit+iVit', I condition the latter on a full set of year dummies, a quadratic in age 

and a full set of person dummies. This is equivalent to applying a standard

^^^Also in this case, I assume that unconditional autocovariances are constant over time within 

the three education groups. A test of equal year effects on the first-order autocovariemce has 

p-values of 0.48, 0.06, and 0.42, respectively. P-values are somewhat lower (but still above 10 

percent) for higher-order autocovariances.
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within-group procedure.

The results of these regressions are reported in table 7. I report the coeffi­

cients on age and age squared and the p-value of the Wald statistic for the nuU 

hypothesis that year dummies and individual dummies are jointly insignificant, 

respectively. Observable heterogeneity (as measured by an age polynomial) is 

often poorly measured, while time effects are particularly relevant for those with­

out a college degree (i.e., for those who are perhaps more likely to be exposed 

to aggregate fiuctuations, see my interpretation below). As for unobservable 

heterogeneity, I find that it matters for all the education groups I consider: the 

p-value for the null hypothesis of no heterogeneity is in fact consistently below 

2 percent in aU cases.

The evidence presented in this section is thus in favour of a model where tran­

sitory volatihty in income is mainly explained by unobserved heterogeneity (this 

also implies cross-sectional differences in risk). Deviations around idiosyncratic 

trends are due to aggregate fiuctuations; due to the evidence presented in section 

5.2.2, transitory volatility in earnings increases during economic recessions and 

declines during booms. Yet, given that time dummies are not jointly significant 

for the most educated, this pattern is typical of individuals with little education.

In my view, unemployment risk (e.g., entry and exit from employment) is 

the leading explanation for such results, especially in the light of the differences 

across education I have illustrated above. Because of training on-the-job and 

specific human capital investments, it is perhaps more expensive for firms to fire 

(and then re-hire) highly educated individuals than individuals with low skiUs 

or qualifications.

4.2 .5  T he conditional variance o f  th e  perm anent shock

The estimates of the conditional variance function for the permanent shock are 

based on the orthogonality condition (20). I estimate separately for each educa­

tion group the following specification:

=  A0t +  Pvdgeu +  OAi)it-i +  ujit (27)

where 4- vujfiVit +  and v is the two-step residual from the
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estimated mean income process in first difference. The equations for individual 

i can be written more compactly (ignoring again age and time effects) as:

(28)

where A ^ i is the vector of A (yf  ̂+  vu+ivu +  vnVit-i). The two-step GMM 

estimator of 9 can be written as:

^25 =
- 1

(29)

where © =n~^ (X̂  ̂RjNjRi )” .̂ Rj is the instrument matrix, and the first- 

step structure of mirrors that of J* above (see section 4.2); in the second step: 

Ni =  WiW^, with W i being the first-step residuals. Finally, the instrument 

matrix Ri is:

Ri =

Tpii 0 0

0 'Ipil 'lpt2
(30)

0 0 0 ... 'lpiTi-6 'fpiTi-d

Results are presented in table 8  separately for the two education groups I focus 

on. I find the result that at least for the high-school dropout and the college 

graduate the variance of the permanent shock exhibits a statistically significant 

negative state dependence; this holds true for the specification in level as well 

as in first difference. However, the test of second-order correlation signals model 

misspecification when the level equation is used (for the high-school graduate 

the specification in first difference is accepted only marginally, at the 2  percent 

level). The latter is consistent with the presence of unobservable heterogenity in 

levels, as my specification (19) would imply. Yet, the results of the Sargan test 

would not reject the null hypothesis of the specification in level; it is hkely that

First-step estimates are similar, although less precisely measured.
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this test tends to over-accept the null even when a relatively small number of 

instruments is used, probably because of small sample size.

Time effects are significant. While the effect of age is consistent with the 

view of an age-declining risk pattern, it is often poorly measured. Finally, the 

OLS estimates (results not reported) confirm that the concern of a poor reduced 

form can be ruled out: OLS estimates and GMM estimates for the specification 

in first difference appear dramatically different (a formal difference test would 

reject the null of no systematic difference).

5 T h e im p lica tio n s o f th e  em pirica l e stim a tes

5.1  A  g en era l d iscu ssio n

A tentative interpretation of the results presented in the previous section is 

now in order. At the cost of simplifying the analysis by a great deal, I decided to 

synthesize my results as follows. Based on the results from the reduced form of 

my GMM regressions, the conditional variance of the transitory shock is unlikely 

to exhibit state dependence; as for the conditional variance of the permanent 

shock, I find a result of negative state dependence, at least for the individuals at 

the two extremes of the distribution of schooling. Estimates for the high-school 

graduate, the largest group in my sample, are instead consistent with the view 

that permanent risk is independent on past shocks. Time effects are in general 

important for both conditional variances, while the effect of age is somewhat am­

biguous and often poorly measured. Finally, unobservable heterogeneity seems 

to matter for both the permanent and the transitory uncertainty.

The result of negative state dependence implies that a permanent disturbance 

to income in a given time period (say, a promotion) leads to a reduction in the 

conditional variance of the permanent income shock in the following period. 

Before discussing the implications of this result more in detail, it is interesting 

to see whether is capable of capturing some of the features of permanent risk 

determination in the real world. It is an intuitive presumption that permanent
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shocks occur at low frequencies. In what follows I wiU consider a trivial numerical 

example. Suppose a worker knows his own productivity on a particular job, but 

the employer is uncertain about it. However, the employer observes the worker’s 

performance and updates her beliefs based on such observation. The employer is 

willing to hire skilled and unskilled workers for high-quahty and low-quality tasks, 

respectively (i.e., the production function for this firm is T  =  f(U ,S ) ,  where U 

is unskilled and S  skilled work). Initially, all workers are deemed unskilled.

The initial wage paid to the worker when she enters the firm is w. After the 

first period of work, the employer can take three actions based on performance 

observation: (a) doing nothing (which reflects the fact that the employer is still 

trying to ascertain individual productivity, i.e. whether the worker is skilled, 

unskilled or unfit to the job), (b) fire the worker (which reflects the fact that 

the employer has ascertained that the worker has skills unfit to the job), or (c) 

promote the worker by paying her the long-run wage, which is 2w (this reflects 

the fact that the employer has ascertained the good quality of the worker, i.e. 

the possession of skills for high-quahty tasks). After promotion, attachment to 

the firm is permanent.

Let us assume that after being fired, a worker can always find another job 

but that prospective employers ignore the fact that she was fired in the past 

(perhaps some skills are useful to a job and useless elsewhere). Again, lack of 

better information, the new employer pays w in the first period and follows the 

same updating rule described above afterwards. The three actions the employer 

can take initially attract equal probabilities (namely, 1/3). Pay is received at 

the beginning of each period, and I assume that a worker fired at the beginning 

of the second period receives 0  and spends one period unemployed seeking work. 

The wage in the first period of work is certain. For simphcity, I assume that no 

worker quits voluntarily.

At the beginning of period one, the conditional mean of future income shock 

is 0 , current income shock is 0  as well, while the conditional variance of future 

shocks is 0.66w^. At the beginning of period two, the conditional mean of income 

shock is 0  for those fired or promoted (although current shocks are now —w and
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w, respectively), and the conditional variance is 0 as weU. For those who are 

still under testing, instead, I assume that the employer has updated her behef 

in the following way. She weights the probability that the worker is useless or 

skilled a bit less and the probability that the worker is unskilled, but still useful 

to the firm in low-quality tasks, a bit more than in the previous period. For 

instance: the probability of being fired or promoted tomorrow equals 1/4 and 

the probability of remaining at the same wage equals 1/2. The conditional mean 

of future income shock is still 0  (as is the current shock), but now the conditional 

variance is 0.5w^.

Over time, information become more complete. For instance, for those re­

maining employed at a wage of w, the probability of being fired or promoted 

declines over time (I assume that it does so symmetrically), while the probabil­

ity of being fit for low-quality tasks increases. Therefore, I may have various 

different combinations of past shock/ conditional variance. If I were to collect 

data on this particular labour market, I would obtain, for instance:

u t- i  —w w 0  0  0  ...

Et-i{u^)  0 0 0.66w^ 0.5w^ 0.4w^

A regression of the conditional variance of Uit on past shock squared (with 

all the obvious cautions this exercise imphes) would provide a negative ARCH  

coefficient, as is easy to check assigning arbitrary values to w.

My empirical estimates suggest that —given symmetry— rational agents make 

the quite plausible assumption that the probability of receiving a major perma­

nent shock, of either sign, falls with the magnitude of the earnings shock experi­

enced in the more recent past. In other words, the conditional density function 

must change to accommodate a decline in the conditional variance brought about 

by the realization of today’s permanent shocks. For instance, outside my trivial 

numerical example, it might be quite unlikely for a worker to be promoted every 

year (perhaps because employers face promotion costs), or to face a firm closure 

event for two consecutive years (unless bad luck is a very persistent process). The 

result of negative state dependence in the variance function can then capture the 

theoretical notion of uncertainty resolution over a worker’s labour market career.
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While this result could be somehow intuitively appeahng, when taken to the 

data it does not guarantee that the estimates wiU be consistent with the very 

obvious fact that the variance must be non-negative with certainty. Since the 

contribution of past shocks to the variance is negative, the only way to ensure 

positive conditional variances is to let the unobserved heterogeneity have a strong 

balancing positive effect on the variance function, or else my identification strat­

egy is bound to work only for small permanent shocks ,There fore ,  the role of 

unobserved heterogeneity in the variance function should be paramount.

Alternatively, it is perhaps possible that the linear ARCH  structure I have 

adopted is just a local approximation for a highly non-linear specification, where 

risk depends on features of the distribution of earnings that I ignore or am un­

able to characterize. In fact, lacking a structural model for the evolution of the 

conditional variance, a hnear ARCH  process is just one of the possible specifi­

cation one could use to measure stochastic risk. In other words, I cannot rule 

out the possibility that my results could be interpreted as signalling stochastic 

risk model misspecification rather than as portraying genuine features of, say, 

the functioning of the labour market or pay determination.

5 .2  P r e c a u tio n a r y  sav in g s an d  in su ra n ce

As said in the introduction, papers in the precautionary savings literature 

assume a relatively simple process for income. A very common assumption is 

that of i.i.d. income shocks; this is somehow inconvenient, as uncertainty is 

likely to be itself stochasticaUy determined. As suggested in section 4.1, one 

possibihty would be to estimate a stochastic process for risk (as my ARCH) and 

examine the optimal response to various reahzations in models that calibrate the 

behaviour of optimising consumers. In the remainder of this section, I illustrate 

the role that state dependence in the conditional variance function may have 

in a formal model of consumption choice. I stress that the analysis here is 

conducted on a very informal way, and it is not meant to be exhaustive. It is 

likely that only numerical simulations may shed clear hght on the interaction

a partial justification, only individuals with low unemployment are in my sample.
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between consumption choice and income risk dynamics and heterogeneity.

Consider Caballero’s model (1990) with exponential utility, u{c) =  

a certain and constant interest rate, r, and an income process defined as: yt = 

y t- i  4- ut (see chapter 1 ). This income process is slightly simpler than the one I 

estimated above, and is used only for analytical convenience. Suppose that the 

conditional variance of income shock can be modelled according to the ARCH (1 ) 

process: Et-i{u^) = Define also et =  — Et-i{u^) the innovation in

the conditional variance of income shocks, with the property that Et~i{et) = 0 . 

For simplicity, assume that et is i.i.d. Caballero shows that under these assump­

tions the Euler equation can be written as:

A c t  — — ^ -------h 2 ^ t - i { v h  +  ( 3 1 )

where 6 is the intertemporal discount rate, and vt is the consumption change 

innovation. Given the income process, it can be shown that the consumption 

innovation can be written as:

Vt = u t -  (0/2) I  e, (32)
1 -\-r — ^

The role of et can be made clear with the following example. Suppose et < 0, 

for instance because at time t — 1 the agent under-estimated income volatility 

for time t. Because perceived risk was high at time t — 1, in that period prudent 

agents saved more and consumed less, i.e. Ct-i was low relatively to ĉ . But at 

time t a negative variance innovation occurs and this suggests to consume more 

today, thus generating a positive consumption change between t — 1 and t. Note 

that the negative effect described above is higher, in absolute value, when 7  > 0 , 

i.e. when there is positive state dependence. Thus shocks to the variance reduce 

consumption growth, but such effect is attenuated by the possibility of negative 

state dependence.

Apart from this effect, state dependence in the variance function also affects 

the marginal propensity to consume out of the income shock. Let us consider 

the following expressions:
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E{vt\ut) = u t -  {9/2) —  Pute— Ut (33)
1 + r  -  7

i.e., the expectation of the consumption innovation given the income innovation. 

In this equation: p^e = is the correlation coeflScient between the income 

shock and the variance shock. As showed by Caballero, when income shocks and 

variance shocks are positively correlated {pme > 0 ), the marginal propensity to 

consume out of an income shock is smaller than in a model with i.i.d. income 

shocks. Moreover, the marginal propensity to consume is even smaller when 

7  < 0. Thus stochastic risk might explain the low propensity to consume out of 

unanticipated income changes that is usually attributed to liquidity constraints; 

the possibihty of negative state dependence in the variance function reinforces 

this conclusion, while positive state dependence makes it weaker. Finally, note 

that if income shocks and income variance shocks are uncorrelated, the standard 

certainty equivalence result obtains.

Consider now the precautionary saving effect. This effect is complicated by 

the presence of risk dynamics. Prom (5.2):

( .? )  =  («?) +  {0^4)

and using the fact that E t-i  (u?) =  crj +

Et-I (y^) =0-2 +  7«?-i +  (é'V4)

The impact of the conditional variance of income on the change in consump­

tion (as measured by |) ,  is not affected by the sign or magnitude of 7 , as can be 

seen from (5.4). However, from equation (5.5) it is clear that the sign matters 

for the effect of past shocks squared in the reduced form; in an ARCH model, 

the volatility of past shocks is a predictor for future volatihty (although past 

shocks do not help predicting future shocks). A shock at time  ̂— 1, of any sign, 

signals an increase (a decline) in the risk expected for time i if 7  > 0  ( 7  < 0 ), 

and therefore increases (reduces) the amount of savings needed for precaution­

ary purposes. Note also that precautionary savings may arise from at least three
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other sources: the constant component of the conditional variance of income 

<7  ̂ (the standard comparative statics result), the variance of the variance shock 

(cTg), and —provided Et-\{utet) > 0, as assumed by Caballero— the correlation 

between income shocks and income variance innovations. They all affect the con­

ditional variance of consumption. Of course, the strength of the last two effects 

will depend on both the sign and the magnitude of 7 . For instance, the effect of 

<jg on consumption will be smaller when 7  < 0  than when 7  > 0 .

A different problem is related to the divergence between the amount of income 

variability estimated by the econometrician and the uncertainty truly faced at 

household level. In fact, not aU the variance, conditional or otherwise, is neces­

sarily uncertainty when seen from the point of view of the household. One way 

of accounting for partial consumption insurance has been suggested by Banks, 

Blundell and Brugiavini (1997), and is a fruitful way to solve the problem of 

bounding measures of microeconomic uncertainty estimated from panel data. 

They suggest to test for the existence of partial consumption insurance by com­

paring the coefficients for the variance of the idiosyncratic shock with the co­

efficient attached to the variance of the aggregate shock in a standard Euler 

equation framework. Under the null of no insurance, they should be equal; if 

partial insurance does exist, the latter should exceed the former. A different way 

to assess the discrepancy of information between the household and the econome­

trician is to confront measures of uncertainty obtained via estimation of dynamic 

income processes with measures of risk recovered from subjective expectations 

data. Data on the subjective distribution of future incomes or the probability of 

future unemployment are now becoming available also for the US (in particular, 

the Survey of Economic Expectations and the Health and Retirement Survey), 

and have been used, among others, by Dominitz and Manski (1998) and Barski, 

Juster, Kimball, and Shapiro (1997). This is an interesting avenue for future 

empirical research.

6 C onclu sion s

140



I began this chapter with the consideration that for models of partial or gen­

eral equilibrium is important to measure microeconomic uncertainty. With this 

motivation in the background, I have presented an empirical strategy that allows 

to model the variance of income shocks as a stochastic autoregressive process; 

while there can be various ways to measure individual risk, I chose to focus on 

the variance of earnings innovation both for comparison with previous studies 

and because the variance is likely to proxy more accurately for uncertainty than 

other statistics of the distribution of earnings. I have showed that the autore­

gressive process for the conditional variance of earnings innovation is identifiable 

by combining information on the variance and the autocovariances at various 

length of earnings residuals in first difference. To discriminate amongst the var­

ious error structure presented in the literature, I construct a simple statistical 

test. In particular, I distinguish three traditional error structures: no perma­

nent component, a time-invariant permanent component, and a stochastically 

evolving permanent component (i.e., a martingale in levels). To account for the 

possibility that individuals with different education levels face different income 

processes, both at the mean and the variance level, I estimate separate income 

processes for three education groups I can distinguish in the population.

The results of my empirical analysis, conducted using generalized method of 

moments estimators of the type discussed in Arellano and Bond (1991a), are 

generally consistent with the previous empirical hterature: I find that simple 

models where permanent components are absent or fixed over time are rejected, 

and that the permanent component is more likely to follow a martingale pro­

cess. On the other hand, transitory unobservable changes in earnings, due to 

measurement error or genuine shocks, follow a serially correlated process with 

low persistence. My preferred specification for the rate of growth of individual 

earnings is ARMA{1,\), a finding that agrees with previous empirical studies 

conducted on the PSID.

Although I account for stochastic risk, it is fair to say that there are at 

least two problems that remain unsolved by my empirical strategy. The first is 

that transitory shocks are indistinguishable from genuine measurement errors;
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the second is that even in the presence of perfectly measured income part of the 

variability I measure is not necessarily uncertainty as perceived by the household. 

This happens because households condition on a richer information set than the 

econometrician (for instance, households can exploit insurance opportunities that 

are ignored by the econometrician). Nonetheless, I find that while changes in 

the variance of the transitory component do not seem to behave according to an 

ARCH  process, the variance of the permanent shock displays significant state 

dependence. Moreover, I find substantial heterogeneity when evaluating risk 

evolution across individuals. Such evidence weakens the conventional wisdom of 

treating microeconomic uncertainty as a parameter to estimate; my empirical 

analysis demonstrates that individual risk is more hkely to follow a distinct 

stochastic process whose properties ought to be carefully accounted for.

I find striking differences across education groups. Transitory risk is mainly 

explained by long-run differences across individuals, with deviations around in­

dividual trends being due to counter-cychcal economy-wide fiuctuations. Inter­

estingly, the latter are not important for the most educated, pointing out to 

unemployment risk being particularly important for individuals with little ed­

ucation. Permanent risk for the high-school graduate (the largest group in my 

sample) does not display idiosyncratic dynamics, while for the groups at the two 

extremes of the distribution of schooling the estimate of the ARCH  coefficient 

displays a negative sign. In other words, I find that for these groups permanent 

shocks in any given time period produce a dechne in the conditional variance 

of tomorrow’s permanent shock. One interpretation I have considered is that 

since permanent shocks are likely to occur at extremely low frequencies over a 

worker’s labour market career, they generates a zero-conditional mean preserving 

compression in the distribution of income. To put it more simply, the likelihood 

of being promoted or fired drops immediately after either event has occurred. I 

interpret this finding on the ground of uncertainty resolution.

Of course, I cannot rule out that the same result can be explained by model 

misspecification. I am particularly aware of the fact that my empirical findings 

may signal model misspecification. In fact, there is no theoretical background
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for microeconomic uncertainty. Lacking a well defined theoretical structure, a 

linear ARCH  specification is just a choice available amongst many, and has been 

adopted here essentially because of its tractability. It is perhaps possible that 

such structure is just a local approximation for a highly non-linear specification, 

where risk depends on features of the distribution of earnings that I ignore or 

am unable to characterize.
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Table lA
Descriptive statistics

Y ear N um ber N um ber N um ber o f N u m b er o f  in d iv id u a ls

o f  yearly o f  years in d iv id u a ls H igh -sch oo l H igh-sch ool C ollege

ob serva tion s d rop ou t grad uate gradu ate

1967 675 11 192 52 100 40

1968 717 12 157 37 92 28

1969 760 13 155 44 84 27

1970 809 14 146 34 90 22

1971 851 15 149 38 78 33

1972 933 16 129 34 68 27

1973 1006 17 119 42 47 30

1974 1089 18 102 22 50 30

1975 1157 19 100 23 52 25

1976 1242 20 107 25 55 27

1977 1329 21 68 11 37 20

1978 1352 22 56 17 25 14

1979 1398 23 53 14 25 14

1980 1422 24 47 13 24 10

1981 1460 25 100 29 47 24

1982 1400

1983 1337

1984 1270

1985 1227

1986 1177

1987 1128

1988 1076

1989 1031

1990 981

1991 933
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Table IB^^o

Descriptive statistics: log annual earnings

Y ear H igh-sch ool H igh-school C ollege

drop ou t graduate grad u ate

1967 9 .87 10.34 10.60
(0.59) (0.37) (0.60)

1968 9.94 10.37 10.69
(0.60) (0.38) (0.52)

1969 9.96 10.41 10.68
(0.59) (0.36) (0.55)

1970 9.95 10.41 10.68
(0.60) (0.36) (0.54)

1971 9.98 10.39 10.62
(0.55) (0.43) (0.66)

1972 10.00 10.42 10.68
(0.62) (0.45) (0.55)

1973 10.05 10.43 10.66
(0.58) (0.43) (0.55)

1974 9.89 10.37 10.62
(0.61) (0.46) (0.54)

1975 9.89 10.30 10.60
(0.69) (0.57) (0.51)

1976 9 .97 10.34 10.57
(0.67) (0.56) (0.68)

1977 10.00 10.36 10.63
(0.60) (0.48) (0.52)

1978 10.01 10.36 10.67
(0.66) (0.48) (0.48)

1979 10.00 10.33 10.63
(0.65) (0.52) (0.53)

1980 9.88 10.28 10.59
(0.69) (0.52) (0.55)

1981 9.83 10.26 10.59
(0.70) (0.50) (0.57)

1982 9.69 10.18 10.61
(0.83) (0.63) (0.52)

1983 9.78 10.20 10.61
(0.78) (0.62) (0.53)

1984 9.79 10.28 10.64
(0.77) (0.55) (0.52)

1985 9.83 10.28 10.68
(0.73) (0.58) (0.52)

1986 9.80 10.33 10.75
(0.78) (0.52) (0.49)

1987 9.85 10.35 10.80
(0.63) (0.52) (0.48)

1988 9.82 10.34 10.84
(0.69) (0.54) (0.47)

1989 9 .80 10.33 10.84
(0.67) (0.60) (0.50)

1990 9 .77 10.34 10.83
(0.75) (0.53) (0.51)

1991 9 .77 10.32 10.83
(0.65) (0.57) (0.53)

^^°Standard deviation in parenthesis.
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Table 2
The conditional mean of transitory shocks 

(Model A) 121

H ig h -sc h o o l H ig h -sc h o o l C o lle g e

d r o p o u t g r a d u a te g r a d u a te

A u to reg r .co efF . 0.1919
(0.0212)

0.2887
(0.0213)

0.2806
(0.0229)

A g e 0.0346
(0.0092)

0.0705
(0.0051)

0.1352
(0.0076)

Age^ -0 .0003
(0.0001)

-0 .0 0 0 7
(0.0051)

-0 .0 0 1 4
(0.0001)

S a r g a n  (p -v a lu e ) 0.147 0.445 0.249

m 2 (p -v a lu e ) 0.810 0.600 0.072

V a r ia n c e 0.1501
(0.0033)

0.0948
(0.0018)

0.0716
(0.0022)

N u m b e r  o f  o b s . 7,217 14,082 6,174

Asymptotic standard errors are reported in round brackets under the coefficient estimate. 
The Sargan test is robust to conditional heteroscedasticity. The m2 is a test for the null 
hypothesis of no second-order correlation in the residuals (Arellano and Bond, 1991). In table 
2 the variance is calculated using the formula reported in note 22.
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Table 3
The conditional variance of transitory shocks 

(Model A)i2i

H igh-school

drop ou t

H igh -sch oo l

grad u ate

C ollege

grad u ate

A R C H  coeff.

A sy m m etry

A ge

0 .0342
(0.0047)

0 .0024
(0.0005)

0 .0038
(0.0073)

- 0 .0 8 4 3
(0.0164)

0 .0025
(0.0006)

0.0651
(0.0045)

0 .0007
(0.0006)

0 .0 1 5 4
(0.0118)

- 0 .1 6 3 5
(0.0135)

0 .0018
(0.0005)

0 .0 4 4 3
(0 .0012 )

0.0010
(0 .0002)

0 .0243
(0 .0022 )

- 0 .1 2 3 9
(0.0053)

0.0012
(0 .0002)

Sargan  (p -va lue) 0 .083  0 .078  0 .338  0 .166  0 .2 5 1  0 .002

m 2 (p -va lu e) 0 .569  0 .632  0 .323  0 .5 9 4  0 .2 8 7  0 .510

N u m b er o f  obs. 6 ,661  6 ,661 12,966 12,966 5 ,723  5,723
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Table 4
The conditional mean of earnings^^^

GMM first differences OLS levels

High
school

dropout

High
school

graduate

College
graduate

High
school

dropout

High
school

graduate

College
graduate

First lag 0.1740
(0 .0237)

0.2684
(0 .0247)

0.2637
(0 .0260)

0.7877
(0 .0120 )

0.7835
(0 .0054)

0.8091
(0 .0072)

Age -0.0018
(0 .0003)

- 0.0011
(0 .0002 )

-0.0019
(0 .0002 )

0.0030
(0 .0066)

0.0057
(0 .0037)

0.0113
(0 .0049)

Age^ - 0.0000
(0 .0001 )

- 0.0001
(0 .0000 )

- 0.0001
(0 .0001 )

Wald test 
(d.o.f.)
(p-value)

200.82

(O.̂ OÔO)

229.19

( o ! o o ^ o )

102.72

( o ! o o ^ o )

127.95

(oBo^o)

180.42

( o ! o o ^ o )

55.96

( o ! o o ^ o )

Instruments y t - 2 , y t - 3

Adj. 0.1355 0.0955 0.0612

P-value reduced form 0.0000 0.0000 0.0000

Sargan test
(d.o.f.)
(p-value)

44.78
(44)

[0.439]

47.38
(44)

[0.337]

46.72

[o^.sk]

m2 test
{p—value)

0.647 0.423 0.103 0.042 0.277 0.000

#  of obs. 7,217 14,082 6,174 7,773 15,168 6,625

Asymptotic standard errors are reported in round brackets under the coefficient estimate. 
The Wald statistic tests for the null hypothesis that time dummies eire not jointly significant. 
The Sargan test is robust to conditional heteroscedasticity. The p-value reduced form reports 
the p-value of Wald-test that the excluded instruments in the reduced form are not jointly 
significant. The m 2 is a test for the null hypothesis of no second-order correlation in the 
residueils (Arellano and Bond, 1991).
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Table 5

The unconditional variance of income shocks^^^

W h o le  sam p le  H igh-school H igh -sch oo l C ollege

d rop ou t grad u ate  grad u ate

T ran sitory  shock  

P erm an en t sh ock

0.0685
(0.0037)

0.0117
(0.0023)

0.0998
(0.0080)

0.0192
(0.0062)

0.0645
(0.0051)

0.0102
(0.0028)

0.0413
(0.0072)

0.0066
(0.0030)

^^^Standard errors in parenthesis.
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Table 6

The identification of the ARCH  coefficients

T ransitory shock P erm an en t shock

H igh
sch oo l

d ropou t

H igh
sch oo l

grad u ate

C ollege
grad u ate

H igh
sch oo l

d rop ou t

H igh
sch oo l

grad u ate

C ollege
g rad u ate

P -v a lu e  reduced 0 .0748 0 .9038 0 .6747 0 .0000 0 .1709 0 .0000

form

A dj. E? exc lu d ed 0 .0007 -0 .0002 -0 .0003 0.0068 0 .0002 0 .0086

in stru m en ts

E stim a ted  au tocovarian ces E stim a ted  au tocovarian ces

o f  Ù^Vit+iVit o f 4- Vit+iVit +  VitVit-i )

L ag  order

1 - 0 .3 6 3 2
(0.0888)

- 0 .2 7 9 5
(0.0990)

-0 .2 1 7 3
(0.1730)

- 0 .2 8 0 2
(0.0581)

- 0 .1 0 1 3
(0.0190)

- 0 .0 8 1 4
(0.0338)

2 - 0 .0 1 0 4
(0.0356)

- 0 .0 4 7 4
(0.0308)

- 0 .0 4 5 1
(0.0600)

0.1532
(0.0428)

0 .0417
(0.0143)

0 .0490
(0.0297)

3 0 .0074
(0.0202)

0 .0013
(0.0068)

0 .0069
(0.0068)

- 0 .1 1 5 8
(0.0412)

- 0 .0 1 4 0
(0.0074)

- 0 .0 3 0 9
(0.0201)

4 - 0 .0 0 1 2
(0.0115)

0 .0082
(0.0071)

- 0 .0 0 1 9
(0.0019)

0 .0329
(0.0186)

- 0 .0 0 3 7
(0.0035)

0.0093
(0.0084)

5 0 .0064
(0.0113)

- 0 .0 0 3 6
(0.0063)

- 0 .0 0 1 7
(0.0025)

- 0 .0 0 3 6
(0.0166)

0.0023
(0.0031)

- 0 .0 0 0 5
(0.0011)

^̂ '̂ This table report the p-value of a test that the excluded instruments in the reduced form are 
not jointly significant and the adjusted R"̂  of the regression of the lagged endogenous variable 
on the excluded instruments. In the bottom, I report autocovariance estimates (standard errors 
in parenthesis).
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Table 7
The conditional variance of transitory shocks

H igh -sch oo l H igh -sch oo l C o llege

d rop ou t grad u ate  g rad u ate

A ge - 0 .0 3 1 0
(0.0207)

- 0 .0 3 6 0
(0.0155)

0 .0 3 5 2
(0.0281)

Age^ 0.0001
(0.0002)

0.0001
(0.0001)

0 .0 0 0 0
(0.0002)

F -v a lu e  t im e  d u m m ies 0 .0084 0 .0070 0 .6 2 5 3

F -v a lu e  person  d u m m ies 0 .0000 0 .0000 0 .0 1 7 0
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Table 8
The conditional variance of permanent shocks^^®

GMM first differences GMM levels

High
school

dropout

High
school

graduate

College
graduate

High
school

dropout

High
school

graduate

College
graduate

First lag -0.3755
(0 .0154)

0.1082
(0 .0384)

-0.1027
(0 .0030 )

-0.0689
(0 .0115)

-0.1547
(0 .0518)

-0.0258
(0 .0018)

Age - 0.0001
(0 .0005)

- 0 .0000
(0 .0002)

- 0.0000
(0 .0002)

-0.0046
(0 .0071)

-0.0050
(0 .0050 )

-0.0082
(0 .0028)

Age^ 0.0001
(0 .0001)

0.0001
(0 .0001)

0.0001
( 0 .0000 )

Wald test
(p—value)

0.027 0.227 0.036 0.199 0.171 0.000

Instruments pmt-4,pmt.- 5 pmt-3,pmt. - 4

Sargan test
fd.o.f.)
(p-value)

24.63

(((.% )

33.76

((j.% )

33.67

(0̂ .2^4)

35.31
(32)

(0.315)

36.45

(J.269)

25.73

(0%

mg test
(p-value)

0.383 0.021 0.322 0.011 0.012 0.221

#  of obs. 4,993 9,738 4,377 5,549 10,824 4,821

Asymptotic standard errors in parenthesis. The Sargan test is robust to conditional het- 
eroscedasticity. The Wald statistic tests for the null hypothesis that time dummies are not 
jointly significant. The mg is a test for the null hypothesis of no second-order correlation in 
the residuals. The variabile pm t-j =  +  Vt-jVt-j- i  +  V t - j - i V t - j - 2 -
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6
Conclusions

This dissertation has presented four empirical analyses aimed at testing the 

validity of the permanent income hypothesis (chapters 2 and 3), the fuU consump­

tion insurance hypothesis (chapter 4), and models for the conditional variance of 

income shocks (usually taken as a proxy for income uncertainty). To synthesise 

the results, I have found the following:

i) Because of lack of power, the Euler equation is perhaps not the appropriate 

theoretical locus where to find evidence for liquidity constraints; even in a sample 

of Italian households, notoriously affected by borrowing constraints and other 

imperfections in credit and insurance markets, the excess sensitivity test does 

not signal model mispecification once one controls for the stochastic structure 

of the error term using individual subjective expectations. Nonetheless, there is 

strong support for a precautionary motive for saving.

ii) When the data reveal individual superior information (for instance in the 

form of subjective expectations of future earnings), it is possible not only to 

to construct estimates of one’s unanticipated earnings changes, but also to dis­

tinguish between shocks of different nature (transitory and permanent). This 

is important because the theory predicts that the propensity to save out of an 

income shock will differ depending upon the nature of the shock experienced.
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The findings I report in chapter 2 are consistent with an extended version of the 

permanent income hypothesis that takes into account both liquidity constraints 

and precautionary savings.

iii) Consumption is mobile; between 25 and 45 percent of households in Italy 

move across quartiles of the distribution of consumption. In chapter 3 I have 

argued that consumption mobility can be interpreted a symptom of incomplete 

consumption insurance; this is simply because full insurance eliminates aU id­

iosyncrasies in consumption growth rates.

iv) Based on evidence drawn from the 1967-1991 PSID, a longitudinal dataset 

of US households, chapter 4 shows that transitory income risk fluctuates with 

aggregate shocks and is shaped by individual heterogeneity; permanent shocks 

occur very infrequently over the life cycle of an individual and once they do, the 

conditional variance collapses to the unconditional one. Also, income uncertainty 

declines with labour market experience, a fact that matches both intuition and 

casual observation.

In chapters 2 and 3 I have argued that there is a very rich research agenda 

based, on the use of subjective expectations in structural models of consumption 

behaviour. In particular, one can think of using the identification strategy pre­

sented in chapter 3 to run a nested test of five different models of consumption: 

the keynesian model, the full consumption insurance hypothesis, the life-cycle hy­

pothesis, the permanent income hypothesis and the precautionary saving model. 

If income is defined by the equations (11)-(12) of chapter 1 , the five models can 

be jointly tested within the following framework:

I s. \

Acit =  Qt -h (/? 7 (5 77 0)

£ i t - l

+  Vit

\  /

Based on the keynesian model, j3 =  — 7  =  6  > 0 and 77 =  0 =  0; for the 

full consumption insurance hypothesis, ^̂  =  7  =  6  =  77 =  0  =  0 ; for the life 

cycle hypothesis, 7  =  0 , ^ =  ^1 -  6  =  1 , 77 =  0  =  0 ; for the
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permanent income hypothesis: 7  =  0 , /3 =  5 =  1 , 7  =  ^ =  0 ; finally, for the

precautionary saving model: 7  =  0 , / ? =  5 =  1 , 77 =  and 6 = 1.

These are the obvious restrictions on the parameters arising from the differ­

ent theories, but other restrictions could be added to take into account some 

particular form of hquidity constraints, uncertainty on the date of death, etc. 

Up to my knowledge, nested tests of the five different models have never been 

attempted on microeconomic data. This is an interesting avenue of research that 

I intend to pursue in the future.

The results presented in chapter 5 also call for further investigation, both on 

the theoretical and on the empirical side. At present, the more important chal­

lenge to confront is probably to try to develop theoretical models where both 

the mean and the variance of earnings are characterized. In this sense, we need 

for the variance the same kind of theoretical development that is associated with 

the studies of Becker (1975) and Farber and Gibbons (1995) on the evolution of 

mean earnings. On the empirical side, it is probably worth assessing whether 

the between-group differences I found are capturing genuine features of the func­

tioning of the US labour market, in particular those related to the distribution 

of risk in the population. Moreover, it can be interesting to consider alternative 

empirical models of risk evolution, i.e. examining various models for the variance 

of income innovations to match what MaCurdy (1981) did for the evolution of 

the first moments of wages and earnings.
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Figure 1 : Fraction of households changing quartile, 1987-1995
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Figure 2: The distribution of working bourse, 1989-1995
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Figure 3: The median of log earnings, by education
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Figure 4: The interquartile range of log earnings, by education
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Figure 5: The variance of the permanent shock and the business cycle
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Figure 6 : The variance of the transitory shock and the business cycle
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Figure 7: The variance of income shocks and the life-cycle
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