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Abstract

Modern mobile communication systems require high stablility high resolution frequency 
sources able to change frequency at high speed under digital control. The high speed 

channel changing requirement can result from security requirements and the need for fre­
quency diversity to reduce the apparent effects of multipath fading.

For stability the signal source is invariably implemented as a phase locked loop (PLL) or 
indirect frequency synthesiser. This allows an unstable voltage controlled oscillator to be 
phase locked to a highly stable crystal oscillator by means of a control loop.

The requirements of high resolution and high speed channel change are conflicting and 

frequently lead to multiplexing two synthesisers to satisfy demanding system specifica­
tions. This results in a high component count and demanding isolation requirements be­
tween the synthesisers, leading to costly screening. An alternative technique to increase 
the performance of a single loop is a Fractional-N synthesiser switched by a EA modula­
tor.

The main limitations of EA Fractional-N loops stem from the need to implement the 
EA modulator in digital hardware. Digital multipliers and adders limit the reference fre­
quency of the modulator which limits the acheivable noise spreading performance of the 
synthesiser system. The need to operate at high reference frequencies also leads to a re­

quirement to truncate the EA loop filter coefficients to allow implementation as bit shifts 
which further degrades the noise response.

This thesis concerns the study of an alternative system where a modulator sequence is 

generated offline for each channel and stored in memory, making very high reference fre­
quency operation possible with highly optimised noise shaping. The increased exploita­
tion of the EA noise shaping would allow a single chip solution in many applications 

currently using dual synthesisers.
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Chapter 1

Introduction

1.1 Historical Background

To Mixer

Scieenjn̂^

Attenuators 
and Buffering 
for isolation

Attenuators 
and Buffering 
for isolation

PLL 
No. I

PLL 
No. 2

CommutatoB

Figure 1.1: Multiplexed synthesisers for frequency hopping.

Phase locked loops (PLL’s) have been in widespread use in commercial equipment since 

the seventies and are firmly entrenched as one of the standard building blocks of electronic 
design. Applications are diverse, the most well known perhaps being their use as local 

oscillators in communications equipment. Another widespread application is in television 
signal carrier recovery and they are also used in large digital systems for clock synchroni­

sation at the board level and generation of higher speed internal clocks within ASICs and 
CPUs, where GHz I/O would be problematic.

In the 50s, before the advent of PLL’s, the provision of a stable and accurate local oscilla­

tor was a great problem in the design of communications equipment, which was generally 
of the single superhet, or single intermediate frequency variety. In general, free-running 
LC oscillators were in use tuned by mechanical variable capacitors and inductors had to 
be switched to cover a wide tuning range. The main problem was one of thermal drift.

1



1.1. Historical Background INTRODUCTION

Heating and cooling of capacitors and inductors caused changes in the resonance of the 
tuned circuit, further exacerbated by the heat from thermionic valves and the long wiring 
to the necessary band change switch. This problem could be countered to a degree by 

the use of positive and negative temperature coefficient capacitors, but setting up such a 
design for low drift was frought with problems.

The advent of the transistor around the sixties did much to alleviate the situation of os­

cillator drift by reducing heat generation. Stability was achieved within a few minutes of 

switch on rather than hours for valved equipment, however the frequency was still prone 
to change by the ambient temperature of the surroundings. In addition a high resolution 
readout by mechanical means was a costly affair, requiring elaborate precision-gearboxes 
and dials between the manual dial and the variable capacitor. The problem of tuning a 
narrow band R.F. transformer in perfect unison with the local oscillator added to the man­
ual adjustment problems.

An improvement to the problems of resolution, stability and image rejection was to use 
a double superhet architecture, where two stages of mixing were used. A common ar­
rangement would be to have a first stage mixing with a crystal oscillator, with a number 
of switched crystals for different frequency bands to mix down to a constant lower fre­
quency band. A high first I.F. eased the RF filtering requirements allowing a wide band­
pass filter whilst a low second I.F. provided good selectivity. The output signal from first 

stage of conversion was a further mixing with the free running oscillator, which would 
now only have to cover a narrow band at low frequency which eased the problems of both 

calibration and stability. Such receivers were in general expensive to manufacture and 
still required hand calibration.

When the advent of integrated circuits the PLL became a perfect candidate for mass pro­
duction as it cured in one fell swoop the problems of stability, resolution and frequency 
readout and could be automatically manufactured with repeatable results and no man­
ual adjustment. Development of highly selective narrow band crystal and ceramic filters 
which also had high center frequencies led to a return to a single superhet architecture in 
many communications applications. Cheap mass production of high performance equip­
ment opened up a whole new realm of mobile applications. As demand for spectrum for 

mobile services increased and technology developed the push to higher frequencies led to 
more and more applications in the GHz range, the most widespread today being mobile 
telephony.



1.2. An example application, The DCS 1800 standard INTRODUCTION

At GHz frequencies there is considerable multipath fading of signals in an urban envi­
ronment due to the wavelength of these signals in relation to buildings. In addition the 

requirement to maintain communications in fast moving vehicles added to the problems of 
the communications link leading to the use of frequency hopping to provide frequency di­

versity. With the most demanding applications it was not possible to simultaneously meet 
the resolution and hopping requirements with a conventional single synthesiser. Present 

equipment generally overcomes this problem by using two synthesisers, one of which is 
re-tuning whilst the other is in use (figure 1.1.). Although the individual synthesiser re­

quirements are considerably lower this technique is costly and technically demanding due 
to the problems of isolating the active synthesiser from the re-tuning one and extensive 

mechanical screening and buffering is generally required.

This work concerns the study of a novel type of Fractional-N synthesiser, known as a 
stored-sequence Fractional-N synthesiser, which has particular advantages in the applica­
tion of frequency hopping mobile communications systems. The technique combines the 
increased tuning agility and resolution advantage of a traditional Fractional-N synthesiser 
with the noise shaping abilities of a Sigma-Delta (EA)Fractional-N synthesiser and the 
high reference frequency capabilities enabled by offline sequence generation. This en­
ables a very high spectral purity to be achieved simultaneously with fast channel switch­
ing.

1.2 An example application, The DCS 1800 standard

An example application, forming the original impetus for this work, which typifies the 
synthesiser requirements for a modern mobile communications system is the DCS mobile 

phone standard. Designs for this specification at present are invariably met using a dual 
synthesiser approach.

The table below summarises a few of the DCS requirements:

Tuning Range 1805-1880 MHz

Switching time 10fis
Timeslot Length 511/is
Channel spacing 200 kHz
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DCS mask specifications

-20

-4 0

-60

-80

-100

-120

-140

1

- I

L_

L.

1 spurious mas ( dBc

'HzI phasG noisG nl3-SK • • ; • • QoCy

i

0.5 1.5 2 2.5 3

Frequency /MHz
3.5 4.5

Figure 1.2: DCS specification masks.

In addition, figure 1.2 shows the specification masks for the phase noise and spurs at the 
output of a DCS transceiver. This represents a budget for spurious and phase noise for 
the complete transceiver system which means that the actual synthesiser specification will 
be somewhat more demanding, depending on the amount of this budget used up by the 
other system blocks, most notably the power amplifier where the issue of intermodulation 
distortion will be critical. The actual synthesiser tuning range will be at some offset from 
the receiver input or transmitter output frequency, dictated by the overall architecture.

1.3 Limitations of a single loop synthesiser

Figure 1.3 shows a block diagram and signal flow graph for a basic indirect synthesiser 

system. The design of an indirect synthesiser is little different from any other feedback 

control system with the same criteria used to determine stability and inverse Laplace 
transforms used to convert from the frequency to the time domain response. The loop 

filter is denoted by G(s) and determines the characteristics of the loop. Other branches of 
the signal flow graph are tabulated below:
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G(s)

N/N+1

<t>O

CÛo

Kp
i---►---- •---►----

G(s) Kv

-1/N

o

Figure 1.3: Block diagram and signal flow graph for a generic indirect synthesiser.

Kp =
Ky = 
N  =
1 / s  =

Phase detector gain in volts/radian.
VCO gain in radians/second/volt.
The ratio of the divider in the feedback path.
1/s factor to convert from VCO frequency to phase.

The phase detector is worthy of note due to it’s limited linear range of Att radians, which 
causes an effect known as cycle slipping to occur if the range is exceeded. Even if the 
phase detector range is exceeded the effect of cycle slipping can often be neglected as it 
is usually a small proportion of the total acquisition time.

To demonstrate the performance limitations of current designs, we consider an example 
design using a third order type 2 loop filter [1], which is invariably used in commercial 
PLL designs. This loop filter has a high frequency roll off of 40dB/decade. The reference 
frequency is determined by the channel spacing, which in the case of the DCS system is 
200KHz. A primary concern in the design of the loop filter is that the reference spurs due 
to the AC component of the phase detector output are adequately suppressed to prevent 
adjacent channel interference. Referring to the spurious mask of figure 1.2 a spur at this 
offset from the carrier must be below -30dBc.
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1.4 Fractional-N Phase Locked Loops

In order to raise the loop reference frequency whilst retaining a small step size, a non- 
integer divider is required in the loop feedback path. In fractional-N loops the problem 

of obtaining a fractional division ratio in the feedback path of the loop is addressed by 
toggling the ratio of a dual modulus divider in a cyclic fashion [1]. The actual division 
ratio is found from the average of the two fixed ratios, e.g. 8.75 could be obtained by 
dividing by nine three times and eight once. This makes it possible to obtain output 

frequency steps of less than the loop reference frequency, allowing a larger reference 
frequency which in theory allows a larger loop bandwidth to be used. The major problem 
with this approach is that spurs appear at the loop output, offset at the repetition rate of 

the dual modulus divider switching. Open loop compensation techniques have been used 
to cancel the spurs introduced by divider switching, but a spur level of -60dBc is typical 
of the best performance that can be obtained. A very low loop bandwidth could be used 
to ensure the loop only responds to the average division ratio, but this nullifies the agility 
advantages of the higher reference frequency.

1.5 EA Modulators

The EA modulator [2, 3]) is best known for its use in oversampling analog to digital con­
verters. Figure 1.4. shows a third order EA modulator architecture. For a DC input, the 
output bitstream has the same average value as the input over its limit cycle. Although the 

quantiser, in this ease, has only a one-bit binary output of either zero or one, the action of 
the feedbaek loop ensures that the average value of the output must equal the DC input.

The modulator, having at least one integrator in the forward path, exhibits a low-pass re­
sponse to the input signal and a high-pass response to the quantisation noise. This results 
in an output bitstream with reduced low frequency and increased high frequency quanti­

sation noise. This feature is most useful in fractional-N loops where the modulator can be 
used to drive a dual modulus divider for a particular average division ratio. The high pass 
filtering of the quantisation noise achieved by the modulator allows the remaining higher 
frequeney quantisation noise to be more readily removed by the loop filter. Because of the 
real time generation of the EA bitstream, this approach to implementing a fractional-N 
synthesiser has the following limitations:

1. Limited operating speed, due to technology restrictions on digital logic generating real-
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1-hi I quantiser

p/i| (+H ±)— K + H + )— r(± M + ) v(l)

Figure 1.4: Third order EA  modulator architecture

time EA bitstreams. Recent designs have reported operation up to 50MHz (refs. [4] to 

[5])
2. Restriction to integer weights. In order to achieve fast operation, the EA loop uses 

integer weights which results in short limit cycles and gives limited design flexibility. 
Similarly, the modulator resolution is limited by hardware constraints.

3. Non optimal weights fo r  each channel. The optimum weights required to minimise 
in-band tones at the output vary from channel to channel, a feature that would be difficult 
to incorporate in this architecture.
4. Stability is not guaranteed. It is difficult to predict the stability of the hardware EA 
modulator.

1.6 A new approach for fractional-N synthesisers

Figure 1.5. shows a new approach to the implementation of a sigma delta controlled 
fractional-N synthesiser [6, 7, 4]. Instead of fabricating a sigma delta modulator in hard­
wired logic a memory can be used to store pre-generated EA modulator output bitstreams 

for each of the required division ratios corresponding to each of the output channels. 

These can then be clocked out of the memory to drive the dual modulus prescaler division 
ratio.This avoids many of the limitations inherent in a fixed point logic implementation, 

but at the expense of having to store a pre-simulated bitstream for each channel.

One of the benefits of this approach is in the increased speed that the bitstream can be 
clocked out into the divider control input, which is mainly determined by the memory 
access time. By avoiding the inherent trade off between precision and speed found in the 
hardware adders and multipliers necessary in a conventional digital modulator it is pos­

sible to achieve both very high speed of operation and very high effective bit precision 
of the internal modulator circuitry. High precision is necessary to ensure long EA mod-

7
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Figure 1.5: EA  Fractional-N synthesiser based on memory stored bitstreams

ulator limit cycles which will repeat at a very low rate and thus have the maximum spur 
spreading capability due to the mostly noise-like characteristics of the output waveform. 
Higher speed operation pushes the quantisation noise even further away from the carrier.

The EA modulator is simulated offline with a different fixed input between 0 and 1 cor­
responding to the division ratio for each channel from N to N+1. The resulting output of 
the simulation is downloaded into an eprom on the hardware allowing the final synthesiser 
easier to obtain the same results in terms of resolution and EA noise shaping performance 
as if operating with a modulator with 32 bits or more of precision, but with an effective 
clock speed of up to ten times that of a conventional hardware implementation.

As DCS 1800 signals transmit or receive OMSK on a particular frequency for only a 577/zs 
time slot this makes it feasible to store a complete recording of the output sequence of the 
modulator to play back over this period of time, and in principle obtain an identical fi­

nal result to an actual modulator if the synthesiser is only to be used in this burst mode 
of operation. For a 200 MHz reference this results in a storage requirement of below 

128kbits/channel and for 400 200kHz channels to cover the DCS 80MHz range the re­
quirement is 51.2Mbits. Using a lower reference frequency results in a smaller storage 

requirement but also increases the bin size in the frequency domain, which will result in 
a smaller number of larger amplitude spurs at the modulator output. If the spurs can be 

filtered by the loop filter to an adequate extent to meet system specifications then there is 
no requirement for more speed and memory, but there is the inevitable trade off here with 
the synthesiser switching speed.
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1.7 Structure and Contents of Thesis

Chapter 2 provides a fundamental theory of frequency synthesiser operation presenting 
the direct and indirect methods. For the indirect method detailed analysis is given of the 

major loop components and the derivation of the control equations describing the closed 
loop system. The closed loop performance is analysed in the frequency domain and the 

time domain leading to a discussion of the design trade-offs inherent in the design of indi­

rect synthesisers. This leads to a discussion of the reasons for using Fractional-N methods 

to increase the performance of an indirect synthesiser and the limitations of conventional 
Fractional-N implementations.

Chapter 3 presents an introduction to Sigma Delta modulators and describes their fun­
damental advantages when used as the modulus controller for a Fractional-N loop. It is 
shown that despite the non-linear nature of the quantiser in the EA loop it is possible to 
derive useful analytical results relating the linear part of the EA system to the quantisa­
tion noise shaping. Finally loop filter design for modulators with arbitrary noise transfer 
functions is also discussed.

Chapter 4 presents a detailed description of the design and analysis of the new synthesiser 
using a stored noise shaping sequence approach. Coverage is given to the linear analysis 
of the synthesis loop, modelling of the sigma delta sequence spectra and combining these 
results using a narrow band phase modulation approximation of the switching noise in­

jected by the dual modulus divider switching.

Chapter 5 presents results from a hardware implementation of the new architecture and 
compares these with the results from simulations for a number of frequencies across the 

synthesiser output range. By a performance comparison of simulations of various pub­
lished architectures it is shown how the application of higher order noise shaping se­
quences combined with the new architecture allows much higher spectral purity and/or 
frequency hopping speed than alternative techniques.

Chapter 6 presents new results relating to the optimisation of sigma delta modulators 

specifically in relation to fractional-N synthesis applications. Recent published results 
allow a modified root locus technique to be applied to the nonlinear sigma delta loop in 

order to ascertain a design starting point for the loop filter for stable running under condi­
tions of zero input. From this initial loop filter the large signal stability of the modulator
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is determined by simulation for a range of DC inputs necessary for Fractional-N applica­

tions. It is shown that this allows a frequency-specific optimisation of the loop filter to be 
performed.

Following the synthesis of a range of fractional sequences across the band of operation, 
the second stage of optimisation consists of finding the optimum truncation length in or­
der to remove the effects of the finite length of the stored sequences. It is shown that 

this can be achieved using an auto-correlation of the generated sequences to measure the 

repetition length of all of the required fractional sequences. It is shown that by selecting a 

length which is the lowest common multiple of all sequence lengths across the band, the 
effects of the finite sequence length can be avoided.

Chapter 7 summarises the work and draws conclusions from the results gained. This is 
followed by a discussion of the system applications of the new architecture and some 
suggestions for future work.

10



Chapter 2 

PLL Systems Design

This chapter covers the design of generic phase locked loop systems, and uses techniques 

common to the design of all linear systems. Although some of the effects and system 
blocks present in a PLL system operate in a highly non-linear manner it will be shown 
that, for the extraction of certain key performance criteria such as loop filter suppression 
and lock time, assumptions can be made which in most cases allow highly accurate results 
to be obtained.

A study of the overall system performance will then be presented using the different 
classes of loop filter. This will develop a clear picture of how the global system perfor­
mance relates to the specification of this key subsystem.

The final part of this chapter introduces the concept of a fractional-N loop and shows how 

this technique can be used to increase the performance of the loop. In addition coverage 
is given to subsystems which are specific to this type of PLL synthesiser.

(3(s) Loop Filter response ^

Kp Phase detector gain in volts/radian.

Ky VCO gain in radians/second/volt.

N The ratio of the divider in the feedback path.

Table 2.1 : PLL system components

11



2.1. Phase locked loop systems PLL SYSTEMS DESIGN

l /N

G(s)

Kp Vp G(s) V, Ky W , 1/s

Figure 2.1: Block diagram and signal flow graph of a phase locked loop system

k = Number of forward paths

n = the kth forward path gain

A 1-E loop gains
+ non-touching loop gains taken two at a time 
- non-touching loop gains taken three at a time 
+ . . .

= A -  E loop gains touching the Ath forward path.

Table 2.2: Components of Masons Rule.

2.1 Phase locked loop systems

Figure 2.1 shows the major components of a phase locked loop system. The system com­
ponents are defined in table 2.1. It can be seen that the VCO is represented by a gain 

factor, Ky and also a 1/s term. This term serves to translate variations in VCO output 
frequency into phase and means that all loops are at least type 1 (7 integrator) regardless 
of the type of the loop filter. Kp is the gain of a phase/frequency detector which is the 
average differential output voltage divided by the phase difference between its inputs.

The transfer function of this signal flow graph is found using Masons rule, the general 

form of which is given by equation 2.1. The individual components of Masons rule are 
detailed in table 2.1. As there is only a single loop in the system the loop response can be 

written by inspection giving equation 2.2.

G{s) -- C{s) ^  E k T k ^ k  
77(g) A

(2 .1)

12
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Ms) _ ™  ( 2. 2)
M s )  1 +

The major points of concern in the design of such a loop are the loop filter suppression, 
which affects the suppression of noise and in particular reference frequency feed-through 

from the phase detector. In general increasing the loop filter suppression will require a 
lower loop filter cutoff which will narrow the loop bandwidth and reduce the acquisition 

speed of the loop resulting in a major design tradeoff. In addition in any feedback loop 
the problem of stability must be addressed. Stability of a linear system may be easily 

achieved by ensuring that all closed loop poles lie on the left hand side of the s plane, 
ensuring that all system poles have convergent responses.

2.2 Simple Loop Filter Acquisition and Tracking

With reference to equation 2.2, the simplest possible form of PLL system arises when 
the loop filter transfer function G(s) is set equal to one. This results in a first order type 

one system due to the VCO integrating action, with a response given by 2.3. This is a 
low pass response with a high frequency roll-off of 20dB/decade and a corner frequency 
of s =  KpKy/N.  The time constant of this first order system is given by equation 2.5, 
allowing the response to be rewritten as equation 2.4.

»(s) _  ^  _  M M

Or
1

(2.3)

(2.4)

Where

13
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2.2.1 First Order type One Phase Step Response

Each time the divider value N of the loop is changed this is equivalent to injecting a step

change in phase into the loop. The inverse Laplace transform of a unit step is 1/s, allowing
the Laplace transform of the step response to be written (equation 2.6). A partial fraction 
expansion of equation 2.7 yields the result of 2.8.

=  A(/)i (2.6)

(f>o{s) = A(/>— [— —%] (2.7)
T S S ~T ^

N  T T
(f)o(s) =  A 0 — [-----------— % ] ( 2 . 8 )

r  s 5 +  -

Inverse Laplace transforming 2.8 yields the time domain step response 2.9. And sub­
stituting the result for the time constant back in yields the step response in terms of the 
loop filter values 2.10. The time constant yields the amount of time taken for the loop to 
reach 63% of its final value of phase. Figure 3.23 shows the normalised time domain step 
response confirming the relation between time constant and acquisition time.

(f)o{t) = A(I)~[t — (2.9)

(j)o(t) = A(j)N[l -  (2.10)

M t )  =  M { t )  -  ^  =  M(.t)  -  A<f,[l -  e-(r')] (2,11)

The resulting phase error at the phase detector output is found by subtracting the output
phase referred to the phase detector node from the applied input phase. It is clear from 
equation 2.11 that as t tends to infinity the steady state phase error due to an input phase 

step is zero.

2.2.2 First Order type One Frequency Step Response

Of greater interest in PLL applications is the steady state phase error due to a frequency 

step or phase ramp. Equation 2.83 gives the input phase for a frequency step and its

14
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First order type one  loop s tep  response . T=1e-6

0.9

s  0.1

0.6

0.5

•■= 0.3

0.2
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T im e/seconds

3.5 4.5

X 1 0 “®

Figure 2.2: First order type One loop phase step response.

Laplace transform. The resulting system response is found from the product of the input 
phase and system response (2.13). Using the partial fraction identity of 2.14 allows the 
system response to be re-written as equation 2.15. Inverse Laplace transforming equation 
2.15 allows the time domain output phase to be written (2.16).

i{t) = Au)t

1 1

NAüü T  
(po{s) — ---------[— 4-

T  s '

T
S

N A ljo{t) = -  r^] =  NAüüit + r (e “ (rH _  i))

(2.12) 

(213) 

(2.14) 

(2 15) 

(2.16)
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Equation 2.17 calculates the phase error at the phase detector output as before. The steady 

state phase error is calculated from allowing time in 2.16 to tend to infinity. This results 

in the steady state phase error result of expression 2.18.

(2.17)

(/je(f) =  A u j t  — A u j { t  — t ) =  A uj t  =
A ujN
KpKv

(2.18)

Clearly the first order type one loop responds to an input frequency step with a finite phase 

error, which is clearly an unacceptable result for the majority of PLL applications. Further 

analysis for steady state response for a frequency ramp (parabolic change in input phase) 

shows that the resulting steady state error is infinite, which in explains the practical prob­

lems with such loops in acquisition and tracking. Figure 2.3 shows the resulting phase 

error transient at the phase detector output with Auj= 2 radians/second and r  =  l e  — 6s.

X 1 0 ' First order type one loop frequency step  response. t= 1 e -6  , A(o=2 rad/sec
2

1.8

1.6

1.4

I  ^
cr
c

■“  1
2

I  0.8

0.6

0.4

0.2

0
0.2 0.4 0.6 0.8 1 1.20

Tim e/seconds X 10'

Figure 2.3: First Order Type 1 Loop Frequency Step Response

Whilst the order of the passive loop filter can be increased, increasing the rate of roll off, 

this will do nothing to reduce the steady state error due to an input phase ramp and the 

same acquisition problems will be encountered. For these reasons passive loop filters are 

generally the last resort in certain high speed applications where active loop filters prove

16
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too difficult or unstable to implement.

To improve dynamic performance at least two integrators are required in the PLL control 

loop. With two integrators it becomes possible to track a frequency step with zero phase 
error or a frequency ramp with a finite error. This means an additional integrator must be 

provided in the loop filter in addition to the integration inherent to the VCO. One way of 
doing this is to use active loop filter incorporating an op-amp. This has the potential to 

combine the functions of integrator and loop filter. A higher order filter will also improve 
spectral performance due to offering increased suppression of reference sidebands.

2.3 Second Order type 2 loop Filters

Cl

R2

R1

R2

Figure 2.4: Second Order type 2 Loop Filter

Figure 2.4 shows the circuit diagram of a second order type 2 loop filter. The response of 
this circuit can be written directly from inspection giving the result of equation 2.19. The 
open loop filter gain clearly shows the open loop transfer function to contain a zero fre­

quency pole due to the integrator function and a single zero due to the high pass function.

V: R l
— [scR2 -f 1) (2.19)

17
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C2

R2

R2

Figure 2.5: Active filter for the third order type 2 loop

2.4 Third Order type 2 Loop Filters

Figure 2.5 shows the circuit of a third order type II loop active filter. This loop filter is 
a common choice as it offers a good tradeoff between loop agility, spur suppression and 
ease of analysis [1]. The transfer function of this filter is:

G f {s ) =
Rl Rl

(2.20)

1 /  SC2 R 2 +  1 +  sC\R2
SC2 R 2  1

C2.21)

G f ( s )
1 +  s[Ci +  ( 2̂ )%

sC\Ri  \ 1 +  SC2 R 2
(2.22)

which can also be expressed as:

1 8
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Where:

Gf {s) — —
STi

1 +  STs

.1 +  ST2.
(2.23)

n

T2
T3

R 2 C2

+  C2 )

Plots of loop gain KpKvG(s)/Ns, Tau3=1/10, T au1=250, Natural frequency=31.62
50

g- -5 0

-100

Natural frequency

0) -1 4 0

^ -1 6 0

-  -1 8 0

P o le-zero  map

o;!- •

- 0 .5  -

- 4 0

Real Axis

Figure 2.6: Open Loop Gain of Third Order Type 2 Loop Filter.

Figure 2.6 shows open loop bode plots and a pole zero plot for the third order type 2 loop 
filter. The design equations for the loop filter are derived by maximising the open loop 

phase at the frequency of zero open loop gain. This approach results in the most stable 
system for a given gain-bandwidth product. The Nyquist stability criterion states that for 
a feedback system there must be no frequency at which the loop gain is zero and the phase 
180°. The extent to which loop phase is below 180° at the zero gain frequency is termed 
the phase margin and gives a measure of the stability of the system.

The phase of the loop filter is calculated by summing numerator phase angles and sub­
tracting denominator phase angles:
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/.Gf{s) = — Y  +  atan{sT^) — atan{sT2 ) (2.24)

The integrator is expressed as a 7t/2 phase shift whilst the lag and lead phase angles can 

be combined by re-arranging the formula for the tangent of two angles:

Putting tan(a)=A and tan(b)=B,

A -  B
tania — b) =  ----- —  (2.26)

a — h = atan f  (2.27)
K l ^ A B J

Substituting for a and b,

A - B
atan(A) — atan{B) =  atan (2.28)

Giving a formula for the arctangent of the two phases. Applying this to 2.24 yields the 
following:

IG f {s) = +  atan ( (2.29)
2 V 1 +  J

To find the frequency at which maximum phase shift occurs in the filter the differential of 

the filter phase (2.29) is equated to zero:

Using:

d {a ta n  { I G f {s )))

du) 1 - f

d{atan{lGF{s)))  1
dUJ 1 I f W(T3-T2)1  4 -  (  ^ ( r 3 - T 2 )  \  

V l+ŴT2T3 J
2

(2.30) 

C2 31)

Expanding gives:
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d{atan{lGF{s))) ^ ___________ 1 +  2uĵ T2T3 +  ___________
duJ 1 +  2üj' T̂2Ts +  +  (J^rl +  2ŵ T2Tg +

Equating this derivative of the filter phase response to zero will find the frequency at

which minimum phase shift occurs through the filter. The right hand side of 2.32 must be
equal to zero if:

+  2(jĴ T2Ts +  1 =  0 (2.33)

Which is a quadratic in w .̂ This quadratic is solved to find the loop natural frequency 
when:

ujI = —  (2.34)
'T'2'̂ 3

The phase margin of the loop is given by:

Where Gl (s) is the entire loop gain KpKyGL{s)INs. IG l {s) is equal to the filter phase 
shift lG(s)  with the additional tt/2 constant phase shift due to the VCO integrating action. 
Substituting 2.34 into the equation for the loop filter phase(2.29):

 -1 -  ^  +  7T (2,36)

=  o^tan (2.37)

Substituting T2 = l/w^Tg from 2.34 into 2.37:

(f)PM = atan ^  ̂2  I (2.38)

Which gives a quadratic in T3 :

T3 -  -  E  =  0 (2.39)
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Where the roots are found in the usual way using:

roots -=
—b zh — 4ac 

2a
(2.40)

In this case a =  1, 6 =  2 tanc/)pm c =  ^ .  Equation 2.39 equals zero when:

1tan(f)pm

LÜr A

tancj)pm tan (f)pm T 1
ÜJ.A

LUri. UJi pm

Tg =
tan(f)pm — seccf)pm

UJr

(2.41)

(2.42)

(2.43)

(2.44)

As T2 = l/(w^Tg) the result for T2 is:

1
T2 = ujn{tan(f)pm H“ cSec0pj7i)

(2.45)

Allowing both T2 and to be found for any desired phase margin, 0^^. In order to 
determine ti the magnitude of the loop gain, |Gz,(s)|, is equated to unity at the loop 
natural frequeney, and T2 and Tg eliminated using 2.44 and 2.45. Substituting 2.23 into 

Gz,(s):

\ G l ( s ) \  -
KpKy 1 1 +
UJnN OJpTi \ 1+W^T#

\Gl {s)\

I Xttlllg A  =  tau(l)pm +  sec(()pm.

Kp K y
N ujI ti

1 I , f  ̂ '̂̂ p̂m~\~SeC(()prn \
^  " V Wn J

UJn (̂ÛTl0p77i -|-SCC<ppm̂ )

(2.46)

(2.47)
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K p K y 1 +  A2

1 +  ( F )

\ G l { s ) \  - -  

K p K y

K p K y
N ujI ti

(tCLTKppui SCC(f)puî

Letting this equal unity,

KpKy

Allowing the loop design equations to be written for ti and T2 :

K  K
R \C i — ÇtOj7l(f)pui S6C(ppruî

RoCo =
UJn{tOjTl(f)pm T" SCC(j)puî

Finding R 2 C 1 requires some further trigonometry;

R-2C 1 — Tg — T2 — --- tOiTL(j)pui "F S6C(̂ pj72.
1

tOiTKpp̂  ~f” SCC(f)p-ui

Which is reduced to:

R 2 C1 — —

R 2 C 1 — ---

tCLTKppyji 4“
1

COS(j)pm tCLTKppm

COS(j)p̂ tclTL(l)pfYi 4“ 1

Pf̂  COS(j)pm 

1

R 2 CI — —
UJr,

COS(f)pui

S'lTi(j)pjYi 4~ 1

tancppm +  cos]>pm.

COS(f)pm

COSCppjji COS(j)ppfitOjTl(j)pjji 4“ 1

R 2 CI — ---

R 2 C 1 — ---

Sin( j )pm  4 - 1 COS(f).pm

COSCpppfi SïTlCppirii 4~ 1

{sin(j)pm 4- 1)  ̂ — coŝ (j).pm

COS(j)ppfi(̂ SlTL(j)piji 4“ 1 )

(jJr
1 +  2sin(f)pm 4- sin^cppm -  cos^cppm

cos(ppyjiî siTi(pppYi 4~ 1 )

(2.48)

(2.49)

(2.50)

(2.51)

(2.52)

(2.53)

(2.54)

(2.55)

(2.56)

(2.57)

(2.58)

(2.59)

(2.60)
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R 2 C 1 = sin (ppm)
ujji coscppmî szncppm "F 1)

R 2 CI — — 2i(̂ sin(ppm(p̂  ~F sin(ppm))

R 2 CI =

COS(ppm(̂ SZn(ppm "F 1) 

Qitnncppm
UJr

(2.61)

(2.62)

(2.63)

In summary, the optimal response of the third order type 2 loop filter can be achieved 
using the following design equations:

K  K
R\C\  — " ( f " F  scccppm)

RoCo =
(jJri{t(in(ppm "F SCC(ppm) 

‘2itCLn(ppmR 2 CI =
UJr

(2.64)

(2.65)

(2 .66)

2.4.1 Closed loop response

The closed loop response is found by substituting the filter response (2.23) into the closed 
loop transfer function (2.2):

KpKv
ŝ ri

1+ST3
1+ST2.

1 1 KpKv 
 ̂ Ns^n

1 + ST3
1+ST2,

(2.67)

Which simplifies to obtain the phase modulation characteristic:

>{̂ )   Rp(po{^) (tan (p sec (p) s + uj\
Ncpi(s) NVpm{s) 8̂  +  UJn {taucp +  sec (p) §2 +  (j2 (tan c p s e c  cp) s uj^ (2 .68)
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Where is the loop natural frequency, (j) is the phase margin and N is the divide ratio in 

the feedback path. This third order low pass response has a roll-off of 40dB/decade at low 

frequencies. The EM response to the voltage variations at the VCO input can be found by 

referring this node to the input of the system and taking the output of the system in terms 

of natural frequency, equivalent to (/)a/s\

Phase tnodnlation resfKMise

FrcK|ueiwy/NaUiral Ffe<|imncy

Fraqiienoy Modiilalioti resfwnse

I

10-'

Figure 2.7; Modulation response of loop for phase margins of 30, 45 and 60 degrees.

K,
(2.69)

iU(, ( .S' )  

Nujj
4- Un{to.Ti(l) +  sec(f))s‘"

,S'̂  4- ujn[tan(j) 4- sec(f))s‘̂ 4- uj'^{tan(f) 4- sec(j))s 4-
(2.70)

The frequency modulation response (2.70) is a mirror of the phase response, with a high 

pass characteristic which rolls off at 40dB/decade at low frequencies. Figure 2.7 shows 

the normalised phase and frequency modulation response of the third order type 2 loop. 

As phase margin is decreased from 60" to 30" the peaks in the modulation responses grow.

2.4.2 Transient Performance

When the divider ratio in the feedback path changes this introduces a step change in fre­

quency into the loop at the divider input node. The closed loop transient response to this 

step is obtained by an inverse Laplace Transform of the closed loop phase modulation
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response (2.68).

Taking phase margin as 53.2° reduces the value of (tan (p +  sec (p) in 2.68 to 3. This as­
sumption gives realistic results for a range of other realistic phase margins for transient 
performance and allows simplification of the closed loop phase response 2.71. Splitting 

into partial fractions gives the result of equation 2.72 and taking the inverse Laplace trans­

form gives equation 2.73 which is the loop response in the time domain. This gives the 
phase error transient of equation 2.74.

M s )  ^  Scjgg +
N(pi[s) 4- 4- 4-

N
: A p

1 1 ÜÜr
+

M t )
N

-UJnt

pe(t) = A p -  = A p  1+UJnt-  (uJnt)^] 6

(2.71)

(2.72)

(2.73)

(2.74)

The transient response in terms of frequency rather than phase at the loop output is found 
from integrating the phase result (2.74) and multiplying by a factor of Auj/Ap  giving 
equation 2.83. The Auj/Ap  factor converts the input step to the system to a frequency 

step of Auj rather than a phase step of Ap.  Using integration by parts on equation 2.74:

r dv , f du ./ u —-dt =  uv — v — dt
J dt J dt

Making the following assignments, leaving out the A p  term for clarity:

du
(2.75)

u = 1 4" UJnt — -iOfi t du
dt

du ^ 2 , c—  — — 2uj^t — > V — -----
dt —u).

— UJn — 2uj t

—Ulnt

(2.76)

(2.77)

Allows an intermediate result to be written for the integral of the phase step response:

/  ~  — j  — l)d t  (2.78)

Performing integration by parts on the right hand section of this equation yields:

u ^ d t  - (ujnt"^  —  t i e
dt \  UJn

—  -  2t -  — ]
UJn UJr

(2.79)
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And collecting the exponential terms results in:

[  u ^ d t  = (ujnt^ -  - - t  -  —  (2.80)
J dt \  UJnt UJn Wn/

Cancelling terms and putting the A0 constant back results in:

J  (j)e{t)dt = A(f) (uJnt  ̂+ ( 2 . 8 1 )

This result is the integral of the phase response to an input phase step of A(/>. As the 

response to frequency is the integral of the response to phase it is only necessary to replace 
the A(f) term with Auo to obtain the phase response to a unit step of input frequency:

(f)e(t)dt = A uj (ujnt^ +  (2.82)

To obtain the equivalent phase and frequency step responses referred to the VCO output 
node the equations are scaled by the loop divider value. A worst case result for dynamic 
performance can be obtained by using the larger of the two N-divider values involved in 
the frequency step.

In order to obtain the transient response in terms of frequency instead of phase, the result 
for phase response is differentiated, the frequency being the time derivative of phase. 
Differentiating 2.82 gives the transient frequency response to a frequency step:

^  ^  ^  =  A .[ l  +  (2.83)

Figure 2.8 shows the normalised loop transient response in terms of frequency and phase 
at the phase detector. Used in conjunction with figure 2.7 generated from equation 2.68, 

the loop filter can be designed for an optimal trade between spur suppression and tran­
sient performance. It can be seen that an increased loop natural frequency results in faster 

channel switching but lower suppression of reference spurs and other signals in the loop 
which will lead to reduced spectral purity at the loop output. An additional overhead on 

acquisition time may occur in a real loop due to cycle slipping, which occurs when the 
phase difference at the phase detector input exceeds the limited ±27t wrap-around range.

2.5 Fractional-N synthesisers

When performance specifications cannot be met for both spectral purity and switching 
speed there is little that can be done with a conventional phase locked loop. Raising
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Figure 2.8: Third order type 2 loop response to a frequency step.

loop filter bandwidth to improve switching speed will only result in higher reference spur 

levels. Raising the reference frequency would move any reference spurs further from the 

carrier but this reduces the resolution of the synthesiser, leaving no solution if the required 

channel spacing is not equal to the loop reference.

Fractional-N loops are an attempt to overcome the problem of reduced synthesiser reso­

lution with increasing reference frequency. By switching the divider between two ratios 

in a cyclic fashion an average non-integer division ratio can be achieved as the loop does 

not respond instantaneously to the phase changes. This allows the reference frequency to 

be increased hence also the loop bandwidth. This allows either faster channel changing 

or higher spectral purity, or a combination of both, to be achieved.

n - bit A c cu m u la to r
M o d u lu s  co n tro l

T h re sh o ld
signal

se t th resh o ld

G (S)

N/N+1

^  R eset input

Figure 2.9: Basic single accumulator Fractional-N synthesiser

Figure 2.9 shows a block diagram of a basic fractional-N synthesiser. The primary addi­

tion to this system over a normal PLL is the digital accumulator clocked from the output 

of the feedback divider. The divider is arranged to overflow at some threshold, p, som e­
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where in its count range between 0 and 2̂  ̂- 1 .  This threshold is programmed by a parallel 

digital input word of width n. When the accumulator overflows, an overflow signal is out­
put which does two things. The first is to reset the accumulator to zero and the second is 

to switch the loop divider modulus from one to the other of its two integer values. The 
output frequency of this fractional-N loop is given by:

Font = {N + {p/q))Fref (2.84)

VCO

Divider
output

Accumulator
reset

ref

Figure 2.10: Fractional-N operation with 4/5 divider

Figure 2.10 shows a timing diagram of the operation of a fractional N synthesiser. In this 
example the two divider ratios are 4 and 5. Using three divide by 4 cycles and one divide 

by 5 one an average ratio of 4.25 is obtained. As is evident from the plot of the averaged
phase detector output voltage, Vpfd, the sawtooth phase error introduced into the loop is 

the main disadvantage of the fractional-N technique.

The peak value of the fractional-N phase sawtooth will be just below tt/ N  radians as ±7t 
of phase is available at the VCO end of the dual modulus divider. The frequency of this 
phase sawtooth will be Fref /p  where p is the reset threshold set for the phase accumulator. 
Combining this information with the closed loop transfer function allows an equation to 
be written for the worst case height of the fractional spurs at loop output:
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From equation B.16, the height of the Nth Fourier component of a unit peak voltage 

sawtooth is given by:

bn = - ( - ! ) ”+' (2.85)riTT
Thus the Nth harmonic of the fractional-N sawtooth has a peak phase deviation at the 

phase detector of:

2
A(f){n) =  4>pk{t)—  (2.86)

niT
Where A(j)[n) is the phase deviation of the Nth component of the sawtooth and ^pk{t) is
the peak phase of the time domain sawtooth at the phase detector node. The peak phase
deviation of the Nth harmonic of the sawtooth at the loop output is given by:

2.5.1 Fractional-N Resolution

On a standard integer-N synthesiser the achievable resolution at the loop output is equal 
to the reference frequency, as the loop output frequency is given by:

Font = N  Fref (2.88)

Without some way of fractional division there is no way of increasing the resolution of the 
loop without a smaller reference. For a single-accumulator Fractional-N loop, where the 
divider ratio is switched each time a digital accumulator overflows, the output frequency 
is given by:

Fout — JV +  ^ (2.89)

Where the divider can switch between N and N+1, q is the size of the accumulator clocked 
by the output of the loop divider and p is the value the accumulator increases by on each 
rising edge of the divider output. The accumulator will on average overflow p/q of the
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divider input cycles. A more generalised equation for other switching schemes might be:

Fout — {A N  +  1 +  B N ) Fref (2,90)

Where A and B are the number of times the dual modulus divider divides by N and N+1 

during a complete division cycle for a particular output frequency. Fractional loop reso­
lution is in principle infinite as any average value of division between N and N+1 can be 
achieved, given a sufficient cycle length. Therefore if a SA modulator is used to switch 
the divider this will determine the loop output resolution.

The number of quantiser bits in the sigma delta only determines the quantisation noise 
added during the A/D conversion as the negative feedback will always cause the output to 
be a pulse width modulated version of the input. Internal data path resolution determines 
the discernable resolution at the input, and hence the resolution of the modulator. In a 
frequency hopping system, provided the length of the time slot is large compared with 
the length of the modulator conversion cycle, then there will be no restriction on the 
achievable output resolution other than the modulator data path.

2.6 Sources of Spurii

There are various sources of spurii in the system which affect the requirements of the 

main loop filter and any additional RF filtering at the VCO frequency. Points of particular 
note for fractional-N loops are phase detector aliasing and spurs due to the periodic phase 
steps caused by divider switching.

1. Reference Spurs

With all phase locked loops there will be the problem of suppressing the AC component 
of the phase detector output. The pulsed nature of the output gives rise to phase mod­
ulation of the loop at the reference rate, causing sidebands to appear at the loop output 

offset at the reference frequency. The level of these reference sidebands will be dependent 

on the closed loop phase modulation response, shown by figure 2.7. In general the loop 
reference should be at least hundred times higher than the loop natural frequency. This 
guarantees a reference spur suppression of at least 55 dBc, although many applications

31



2.6. Sources of Spurii___________________________________________ PLL SYSTEMS DESIGN

require far more than this.

2 Fractional-N spurs

In a Fractional-N loop the periodic switching of the divider gives rise to a 27f phase error 

at the divider input, which will phase modulate the loop giving rise to fractional sidebands 
at an offset from the carrier corresponding to the repetition frequency. For a single accu­

mulator fractional-N there is an obvious trade-off between resolution and fractional spur 
level, as the closer the synthesised frequency is to an integer multiple of the carrier, the 

more reference cycles will be required to overflow the accumulator and switch the divider.

3. Sigma Delta Spurs

With a EA Fractional-N loop, the fractional spurs are dependent on the spurs at the EA 
modulator output, as the modulator directly modulates the loop by means of the divider 
switching. The highly non-linear nature of the modulator results in components at the EA 
modulator output which are the intermodulation products of the reference frequency and 
synthesised fractional divider output. Figure 2.11 shows a modelled output spectrum of 
a 3rd order EA modulator controlled fractional loop, with significant spurious products 
labeled due to the modulator. The spectrum of the EA modulator output is referred to 
the loop output by the appropriate closed loop modulation response (equation 2.68). The 
NBPM can be approximated as a linear modulation system by a simple scaling of the 

amplitude of the modulator spectrum.

5. Phase Detector Aliasing

The phase detector of a synthesiser can alias components at its input into the loop band­

width due to the its inherent sampling action. A component entering the phase detector 

at Fref — A F  will appear at the phase detector output aliased down to A F  due to under­
sampling. This does not result in a problem which directly affects system design but any 
unwanted signal finding its way into the phase detector, for example via the power supply 

lines, will be subject to aliasing in this way. If after undersampling the aliased component 
falls within the loop bandwidth the loop filter can do nothing to prevent the loop being 
phase modulated.
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Figure 2.11: Spurs due to EA  modulator referred to the loop output.

2.7 Aided Acquisition

One PLL technique for improving the compromise between tuning agility and spectral 

purity is known as aided acquisition. This technique reduces tuning time by applying a 

near-correct voltage for the required output frequency directly to the VCO tuning input 

after the loop filter. The loop then acquires lock naturally over the small remaining offset, 

saving the time which would be taken for cycle slips and natural acquisition. The aided 

acquisition voltage is applied directly at the VCO input, allowing a very fast change in 

frequency.

The disadvantage of this technique is the further complexity involved, although the amount 

of extra hardware is small, involving a memory and a DAC in its most simple form. A 

point of great concern is keeping noise out of the sensitive unfiltered VCO input. As this 

input will need to have a minimum of filtering to perform fast VCO tuning. Any noise 

appearing at the VCO tuning input will directly phase modulate the VCO. Where a DAC 

is used to apply the tuning voltage, any digital clock should be turned off after the aided 

acquisition is complete, leaving the stored value from the memory lookup table on the 

DACs input register.

The graphs of Figure 5.13 show acquisition for an example synthesiser with 250 kHz
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Initial Frequency Offset Frequency Offset at 10 /is Phase Offset after 10 /zs at VCO.

60 MHz 2 kHz le-2 Radians

20 MHz 1 5kHz 3.2e-3 Radians

10 MHz 500 Hz 1.5e-3 Radians

5 MHz 173 Hz 8e-4 Radians

2 MHz 70 Hz 3.15e-4 Radians

1 MHz 35 Hz 1.6e-4 Radians

500 kHz 17 Hz 7.9e-5 Radians

100 kHz 3.47 Hz 1.6e-5 Radians

Table 2.3: Acquisition tolerance against initial frequency offset.

natural frequency. The graph shows that a 15 MHz hop to within 500 Hz and 0.1 de­
grees takes around 10 ^s assuming there is no cycle slipping. Assuming that a 15 MHz 
frequency step at the loop output does not result in exceeding the phase detector range, 
then course pre-steering to within this range can in theory be used to achieve acquisition 
in a similar timescale across the synthesiser output range, by restricting the worst case 
initial frequency offset before the exponential pull-in under the natural synthesiser loop 
characteristic.

To illustrate how the lock time varies according to the size of initial frequency offset, 
modelled acquisition tolerance for the same synthesiser after 10 /xs is shown in table 2.7 
for various initial frequency offsets Figure 2.12 plots these results.

Although for a fixed time the pre-steering provides a large reduction in phase and fre­
quency offset, when comparing the time to acquire lock to within 2 kHz the gain does not 
appear to be as large due to the exponential nature of the acquisition. The 60 MHz offset 
takes 10 /iS to achieve this result and the 10 MHz offset takes 8.7 /zs, a reduction of only 

10 per-cent in the tuning time despite such a large reduction in the start offset. From this 
it appears that dividing the initial offset by a factor of 6 has resulted in only a 10 per-cent 
reduction in tuning time, decreasing this initial offset by a further factor of 6 to 1.66 MHz 
results in achieving the 2 kHz in 7.33 fis.

Plotting the lock time to within 2 kHz for a number of initial offsets for the 250 kHz loop 
gives an indication of the relationship between lock time and the accuracy of any pre­
steering (Figure 2.13). From this it is clear that for an appreciable speedup the accuracy
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Figure 2.12: Acquisition after \Ofis for various initial frequency offsets.

would have to be very high, as an initial offset in the 100 kHz range is required to reduce 

the tuning time to 2.5 /zs with this particular loop frequency. This kind of accuracy would 
require an adaptive system where the tuning voltage for each required frequency is loaded 
into memory at system startup and refreshed throughout use, to counteract component 
drift. The table below shows these plotted results for the loop dynamics.

Initial offset (Hz) Time to within 2 kHz, (/is)

100c6 10.4

60e6 10.03

10c6 8.7

6e6 8.316

lc6 6.929
lOOeB 2.55
10c3 2.54

Table 2.4: Table of initial offset against time to reach fixed frequency offset.
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Figure 2.13: S A  Time taken for a 250 kHz loop to acquire to within 2 kHz for various initial 

offset frequencies.
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Chapter 3 

Properties of EA Modulators,

3.1 Sampled Systems

This section gives a general coverage of the properties of sampled systems and goes on to 

develop the arguments for the advantages of high oversampling ratios. This is developed 

further to show the further compelling advantages of oversampled sigma delta techniques 

in signal processing applications.

3.1.1 Quantisation Noise

(a ) (b)

A=2

y=G x+c

A/2 P(y)
Inpul R ange

-A /2

Input R ange = +/- 6

Figure 3.1: (a) Uniform multilevel quantisation characteristic represented by gain G and error e. 
(b) Gain G is arbitrary with single bit quantisation.

Figure 3.1 (a) shows an example quantisation characteristic which rounds off a continuous 

signal -V to odd integers which lie in the range ± 5 . In this example the level spacing
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A is 2, and the quantised signal y can be represented by the straight line through the 

characteristic, Gx and an error factor e, i.e,

y = Gx + e (3.1)

If the input signal stays within the range ±6 then the quantiser will not saturate, and the 

error e will have a bound of ±A /2 . In the case of the single bit quantiser characteristic of 
figure 3.1 (b) the peak error is also ± A /2  although the gain factor G is arbitrary.

The quantisation error is completely defined by the input signal. If the input signal 

changes randomly between each sample by an amount comparable to A then the error 
between samples will not be strongly correlated. Hence the error will have equal proba­

bility of lying anywhere in the range ±A . Making this assumption, of a constant noise 
probability density function P{y), allows the quantisation error to be represented as a ran­
dom noise which is largely independent of the input signal. This can then be used to 
specify the quantiser dynamic range in terms of the number of bits.

Many real-world signals are sufficiently random in nature that the random quantisation 
noise assumption yields useful results. However, if the input signal is stationary or has 
a constant periodicity the quantisation noise will be strongly correlated with the input, 
leading to a more pronounced visibility of the quantisation distortion. The use of more 
levels of quantisation or higher sample rates will often reduce the apparent effects of this 

distortion.

Equation 3.2 gives the mean squared noise voltage or noise variance assuming random 
quantiser noise.

2 .  /I f -  _
=  Â  / - A /2  =  l 2  (3 .2 )

3.1.2 Oversampling

Figure 3.2 (a) shows the one-sided spectral distribution of quantisation noise of a band- 
limited signal sampled at the Nyquist rate. When a quantised signal is sampled at Nyquist 
rate, all of the quantisation noise power folds into the band 0 < /  < /g/2. The mean 
square quantisation noise power can be written as the integral of the mean square 
noise power per Hz PSD{e^^g) integrated over the whole frequency band;
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Figure 3.2: Power Spectral Density of Quantisation Noise in Band Limited Data, (a) Sampled at 

Nyquist rate, (b) Four Times Oversampling, (c) Oversampling with Noise Shaping.

=  PSD(el^JdfJo
(3.3)

As the one-sided noise spectral density assumes all power is in the range 0 <  /  <  inf, 

the quantisation noise spectral density PSD(e,rms)  is double that of the double sided 

representation. 3.4 gives the power spectral density of uniformly distributed quantisation 

noise in terms of the quantiser step size and sampling frequency [8]. From this we can 

see that increased reference frequency or reduced step size both reduce the noise level. 

Doubling the reference frequency will reduce the noise power density by 3dB, whilst 

halving the step size results in 6dB reduction. Therefore doubling the reference frequency 

will increase the resolution by half a bit.

A'
(3.4)

A G/,
Figure 3.2 (b) illustrates the effect of multiplying the sampling frequency by four. A l­

though the noise bandwidth is four times larger the noise density is reduced to a quarter 

of the Nyquist value. In A/D applications this is a distinct advantage as only the baseband
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up to fi) is retained after conversion. This allows digital processing to be performed at a 

greatly reduced data rate and reduces the noise in the required baseband.

Sampling at a rate higher than Nyquist is Oversampling where the oversampling ratio 

(GSR) is defined as

" ■ ™ - è
(3.5)

where /.s and f], are the sampling rate and baseband bandwidth. In order to de-correlate 

the quantisation noise with the input signal a dither or random noise signal is often mixed 

with the signal to be converted. This will add some additional noise to the signal but may 

increase the Spurious Free Dynamic range (SFDR) of the conversion by whitening the 

quantisation noise spectrum. Assuming the dither signal is sufficiently large to decorrelate 

the quantisation error the baseband noise power of an oversampled system is given by

<î = 0  e u ) 4 f  =
./o O S #

(3.6)

Figure 3.3 shows a comparison of an oversampled sinusoid power spectral density using 

a real one bit quantiser and an equivalent noise source. Although the mean noise levels 

are roughly the same this serves to illustrate the input dependent nature o f  the distortion 

caused by the quantiser. Although oversampling has been used, particularly severe distor­

tion has been caused by the use of a single bit quantiser in this example. The rest of this 

section will show how by the use of oversampling and noise shaping the dynamic range 

may be increased without an increase in reference frequency.

S»ttwl ThftMigh Single Bit Ouantisef A » 2V. Sinewave lnp*il 0 6V Signal Throtigh Random Noise Quantiser Model & = 2V, Sinewave Input 0.6V

Fre<juef>cy ixxmalised to nyquist Fre<iuency normalised to nyquist

Figure 3.3; Comparison of Sinusoid Power Spectral Density through a one bit quantiser and with 

equivalent noise added.
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3.1.3 Dynamic Range

Signal to noise ratio (SNR) is defined as 10 times the logarithm of the power ratio or 20 
times the logarithm of the amplitude ratio of the largest and smallest representable signals 

in the system.

For an analogue system the dynamic range is defined as the ratio of the largest signal that 
can be represented without clipping to the smallest detectable signal. The largest repre­
sentable signal is often determined by the power supply rails whilst the smallest signal is 
determined by how much noise or interference is present.

For a digital system the largest representable signal is usually determined by the power 

supply of the A/D or D/A, i.e, if an eight bit 2’s complement A/D operates from a 5 V 
power supply the largest analogue input signal will be 2.5 V. A 2.5V signal will be repre­
sented as 11111111 and a -2.5V signal as 00000000. Any input signal above 2.5 V will 
still be represented by 11111111 and clipping will be occurring, so the largest possible 
AC input signal will be a 2.5 V sine wave, with a 2.5 V DC offset. The smallest repre­
sentable signal has the same power as the quantisation error.

Using an N bit DAC with a power supply of V volts and assuming sinewave signals, the 
largest RMS input voltage is given by:

V  1 2(^-^)A

And the smallest rms signal voltage is given by:

W ( r m . )  (3-7)

A
^ M IN {r m s )

And the dynamic range is 20 times the log of the ratio of these two rms voltages:

{SNR)dB = 20[(V — l)/opio(2) 4- =  6(A  ̂— 1) 4- 1.76 (3.10)

This provides an expression for signal to noise in terms of the number of quantisation 
levels. With a large number of bits adding another bit will increase signal to noise ratio 
by approximately 6dB.
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3.1.4 Noise Shaping

Noise Shaping Filter

U(s)X(s)
Y(s)G (s)

quantiser 
noise node

Figure 3.4: Shaping Quantisation Noise by means of a feedback loop and loop filter.

By embedding the quantiser in a feedback loop with suitable filtering it is possible to 
shape the quantisation noise away from the location of the baseband signal. Clearly with 
an oversampled system there is much scope to move noise into the unused part of the 
spectrum between the top of the baseband fb  and half the sampling frequency f s / 2 .

Figure 3.4 shows the means of shaping quantisation noise using a feedback loop and fil­
tering. The quantiser has is shown as additive noise to allow the shaping of the noise to 
be analysed, although as discussed previously this noise will seldom be truly white. By 
using Masons rule of equation 2.1 the noise shaping loop can be defined with a signal 
transfer function (STF), the transfer function between the signal input port and the output 
port, and a noise transfer function (NTF) which is the transfer function between the noise 
input port and the output port.

The STF of the system is written:

H s t f (s)

And the NTF:

Y{s) H{s)
X(s)  1 +  H{s)

(3.11)

y (s)  i w
N{s)  1 4- H{s) 

If a highpass function is desired for H n t f {s)

(3.12)

H n t f (s) —

ujc -F s
Then the required loop filter H{s) can be found from

H{s) = ^  -  1 =  - 1  =  ^
H n T F  S s

And the resulting STF is

(3.13)

(3 .14)
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s UJr (3.15)
1 +  ^  S UJq

This results in a highpass transfer function between the noise input port and the output 
and a lowpass transfer function between the signal input and the output. Both STF and 

NTF will have a 20dB/decade rolloff with the STF having little effect on the input signal 

if the cutoff ujc is far enough above baseband.

The input signal effectively passes through the modulator unaltered as the action of the 

feedback loop attempts to minimise the difference between Y(s) and X(s). As a result of 
the limited number of quantiser values the quantiser is switched at a high rate in order 
to minimise this difference, the maximum rate being dependent on the rate of sampling 
of the quantiser input. Hence the output consists of the original input signal with the 
superimposed high frequency quantiser noise. As the input is also being oversampled it 
is possible to filter out the unwanted high frequency noise as in the case of figure 3.2 
(b). Figure 3.2 (c) illustrates how the noise has been high pass filtered by the sigma 
delta (EA) loop which allows more of the noise to be removed by subsequent low pass 
filtering. Figure 3.5 shows the resulting noise and signal transfer functions for this first 
order modulator.

Pow er dB W /H z

2

Tz T

Figure 3.5: Signal and Noise transfer functions for First Order Sigma Delta Modulator

3.2 The First Order Sigma Delta Modulator

The proposed Fractional-N loop is to have its dual modulus divider controlled by EA 
modulator output waveforms, with average DC levels appropriate to the required division 
value. Referring to figure 3.7, the simplest form of digital sigma delta modulator consists
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first Order Morjtilalor Single tut quantiser A = 2V. Sinewave Input 0.6V First Order Mod Jator Single bit r^iantiser A « 2V. Sinewave Input 0.6V

Frerpjency norrnaliserl to nyquist Frequency normalised to nyquist

Figure 3.6: First Order Modulator Simulation with single bit quantiser and additive noise model. 

Input sinewave amplitude = 0.6V, Quantiser A = 2V.

l-b it qu an tiser

Figure 3.7: A first order Sigma Delta Modulator

of a feedback loop with an integrator, or accumulator, and a single bit quantiser in the for­

ward path. A delay of one sample is included in the feedback path to avoid contention [2].

The input signal, X, which has range of 0 to 1, enters the modulator through the summing 

junction and passes through the integrator to the quantiser, which for a one bit sigma delta 

is a simple comparator. The integrator output is compared to some reference level, in this 

example 0.5. If the accumulator value is larger than 0.5 then the feedback into the input 

summing node is 1, which will tend to reduce the accumulator value. If the accumulator 

output is smaller than 0.5, the feedback signal to the input summing node is 0, which will 

allow the accumulator value to increase.

The action of the negative feedback ensures that the average modulator output over time 

equals the input value. In other words, the modulator output is a pulse-width modulated 

representation of the instantaneous input value. The time domain operation of the simple 

modulator for DC inputs of 0.25 and 0.53 is shown in figure 3.8.

Figure 3.6 shows the simulated output spectrum of the first order sigma delta modulator
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Error at input summing node Error at input summing node

Integrator output

Quantiser output

Integrator output

Quantiser output

Figure 3.8: First order modulator operation for inputs of 0.25 and 0.53

for 32768 samples with a DC input. The first plot models the quantiser using the approach 
of figure 3.9. The -20dB/decade integrator suppression on the sigma delta quantiser noise 
to be clearly seen. The simulation with a real one bit quantiser clearly shows the pro­

nounced periodicity in the output bitstream, caused by the non-linear quantiser element.

n(n)

b[n] y(n)

Figure 3.9: Modelling Sigma Delta noise suppression with an additive noise model.

By analysis of the additive noise model of figure 3.9 a discrete-term equation can be 

written relating the modulator output, Y[n], to the signals at the input node X[n] and the 
quantiser noise node Y[n]. Z transforms are used to convert from the discrete time domain 
model to the z-domain frequency response model:

a[n] = x[n] — y[n — 1] — A{z) = X(z )  — z ^V(z)

b[n] = a[n] +  b[n — 1] — > B(z) = A{z) +  z~^B{z)

B{z){l  -  =  A{z) —  ̂ B{z) = j ^ A { z )
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y[i}] =  b[n] +  n[7i] —  ̂ Y(z)  = B(z)  + N{z)  = —^ —A(z)  +  N(z)
z — 1

y ( z )  =  — X ( z ) - z - ^ y ( z )  + A T ( z )

Y{z) 1 +
z -  Ij z -  1% (z) +  7V(z)

]'(z) = ( l - z - i ) N ( z )  +  A'(z)

(3. IS))

(3.20)

(3.21)

(3.22)

(3.23)

Signal Through Single Bit Quantiser A = 2V, Sinewave Input 0.6V

-20

-4 0

Q. -8 0  -

- to o  -

-1 2 0  -

-1 4 0  -

10 10
Frequency normalised to nyquist

Figure 3.10: Eirst order modulator spectrum compared with Noise Transfer Function.

Equation 3.23 shows that the input signal is sampled and passed through the loop unal­

tered and the noise at the output is given by (1 — z"^) 7V(z). Figure 3.10 shows a simu­

lation of the first order sigma delta modulator using an equivalent random noise source. 

Input to the modulator is a sinewave of 0.6V amplitude. The noise transfer function of
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3.23 is plotted on the same axes confirming the theory. By cascading the integrators be­
fore the quantiser much greater high pass filtering of quantisation noise can in principle 
achieved. For three integrators in series the relation of output signal to the inputs would 

be:

Y(z)  = [ l - z - ^ f N { z ) + X ( z ) (3.24)

In practice this configuration would result in instability due to the quantiser. A practical 

structure for a third order modulator is that of figure 3.11 where the a and b feedback 
coefficients will be somewhat more than one to increase the negative feedback and ensure 
stable operation.

The shape of the noise suppression response is determined from the relative proportions 
of output fed back to the inputs of the three quantisers, whilst the stability of the sys­
tem can be controlled by the loop gain. With a totally linear system it is a simple matter 
to plot the poles of the closed loop system and determine stability. A stable feedback 
system will have all of its closed loop poles on or within the unit circle of the z plane. 
Due to the presence of the integrator in the sigma delta loop, traditional linear methods 
break down and the maximum loop gain for stability is often determined using simulation.

Considering the quantiser as an additive noise source. Masons rule can be applied to the 
resulting linear system to determine the third order sigma delta noise suppression, or noise 

transfer function (NTF):

1-hil quantiser

p/q —(+H+)— rC K ± )— rC M + ) J

Figure 3.11: Third order sigma delta modulator structure.

~  1)^_________________
Â [z] — (2 -f- u T -f- (3 -f- (2 -|- 2b)z — 1 — b

(3 .25)
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A point worthy of note is that equation 3.25 only allows the shape of the NTF to be found. 

The absolute level of the quantisation noise must be determined by simulation or some 

other means as the transfer function of the quantiser has been assumed to be one.

Setting a and b equal to one would give a high pass characteristic of 60dB/decade although 

this is not possible for the stability problems discussed. A real advantage of this modulator 

is gained from the increased randomisation of the output bit sequence due to the presence 

of more integrators. The presence of extra integrators further whitens the sequence at the 

output of the quantiser, leading to increased dynamic range in the conversion of the input 

signal. Figure 3.12 shows a simulated output spectrum of a third order modulator with a 

single bit quantiser, which illustrates the reduced discrete tones in the output compared 

with the lower order result of figure 3.6.

Third Order Sigma Delta Spectrum, S tepsize A =1V

-20

-4 0

-6 0

-8 0

%-lOO

g  - 1 2 0

-1 4 0

-1 6 0

-1 8 0

-200 10''
Frequency normalised to nyquist

Figure 3 .12: Simulated output spectrum of third order sigma delta with single bit quantiser.

3.3 Sigma Delta Output components

All components in the first order sigma delta modulator (figure 3.7) output spectrum can 

be related to the reference and synthesised frequencies. A model of intermodulation be­

tween the two frequencies followed by aliasing allows the frequency of all output com po­

nents to be predicted. Insight into the formation of the output components can be gained
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from studying output spectra with modulator inputs of 0.5, 0.25 or 0.125 and 0.51 shown 
in figure 3.13.

The figures show the phase modulation spectrum due to applying a first order modulator 

to switching a dual modulus divider. For an input of 0.5 the output spectrum consists of a 
single component at half the reference frequency, which is intuitively obvious.

For an input of 0.25 output components occur at a quarter, a half and three quarters of 
the reference frequency and for an input of 0.125 the trend continues. If the reference 

frequency is some round product of the synthesised frequency then spacing of the output 
components is always the reference frequency multiplied by the modulator input.

The spacing and height of the components can be explained as intermodulation between 
the modulator reference and the synthesised frequency which is some proportion of it. 

Aliasing of the intermod products occurs due to the sampling action of the digital system 
although in these first three examples only a few products appear due to the overlap of the 
aliased higher order products with the non-aliased ones.

The final spectral plot of figure 3.13 has a modulator input of 0.51. This reveals the alias­
ing of the intermod products more clearly because the aliased products do not overlap the 
non-aliased ones. The first order modulator output spectrum can be modelled by feeding 

the reference and synthesised frequencies into a suitable non-linear system followed by a 
sampler. For the case of the 0.51 input, the first order intermod product is aliased from 

0.51 to 0.49 times the reference frequency (98 MHz), and the second order intermod is 
aliased from 1.02 to 0.02 times the reference frequency (2 MHz). Due to the aliasing 

the resulting symmetry about the 0.5 value of input results in exactly the same spectrum 
for an input of 0.49, as there is no reconstruction filter for the fractional divider until the 

closed loop phase response is applied. Extraction of all of all the intercept points would 
allow an analytic model for the modulator to be devised.

Figure 3.15 shows the phase modulation spectrum due to the 2nd order modulator struc­
ture in figure 3.14 operating under the same conditions used to obtain the first order results 
shown in figure 3.13. As the order of the modulator increases it becomes increasingly dif­
ficult to focus on the individual output components.
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FirsI urder modulaUw. Fret = 2(K)MHz. = 0 5 First order moduJalor. Fret = 200MHz. tnprit = 0 25

Freriitency. Hz 

First order motkilalor. Fret = 2U0MHz. Iriwit = 0 125

Freipiencv. Hz

Fretjiieocv. Hz

First order modulator. Fret = 200MHz. ln|Kit = 051

0 0 2  0 4  0 6  0

Figure 3.13: First order modulator output component formation.

3.4 Mash Architecture SA Modulators

As discussed, the third order topology of figureB.l 1 can only achieve true third order 

noise suppression if the feedback coefficients a and b are equal to one, but it is not possi­

ble to operate the modulator with this feedback as the quantiser causes instability leading 

to latch up. An alternative modulator topology using multistage noise shaping (MASH) 

can avoid the problems of latch up and achieve arbitrarily high quantiser noise suppres­

sion |5, 9]. Figure 3.16 shows a third order implementation in the M ASH topology, with 

quantisers modelled as additive noise. The diagram shows that this system consists of a 

cascade of first order modulators with the input to the next stage in the chain being the 

quantisation error of the previous. The outputs from the three stages D1[Z], D2[Z] and 

D3[Z] are fed into a combining network which cancels out the quantisation error from all 

but the last stage.

The Output from the first stage is identical to that of the first order modulator (3.23):

D l [ z ]  — (^1 — Z )V 1 [z] 4- \ ' in[z] (3.26)
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I-hit quantiser

< ± H ± >< ± H + >

Figure 3.14; Second order sigma delta modulator structure used to obtain figure 3.15.

Where N 1 [Z] is the noise added by the first stage quantiser. 

The output from the second stage modulator is given by:

D2[z] =  ( l  -  z - i)  N2[z] -  z-^Nl[z] (3.27)

And that of the third:

D3[z] =  ( l  -  z - i)  N3[z] -  z~^N2[z] (3.28)

The proportion of first stage noise is a positive factor in 3.26 and a negative factor in 3.27 
allowing a cancelling factor to be found to remove this term when the outputs of these 
two stages are combined. This is found by dividing one N 1 [Z] term by the other:

- 1

= z — 1 (3.29)

Multiplying 3.27 by 3.29 allows a new output to be produced from stage 2:

(z -  l)D2[z\ = ( z -  l )z “W l[z] + ( z -  1)(1 -  z-^)N2[z] (3.30)

Which when added to the output from stage 1 (3.26) cancels the first stage noise:

-F (z — l)E)2[z] =  +  (z — 1)(1 — z ^)N2[z]
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Second order modulator, Fret = 2(K)MHz, Input = 0 5 Second order modulator, Fret = 200MHz. Input =0.25

— 0 4 0 6 0 8 1 12 14 16 1
Frequency, Hz X 10*

SecofKl order modulalor. Frel = 200MHz, Input = 0 125

U 0 2  0 4 0 6 0

Frequency. Hz

Second order modulator. Fret = 200MHz, Input = 0.51

Frequency. Hz

Figure 3 .15: 2nd order modulator output components.

Noise from stage 2 can be cancelled in a similar way by comparing 3.31 with the output 

from stage 3 to obtain the cancelling factor:

(3.32)

Combining all three outputs derives the overall modulator response:

D[z] = Vtnlz] +  (1 — z (3.33)

Giving the required third order suppression. The diagram of figure 3.16 includes addi­

tional unit delay elements in the combining network to overcome practical difficulties 

which arise in modelling or hardware implementations.
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D iscrete
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Figure 3.16: A third order Mash structure sigma delta modulator.

From inspecting figure 3.16, a general result for the noise cancelling and delay functions 
of the Nth stage can be written for an arbitrary order modulator:

_ 2-1) (3.34)

One difficulty with this type of modulator is the multi-bit output. An n-modulator MASH 
will have an output range of 2" times the full scale range of the quantiser used in the indi­
vidual stages. For frequency synthesiser applications this means a multi-modulus divider
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is required which can be achieved by a cascade of 2/3 dual modulus dividers. Another 

approach is to combine the multi bit output in a further sigma delta modulator which it­

self has a single bit quantiser [5] known as a concentrator. The disadvantage of the latter 

approach, although it allows dual modulus dividers to be used, is that the concentrator 

divides down the input range to avoid saturation, which for a third order M A SH  means 

only an eighth of the synthesiser output range can be used between N and N + 1 .

An Nth order MASH composed of n 1 bit modulators has a peak to peak range of 2" bits 

at the output:

() _  on p'̂ p̂p —  ̂  ̂  ̂pp (3.35)

Where ()j,p is the peak to peak output range of the M ASH modulator and F^p is the peak 

to peak output range of each hrst order modulator in the M ASH chain.

Figure 3.17 shows the simulated power spectrum of the third order M ASH modulator, 

confirming the higher order noise shaping, and figure 3.18 show the time domain output. 

The quantisers used have a single bit output of ± 0 .5  with a threshold of zero. The time 

domain plot confirms the larger amplitude swings due to the three bit output.
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2 -100
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-22010"' 10 “ ' 10
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Figure 3.17: Power spectrum of the third order MASH modulator.
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Figure 3.18: Time domain output of the third order MASH modulator.

3.5 Generalised SA Modulators

All sigma delta modulators can be partitioned into a linear and non-linear part. The non­

linear part consists of the quantiser embedded in the sigma delta loop, which may have 

an arbitrary number of bits. Whilst the linear loop filter gives rise to the signal and noise 

transfer functions of the modulator. Although the shape of the noise and signal transfer 

functions can be designed by linear methods these cannot be used to determine the sta­

bility of the modulator, which will not be unconditionally stable for filter orders above 

2. Stability analysis of nonlinear systems is still an unsolved problem although several 

approximate or empirical techniques can be successfully applied in practice.

Whilst a linear control loop can be designed by placing the closed loop system poles in 

stable regions of the s or z plane, the quantiser presence prevents these methods being used 

directly. To overcome this difficulty recent design methods can use an empirical approach 

based on simulated stability [10], or the approximate describing function technique which 

involves linearising the quantiser [II].  Whilst simulation alone does not prove stability 

and the latter method gives an approximate result these two methods can allow a good 

starting point to be found for loop filter designs in practice.
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3.5.1 Prototype Analog Filter Transfer Functions

Filler pole positions

Nrituial frtN|iwiicy normaliseil lu half power frequency, rail/s

I
I

10®
Natural IrerjiierKy nonnahse.J fa fialt fKJwer Ireipiancy. ratl/s

Figure 3.19: Response and poles of a normalised 5th order Butterworth filter.

This section covers the design procedure for the Butterworth analog filter which may be 

used as a prototype from which to synthesise a modulator loop filter for a desired noise 

transfer function. Because the sigma delta modulator is a sampled system there will be a 

two stages of synthesis to realise a desired loop filter from a desired analog NTF. Firstly, 

a digital filter must be created from the analog prototype as this will accurately represent 

the modulator response after the mapping of the poles from the s plane to the z plane.

Mapping from s to z plane is generally best performed using a bilinear transform as this 

ensures a stable analog filter maps to a stable digital filter [12]. Another stage of synthesis 

will then be required to map this representative digital filter NTF to a digital modulator 

loop filter topology.

The Butterworth approximation to an ideal low pass filter is optimised for a flat response 

in the passband rather than steep roll-off. I t’s transfer function is an all pole type and all 

of the poles lie on the unit circle [13]. The attenuation of this class of filters is given by 

equation 3.36 where is the given frequency, uJc is the half power or -3dB frequency and 

n is the order of filter.

,UJ,
— I0log[l +  ( — ) "]LÜq

(3.36)

A more general set of these filters is described by equation 3.37 where (2 is tabulated 

below for the different classes of filter.
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Lowpass LÜC
Highpass

Bandpass BŴ
BŴ dR

Bandreject BŴ.

AdB = I0log[l +  (0) 2 n i (3.37)

The pole positions of the normalised low pass Butterworth all lie on the unit circle in the 
s plane and are given by equation 3.38.

P b { K )  = - s in [ ^^^^ +  jco s[^ ^ ^  K  = l , 2 , . . . n  (3.38)
2n 2n

Equation 3.39 shows the factored form of the transfer function of the 5th order lowpass 
filter, which can be directly written from inspection of the pole values by realising that 
the denominator roots are the filter poles.

T l p {s ) = {s +  l)(s  +  0.8090 ±  0.5878;)(g +  0.3090 ±  0.9511;)
(3.39)

Transformation of the prototype lowpass to a highpass response can be achieved in the 
usual was by substituting 1/s for s in the lowpass prototype, resulting in a highpass filter 
with cutoff at 1 rad/s. Equation 3.40 shows the 5th order filter transfer function re-written 
with the denominator in polynomial form. Whilst equation 3.4lis the form of the resulting 

highpass normalised prototype, still with the half power frequency at 1 radian per second.

Tz,p(g) s5 +  3.2361s4 +  5.2361s3 +  5.2361s2 -p 3.2361s -f 1

T h p { s ) —
s5 -p 3.2361s4 + 5.2361s3 -P 5.2361s2 -p 3.2361s +  1

(3.40)

(3.41)
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Other forms of analog filter transfer function can be also used to form the prototype noise 

transfer function, although in data conversion applications the phase response of the fil­
ter must be considered due to it’s effect on the converted signal, which is irrelevant in 

Fractional-N applications. The phase response of the target NTF will have a bearing on 

the phase response of the eventual modulator loop filter, which must be taken into account 
for stability calculations. Although Chebyshev types of filter generally have a faster rate 
of roll-off this will only be of true benefit if the loop filter in the main phase locked loop 
has a similarly inverse low pass response.

3.5.2 Digital prototype filter structure

x (n ) c (n ) y(n)

ai z '  z ’

z '  z^

z '  z '

b ,

'M-I

y(n)x (n )
b o

N-l M-1

Figure 3.20: The direct form 2 digital filter structure.

The right hand side of figure 3.20 shows the common Direct Form 2 (DF2) digital filter 

structure [ 12] which allows simulation of a digital filter with the same response shape as 
the modulator noise transfer function.

The left side of figure 3.20 shows clearly how the DF2 filter can be split into two separate 

networks, one of which determines the poles of the system and one the zeros.

The system poles are determined by the first network in the signal path, the transfer func­
tion of which can be directly written using Masons rule [14]

C(z)  1
X{z)

C(z) _______________ 1
X(z )  1 — " — do  ̂— d - 1

(3.42)

(3.43)
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Factoring the polynomial in the denominator allows the poles p(z) of the system to be 

found:

=  _J— = ___________________I___________________  (3 44)
%(z) p(z) (z +  p(l))(z +  p(2))(z +  p(3)) ' " (z +  p(AT))

The second system in the signal path determines the system zeros and has the transfer 

function:

§ 4  =  E W - '  (3.45)
k = 0

Y{z)
C(z)

= =  (z +  g(l))(z +  g(2))(z +  q{3)) • • • (z +  q{M))  (3.46)

Where q(z) denotes the system zeros.
The complete DF2 system transfer function is given by:

y(z)

y j z )  ^  gW  ^  (z +  g(l))(z +  g(2))(z +  g(3)) -  • (z +  q{M)) 
W(z) p(z) (z +  p (l))(z  +  p(2))(z +  p(3)) - - - (z +  p(W))

(3.47)

(3.48)

With an arbitrary number of poles or zeros.

3.5.3 Chao Sigma Delta Loop filter structure

Loop filters used in sigma delta modulators must incorporate integration to allow for cor­

rect modulator operation. A design method proposed by Chao[10] et al. is similar in 
structure to the DF2 digital filter, with the exception that the unit delays between filter 

coefficients have been replaced by delay integrators. Figure 3.21 shows the signal flow 
graph for this type of loop filter. This network shares some similarity in topology with 
the DF2 structure, except that between each successive fedback and fedforward node is
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an integration in addition to the delay.

This similarity in topology allows the Chao loop filter transfer function to be written by 

inspecting the DF2 transfer function of equation 3.47 by replacing the delay z~^ by an 
appropriate factor.

The difference equation of a single integrator can be written:

y[n] = x[n] +  y[n — 1] (3.49)

Where y[n] denotes the integrator output and x[n] the input. Applying a z transform 
yields:

Y{z) = X{z)  + z -^Y(z)  

Which can be written as the discrete transfer function:

(3.50)

y(z) 1
(3A1)X{z)  1 - 2 - 1  2 - 1

Including an additional delay adds an additional factor of z~^, which means the following 
transformation must be performed on the DF2 transfer function to yield the loop filter 
transfer function:

-1
2 - 1 (z -- 1) (3.52)

x(n)

a I

a y(n)
c(n)

3 €
Cd 0

0

y(n)x(n)

N-l M-

Figure 3.21: Generalised loop filter structure for sigma delta modulators.

Thus re-writing 3.47 under this transformation yields 3.53, the transfer function of the 
Chao sigma delta loop filter.
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Designs using this form of loop filter have determined modulator stability using the em­

pirical approach of Lee et al [10], stating that the out of band NTF gain of the closed loop 

system should be less than two for stability under conditions of zero input:

\ N T F { z ) \ < 2  f o r :  z = (3,54)

This formula, based on simulated results, is widely used in the design of high order sigma 
delta modulators [15]. Intuitively it can be understood that at some point, when the out 
of band noise transfer function has too high a gain, then the out of band noise will be 
amplified such that the modulator will go unstable.

3.5.4 Stikvoort Sigma Delta Loop Filter Structure

This type of loop filter, designed by Stikvoort [16], does not rely on the initial design 
of a prototype analogue filter transfer function and is described by the following transfer 
function:

G'(^) =  {7 3 ^  -  1  (3.55)

The filter can be of an arbitrary order and places all poles and zeros of the loop filter at the 
same positions. For a low pass loop filter suitable for fractional N sequence generation all 
poles will be at DC (b=\) whilst the zeros are made as high as possible in order to achieve 
the best possible shaping of quantisation noise away from DC. If the zeros are made too 
high in frequency instability of the modulator will result.

In order to ascertain stability the approximate describing function by Engelen [17] can be 
used, based on results for the phase uncertainty of a sampled quantiser [18]. Whilst the 

use of the describing function technique [11] is approximate as it does not account for 
harmonics at the quantiser output it can yield very useful results for closed loop systems 
with low pass filtering in the loop, as this significantly increases the accuracy of the ap­
proximation.
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The Stikvoort filter will be discussed in more detail in chapter 6, where it is used along 

with the describing function technique in order to yield a starting point for the design 
of modulator sequences for a stored sequence Fractional-N synthesiser. The use of a 

sigma delta modulator for such Fractional-N applications invalidates the zero-input as­
sumption of the describing function technique referred to above therefore simulation is 

used at a second stage of the design process to confirm the stability of the modulator with 
the inevitable large DC inputs. Large DC inputs are required to generate Fractional-N se­
quences for ratios far from the N+1/2 value when using a N/N-i-1 dual modulus synthesiser 
divider.

3.6 Summary

This section has introduced sigma delta modulators and covered number of topologies 
which are currently in use in the areas of both Fractional Frequency Synthesis and analog 
to digital conversion. Because of the large swing in the DC level required at the sigma 
delta output for synthesis applications nearly all frequency synthesisers have tended to 
make use of unconditionally stable modulator topologies. These include the first and sec­
ond order modulators as well as the cascaded MASH modulator architecture. The low 
order modulators have the disadvantage of poor noise shaping, whilst the MASH struc­
ture tends to be hardware intensive or require very specialised multi-modulus dividers.

Whilst the higher order modulator designs commonly applied in audio applications offer 
very good noise shaping performance, they are difficult to fabricate operating at high ref­
erence frequencies due to the limited speed of the digital data path elements. In particular 
as the resolution of the adders and multipliers is increased the delay due to the combi­

national logic increases. One way to implement fast multiplication is by barrel shifting 
elements although this can only be used for multiplication of powers of two, leading to a 
great restriction on the shape of the noise transfer function. A proposed way of overcom­
ing these limitations is offline generation of the noise shaping sequences.

The following section will discuss the development of a synthesiser system designed to 

make use of sequences stored from high order sigma delta modulators of the type more 
commonly used in audio frequency data conversion. The objective of offline generation 
of the shaping sequences is to realise the advantages of these high order modulators at 
the higher clock speeds required for use in frequency synthesis applications. A further 
advantage is that simple divider hardware can be used.

62



Chapter 4 

Prototype Design and Analysis

This chapter details the design procedure used for a prototype synthesiser system using 
stored sigma delta sequences. The main objective of building the prototype synthesiser 
was to provide hardware verification of the stored sequence synthesiser system and proof 
of the theory used in its design. Detailed coverage is given on to the circuitry hardware 
level and digital timing issues of the design. Following this, discussion is given to the 
method of simulating the synthesiser output spectrum, in particular the unusual aspects 
such as modelling of the dual modulus divider effects.
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Figure 4.1: System block diagram of prototype synthesiser.
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4.1 Prototype System Specification

The design process can be broken up into three main areas, that of the phase locked loop, 
the digital hardware used to store and read out sequences into the prescaler and the sigma 

delta modulator used to generate the sequences.

Each subsystem has various implications on the design of the other leading to the re­
quirement for some iteration in the design procedure. As the intention of this work was to 
provide very high lock speeds with a single PEL the starting point taken was to choose the 
loop filter natural frequency by satisfying a lock time requirement. This fixed the closed 

loop response of the PEL whilst allowing variation of the reference frequency as long as 
the feedback divider is adjusted to compensate.

Following this step a suitable modulator can be selected of a certain reference frequency 
and order which will satisfy phase noise and spurious requirements with the chosen loop 
response. After the modulator has been finalised with suitable simulations then the digital 
and analog hardware can be designed subject to the timing constraints.

Figure 4.1 shows a block diagram of the prototype synthesiser whilst figures E.l and E.2 
show the loop and digital sections of the synthesiser.

The original intention of the synthesiser project was to design a synthesiser suitable for 
the DCS 1800 mobile phone system, but the lack of a suitable prescaler part with a high 
enough reference frequency reduced the output and reference frequencies of the final de­
sign. This reduced performance somewhat whilst still allowing good results to be obtained 
scalable to systems with different parameters.

Loop Frequency 250kHz

Reference Frequency 156MHz

Output Range 1248 - 1404 MHz

Acquisition time 10/iS to within IkHz and 2el0~^ Radians

No. Channels 80/Megabyte

The number of possible channels covered by the synthesiser depends on the amount of 
memory in use, whilst the resolution can be made arbitrarily high by lengthening the 
channel sequence. The length of channel sequence used for the prototype was 128k bits, 
corresponding to a sequence of length 840/i5 with a 156 MHz reference frequency. The
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minimum timeslot length is dependent on the modulator spurious free dynamic range 

(SFDR) with the use of spectral density simulations, a longer sequence offering an im­

proved result.

4.2 Loop Design for Stability

A third order type 2 loop design was selected as the starting point of the loop design pro­

cess, due to its good reference suppression. The design equations used for this loop filter 

are 2.64 to 2.66 in chapter 2. The approach taken was to complete the basic filter design 

and then add further filtering to improve high frequency suppression performance without 

affecting loop dynamic performance or stability.

The component values for the filter were calculated simultaneously with plotting the open 

loop response using the Matlab program in the appendix 4.6. This program plots the open 

loop response from chapter 2:

KpK„G(s)
Ns (4.1)

The open loop response plot, figure 4.2, confirms the optimisation of the loop filter re­

sponse from a stability point of view, the maximum phase margin of GO" occurring at the 

zero gain frequency. The system phase margin was chosen as 60" to allow some variation 

in the hardware loop parameters whilst maintaining stability.

Nyquist Plot of Open Loop Complex P h ase  R esponse  

9 0

Open Loop Cofnplex Phase Response

I
I
I

120

150 30

180

210 3 3 0

24 0 3 0 0

2 7 0

Figure 4.2: Magnitude and Phase of Open Loop Complex Phase Response.
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The loop components have to be selected for optimum phase margin at a certain frequency 
as both the VCO gain and N divider value vary with the synthesiser output frequency. The 
starting point for the divider value was chosen as 8.5 corresponding to the centre of the 

band, whilst the nominal value of VCO gain was taken to be 36 MHz/V. With the 60° 
phase margin and 250 kHz loop frequency this results in the actual component values of 
figure 4.8.

4.2.1 Enhanced Loop Filtering

The splitting of R1 and introduction of a capacitor from this node to ground adds an 
additional pole to the filter input [1], the response of which is described by:

H{s) = , where (Jo =s+Wo ’ ° R\Ci'

The additional corner frequency is selected to give an additional phase shift of no more 
than 10° at the loop frequency. The cutoff frequency of the extra section is calculated 
from the allowable phase shift at the loop filter frequency, which will be the degradation 
in phase margin and hence loop stability:

(j) = a r c t a n  ( j c j o ,  ( 4 . 2 )
ÜÜ

a r c ta n ( ^ ) '

For the 250kHz loop frequency this results in (Jq = 1.4 MHz. And a value for C4 of 187pF.
4.3 confirms the effect of the extra pole on the open loop filter response, and the degrada­
tion of the phase margin to 5 0 ° .

Apart from additional filtering at the op-amp input an even higher frequency first order 
section was placed between the op-amp and VCO. The objective of this was to provide 
even greater loop suppression at frequencies much higher than the loop filter design fre­

quency. Figure 4.4 shows the configuration of the extra filtering at the output of the 
op-amp. The values of C3 and R3 are calculated as before with attention to the phase 

shift at the critical zero loop gain frequency. The response of this single pole is given by

=  7 R è r ~ i
Where the phase shift is given by
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Nyquist Plot of Open Loop Complex Pfiase R esponse 
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Figure 4.3: Open Loop Gain with additional Pole at Op Amp Input

02(.s) = -  arctaii(w7?C) (4.5)

I-
%

rv

Figure 4.4: Schematic for Enhanced Loop filter.

Allowing a phase shift of T  at 250kHz, and choosing C3 as lOOpF results in an actual 

value for R3 of 2200 . Figure 4.4 shows the schematic of the final filter circuit whilst fig­

ure 4.5 shows a Spice simulation highlighting the effect of this additional pole. Although 

the extra phase shift at 250kHz is very small, the filter suppression is greatly improved

67



4.3. Circuit Description PROTOTYPE DESIGN AND ANALYSIS

10/11/00 11:34:21 uit file for profile: filterl
Temperature: 27.0

Date: October II Time: 11:40:15

Figure 4.5: Simulation of enhanced loop filter showing the effect of additional R3 C3 pole.

above lOOMHz which aids reference spur suppression. Figure D.4 shows the closed loop 

response, conlirming a 40dB/decade roll-off.

Transient response of the synthesiser was modelled using equations 2.74 and 2.83 detailed 

in chapter 2. These give the transient response in terms of both phase and frequency for 

a step of frequency at the synthesiser input. Simulation of the transient response was 

achieved using the code of D.3 and figure 4.7 shows the results for frequency and phase 

for a simulated 10 MHz step in frequency. At the loop output a 10 MHz frequency step is 

possible to within 1 kHz and 2e-3 radians within 10 //s.

4.3 Circuit Description

Figure 2.5 shows the basic loop filter configuration used to implement the third order 

type 2 loop. As discussed, additional filtering was added to the basic configuration with 

poles placed far enough from the main filter response poles to avoid any effect on stability.

A Burr Brown type OPA627 op-amp was used for the loop filter. The plot of figure 4.9 

highlights the need for the additional filtering due to the effect of a non-ideal op amp 

on the loop filter response. The ideal lines show a pole-zero simulation of the open 

loop response whilst the lines labeled sp ie d  indicate the same open loop response in­

corporating a Spice simulation of the op amp with the manufacturers model. Instead 

of a -40dB/decade roll off at high frequencies the simulation indicates a levelling off of
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Figure 4.6: Magnitude and Phase of Closed Loop Complex Phase Response.

the suppression due to the effect of increasing frequency on the op amp response. The 

’Spice2’ lines on figure 4.9 show the Spice simulation of the final loop filter with all extra 

poles added, confirming the improved high frequency suppression.

The phase detector used was a Motorola type MCH12140. This device was chosen as it 

has an 800 MHz toggle frequency, the highest of any off the shelf unit available. For the 

very high speeds involved mixers were considered, but abandoned in favour of the im­

proved capture range of the sequential detector, mixer phase detectors also require extra 

acquisition circuitry in order to sweep the VCO across its range to allow natural capture to 

take over. The nominal ECL levels are translated to PECL levels with the positive supply 

voltage, giving Vo/=3.2V and Vo/i=4V. This leads to a phase detector gain of 0.8/(27t) or 

0.127 Volts per radian.

An HP8642B signal generator provided a flexible reference source for the prototype, AC 

coupled into the phase detector at OdBm. A resistive potential divider biases the coupled 

input signal to the centre of the PECL voltage range at 3.6 volts, an identical arrangement 

being used to couple the divider output signal to the phase detector.

A standard z-comm VCO, type V605ME01 SN-00190495 was used. Referring to figure 

E .l , attenuator and buffer amplifiers are used to provide isolation of the VCO output.
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Figure 4.7: Synthesiser Transient Simulation for a 15 MHz Erequency Step. /„  = 250 kHz, Phase 

Margin = 53.2".

This prevents frequency pulling and any resulting increase in the synthesiser phase noise. 

The type MGA-865 MMIC buffer amplifier has 21 dB of gain from 1.5 to 2.5 GHz and a 

reverse gain of -40 dB. Figure E. 1 shows the decoupling and power supply arrangements 

used for this device. R^q is used to flatten the Q of the inductor and prevent parasitics 

whilst L-2 (28nH) provides some degree of input matching. Aside from additional isola­

tion, the MMIC is also required in order to boost the power level allowing the split signal 

to drive the prescaler input and provide a reasonable power output for the synthesiser.

A Motorola MC12026A ECL dual modulus prescaler was used due to its low division 

ratio of 8 or 9, allowing a high reference frequency implementation to be tested to see the 

benelits on the S A  shaping. Many higher input frequency parts were available but these 

had division ratios in the 32/33 range, which would have lost the SFDR performance ad­

vantages of high reference frequency S A  operation. Use of a lower reference frequency 

would also have led to greater phase detector noise at the loop output.

The M C 12026A has a quoted toggle frequency of 1.1 GHz but was found to operate reli­

ably up to 1.4 GHz without missed counts. Input and output levels were the usual PECL
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Basic Loop Filter AC Sweep

Figure 4.8: Spice Simulation Setup for Basic Loop Filter Configuration

ones with a swing of 800 mV centred on 3.6 V and a similar AC coupling arrangement 
was used to that for the phase detector. The input sensitivity at 1.1 GHz was quoted as 
100-1000 mVpp and the typical modulus setup time quoted as 6 ns. This meant that the 
toggle frequency would be at the limits of the device performance in this application.

4.4 SA Loop Design

A third order modulator was initially chosen in order to test the stored sequence synthe­
siser concept. The topology used was that of figure 4.11, consisting of three integrators 
placed in a feedback loop with feedback of the delayed output at the integrator inputs. It 
is necessary that there is unity gain magnitude between the output and the input node for 

the conversion gain of the modulator to be unity, therefore the coefficients A and B were 
adjusted in optimising the modulator noise spectrum and ensuring stability.

The reason for choosing this type of modulator was due to the increased noise shaping 
performance over the second order type and the possibility of using a two dimensional 
swept optimisation procedure of the a and b feedback coefficients. Although swept opti­
misation of such a modulator is somewhat computationally intensive the reasonably small 

number of variables for this modulator made this a viable proposition, allowing a large 
number of simulations to be performed and the optimal result chosen in terms of the max­
imum simulated synthesiser SFDR consistent with a stable modulator output.
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Comparison of Ideal Loop Filter and Spice Simuiations
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Figure 4.9: Comparison of Ideal Loop Filter and Spice Simulations

The starting values of the modulator coefficients a and b were initially chosen empirically 
as 8 and 9 for stable running of the modulator. It was found that small changes in the 
values of these coefficients of the order of 1 % could result in large change in the worst 
case spur levels at the modulator output without appreciably affecting the overall shape 
of the noise transfer function, consequently these coefficients were swept from 8 to 9 and 
9 to 10 respectively in steps of 0.01 and the highest SFDR stable result of the 2D sweep 
selected for the final sequence.

4.4.1 Modulator Topology and Simulation

The modulator is simulated over 131072 samples to represent a sequence length com­

parable to a DCS 1800 time slot. Shorter sequences can be used but result in decreased 
noise shaping performance near to DC due to the spectral leakage which occurs. Figure 
4.12 shows a simulation result for this amount of samples, with the single bit quantiser 
step size normalised to 1 volt. This result is typical of the shape obtained across the band 

after optimisation. Although it was found that the effect on the close-in noise shaping due 
to the sequence truncation was dependent on the modulator input it was found possible 

to obtain good results across the band by re-optimisation of the coefficients. It was also 
found important to allow a startup sequence of at least 1000 samples in order to remove
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Figure 4.11: Third order modulator topology used for prototype sequence generation, 

the unwanted effects on the output spectrum.

Figure 4.12 was produced by the simulink file third.mdl the schematic of which is shown 

in figure 4.1 1. This result was called by the matlab file modsim.m included in appendix 

section D.7. The effect of the truncation of the sequence is evidenced in the spectrum of 

figure 4.12 by a gradual levelling off of the noise spectrum at low frequencies. Shortening 

the sequence further results in extension of the whitened portion of the noise to higher 

frequencies and a rise in the RMS power of the whitened section of the noise. Figure 4.13 

shows the same modulator simulation using a Hanning Window in order to smooth out the 

edges of the simulated sequence in order to more closely predict the output spectrum of 

the same modulator implemented as free running digital logic. The sequence truncation 

is not problematic if the sequence is long enough to reduce the low frequency sequence 

noise to Just below the system mask specifications.
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Figure 4.12: 3rd Order Modulator Spectrum.

4.5 Digital Hardware Design

The function of the digital section of the hardware is to drive the dual modulus divider 

according to a variety of digital sequences stored in memory for each required synthesiser 

channel. The input to the logic is a wide word of data latched from successive memory 

locations at a maximum rate dependent on the memory access time, which will be con­

siderably below the reference frequency of the synthesiser. The output of the logic is a 

single bit sequence delivered at a rate corresponding to the reference frequency, allowing 

the dual modulus divider to be switched every reference cycle.

The logic is required to perform a variety of addressing, latching and multiplexing opera­

tions in the correct sequence to deliver the contents of the memory. The sequencing of all 

the operations is controlled by decoding the count value of a master clock and the length 

of the count of this master clock corresponds to the width of the word latched from the 

memory. This section will give a detailed description of the functioning of this logic and 

how the various subsystems work together.

4.5.1 Digital Circuitry Description

Figure E.2 shows the board level design of the digital section of the circuit. This corre­

sponds to the lower part of the system block diagram of figure D .l showing the arrange­

ment of memory and complex programmable logic device (CPLD) in the system. This 

section will describe the operation, structure and timing of the internal logic of the CPLD 

device.
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Figure 4.13: Hanning Windowed 3rd order Sigma Delta Bitstream.

Referring to figure E.2, the main components are an Altera (CPLD) type EPF10K30 and 

an 8 Megabit type 28F80ÜB AM D Flash ROM to provide non-volatile storage of the bit­

streams for each required synthesiser channel. Other components include an Altera serial 

Flash ROM type EPC2 to provide non-volatile backup of the data for the CPLD con­

figuration SRAM. The bytebiaster socket is chained through the CPLD and FLASH to 

provide a serial interface for download of the configuration data. The master clock signal 

for this circuit is derived from the output of the dual modulus divider and fed to global 

clock pin No. 125 on the Altera device. The single bit output from the CPLD is able to 

directly drive the TTL level modulus control pin of the dual modulus divider.

4.5.2 Behavioral Description and Modelling

Figure 4.14 shows the internal logic of the PLD circuit and figure 4.19 shows a be­

havioural simulation at 100 MHz before mapping to hardware. This logic performs serial 

readout of the bitstream data contained in blocks of memory 8192 words long. The par­

ticular block of data in memory for a given channel is selected by the upper address bits 

on the memory, allowing up to 62 channels to be stored in this particular memory de­

vice. Continuous rather than frequency hopping usage of the synthesiser uses a loop of 

the same block of stored sequence in the memory. The rest of this section describes the
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Figure 4.14: Top Level Logic Diagram of Prototype Synthesiser, 

operation of the logic from a register transfer level.

Referring to the logic diagram, entity count4b is clocked from pin ck which is clocked ex­
ternally by the synthesiser reference. This subsystem is a four bit counter with output on 
the bus count[3..0]. Entity decode is an address decoder driven by this four bit sequencing 
bus which provides 16 decoded outputs (q[15..0]) for the four bit clock. Only one of these 
decoded outputs is used, ql is used.

This decoded output ql controls the latching of the 16 bit register entity regl6en and also 
serves to increment the memory address counter count 16b at the same instant. In this way 

the maximum time is available for memory access and the total speed of the circuit is 
maximised. The enable input of the entity regl6en is used to control latching rather than 

the clock input itself in order to avoid the problems of clock skew as much as possible.

The output of address counter entity count 16b drives the 16 external pin resources addr[15..0] 
which are externally connected to the Flash memory address bus. As this memory is en­
abled all the time by a hardwiring of all the enable pins, the new data will be available in 
the minimum possible access time. The new memory data appears on the incoming PLD
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t s Setup time for a DFF

t n Hold time for a DFF

tA Memory access time

t M X Mux combinational logic delay

t T R Worst case wire transport delay

y / D Width of memory data bus

y /A Width of memory address bus

W / Width of incrementing address

W c Width of channel bus

f c L K Maximum clock frequency

s b Size of channel block in bits

S m Size of memory in bits

n c Number of channels

Table 4.1: Parameters for the logic design, 

pins D[15..0] for latching by reglôen.

The new memory word is latched on a single clock cycle and appears on the internal bus 
names latch[15..0] for the next cycle of the MUX entity muxl6_l. This mux is also con­
trolled from the four bit internal bus count[3..0] and the new bit of data appears at the mux 
output after two clock cycles of latency due to the MUX internal pipelining. The single 
bit synchronous output sequence is fed to the external pin dout to drive the dual modulus 
divider state.

4.5.3 Hardware timing considerations

Timing requirements of the logic design depend on the synthesiser reference frequency 

and the speed and data width of the sequence memory. The available speed depends on 
both the memory speed and width and the performance of the target technology. Table
4.5.3 describes the various parameters relating to the design process.

Maximum memory word latching frequency is dependent upon the memory access time, 
wiring delays and the setup and hold times of the D register to hold the latched word and 
can be described by the following equation:

77



4.5. Digital Hardware Design PROTOTYPE DESIGN AND ANALYSIS

t A + t s + t H  + tTR

This puts one limit on the maximum achievable clock frequency of the circuit, as the 

maximum data rate is the latching frequency / lat multiplied by the memory word width

wz?:

“  t A + t s + t H  + tTR

In practice in both of these definitions the setup and hold times will have to be exceeded 
by a margin to the nearest clock cycle period.

As well as the memory data rate, the maximum clock frequency is also constrained by the 
logic delays in the fastest clocked portion of the circuit, in this case the multiplexer which 
switches at the reference frequency rate. Two kinds of delay affect the maximum speed 
at which the MUX can be reliably operated, the combinational logic delay between the 
successive D register stages and the propagation delay of the D registers themselves. The 
combinational logic delay is the selection logic of the MUX and will be dependent on the 
delay through the AND gate primitives forming the selection elements and the width of 

the MUX, which determines the number of series primitive delays. These constraints are 
summarised in the following equation:

“  t M X + t s + t f f  +  tT R

Where Imx  is the combinational delay due to the MUX logic and the setup and hold times 
must be met to the nearest clock cycle of reference.

For a frequency hopping system it may be desirable to use a stored memory sequence at 

least as long as the transmission time slot. The length of sequence relates to the memory 
storage requirements and the width of the memory address bus w^ used to increment 
within the channel block, or the width of the increment address W / .  The size of the 

channel block sb relates to the width of the increment bus wi  and the data bus wd-
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Sb =  W/Wp. (4.9)

The total size of memory also relates simply to other parts of the topology:

Sm =  =  wz3(w/+  Wc). (4.10)

By widening the data at the PLD input to 16 bits the data rate falls to a sixteenth of the rate 
of the reference frequency, 12.5 MHz for a 200 MHz frequency. This allows non-volatile 
memory to be used which has a longer access time. An alternative arrangement would 
involve a slow EPROM and fast SRAM with a cache between the two.

4.5.4 Timing Simulation

Figure 4.16 shows the behavioural logic description mapped to the internal hardware re­
sources of the Altera logic device, whilst 4.15 shows the simulation incorporating the real 
path and propagation delays in the 10K30 device. The maximum clock frequency possi­
ble from the simulations was 220MHz.

The generic VHDL logic diagram of figure 4.14 was synthesised to an Altera Programmable 
logic device (Altera EPF 10K30 ETC 144-1 series) using the vendors own tools. This re­

sulted in a design of the same functionality as the register transfer level VHDL code but 
implemented in the architecture-specific macros available in the CPLD device.

The vendor CPLD software performed the place and route in the device, selecting where 

each logic entity would reside in the device hardware resources. After place and route is 
performed the extra timing delays due to the wiring between logic blocks and device pins 
can be back-annotated to the timing simulation to provide greater accuracy.

Referring to figure 4.15, below the clock signal the D[15..0] bus is the 16 bit input from 
the external memory. Stimulus signals are applied by simulator test bench which has been 
set up to simulate a memory access time of 50 ns between accessing two words of AAAA 
and FOAF. The AAAA input results in a 0101 0101 0101 0101 serial word at the MUX
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lAX+plus II 9.3 File: C:\MY DOCUMENTS\ALTERA\WORK\SYNTH\SYNTH2\SYNTH2.SCF Date: 08/16/2000 18:15:33 F

Name: 40.0ns 80.0ns 120.0ns 160.0ns 200.0ns

] CLK 

3] sel[3..0]
] D[15..0]
D] sample 
D] Bitstream 
D]dress[12..0]

0000 XAAAAX XXXX XfO A FX 0000

n n n
i n n  1 .....1 .

0000 X 0001 X 0002 X 0003

Figure 4.15: Back-annotated simulation of logic implemented in CPLD

output and the FOAF input results in the sequence 1111 0101 0000 1111. One sequence 
follows the other immediately at a bit rate of the reference frequency. In order to allow 

the maximum possible memory access time the memory address bus is changed on the 
same clock edge which latches the input word.

4.6 System Level Simulation

The purpose of the simulations was to predict the EA noise shaping referred to the output 
of the loop and provide a model with which to characterise the constructed hardware. An 
envelope simulation of the loop output spectrum was performed to allow an assessment 
of the impact of the noise shaper on both the RMS phase noise and spurious performance.

4.6.1 Overall Simulation Methodology

The simulation can be naturally divided into two sections, that of the modulator and that 
of the loop. The modulator simulation is a transient simulation which is truncated to the 
required sequence length followed by an FFT into the frequency domain. A different tran­

sient simulation is required for each channel with a modulator DC input corresponding to 

the required fractional division ratio.

The modulator sequence is converted to represent the instantaneous frequency steps in­
troduced into the loop by the dual modulus divider switching. These frequency steps are 
then integrated to convert them to equivalent phase steps to apply at the phase detector 
node of the PLL. The rest of the simulation is performed in the frequency domain.

The spectrum is obtained from a direct FFT on the sequence of phase steps with no form
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Figure 4.16: Synthesiser Logic mapped into to CPLD device.

of windowing, fully taking into account the effect of spectral leakage due to the sequence, 

truncation. Applying the closed loop response to the spectrum of phase steps allows 

comparison of the effect of different loop filtering schemes with the simulated modulator 

sequence. The system level simulation is performed with the matlab file system.m in ap­

pendix section D.8 .

n 1 2 3 4 5 6 7

 ̂ inod[^^ 0 1 0 0 1 1 0

0 1 1 1 2 3 3

 ̂mod 0 1
2
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4
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4
7

3
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2 4 2^ f 2 4

Tiible 4.2: Relation of Instantaneous sequence value to instantaneous phase steps.
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4.6.2 Modelling Divider Switching

The output sequence from the modulator is a stream of bits which must be converted into 

a signal representative of the effect of the divider switching. Each time the divider value 

changes a step change in frequency is injected into the loop at the phase detector input 

node. This change may be expressed equivalently as either frequency or phase, the fre­
quency being the time derivative of the phase.

Due to the flywheel action of the loop a steady state value of phase will be achieved at 
the phase detector input somewhere between 0 and 27t, dependent on the duty cycle of 
fractional sequence. Therefore each further step change in phase is superimposed on the 
average phase value, which can be found from the cumulative sum of all previous phase 
steps. The modulator output sequence from file D.8 takes the values of either 1 or 0 as a 
0.5 threshold is chosen for the quantiser. This merely has the effect of shifting the input 
and output range upwards by 0.5. Identical results are obtained with a 0 threshold quan­
tiser and similarly shifted input.

Figure 4.18 shows a simulation of a fractional N synthesiser driven by a sequence from 
the third order sigma delta modulator. The start time of the simulation corresponds to 

switching to a new sequence of average value 0.3270, from an average value of 0. The 
top trace is a direct plot of Vynod, the sequence driving the modulus control of the divider. 
The second trace is a cumulative average of the modulator sequence over time, or the 
instantaneous averaged divide value:

=  (4.11)

This provides an illustration of the behaviour upon channel change. After some time 
period the averaged division value of the loop will settle to a fixed value corresponding to 

the required division value:

Vav= \imVmod[n] (4.12)n-)-inf

Once this steady state condition is reached the important information regarding the phase 

disturbances to the loop is the change in net change in the instantaneous phase in each 
reference cycle, which can be found from integrating the effective voltage step due to the 

difference between the instantaneous Vmod[n] and the average Vmod, or Kw The effective
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voltage step is given by:

AVe//fn1 =  Vr„nd\n] - (4.13)

and the instantaneous phase step at the loop input is given by:

A(f)[n] = 27T ^  (VrnodH -  Vav) = 27T A \4 / /[n ] )  (4.14)

Theiefore taking the cumulative sum of the effective instantaneous voltage step and mul­

tiplying by 27t results in the phase steps at the loop input. In this case voltage is used to 

refer to the range from 0 and 1 due to the time averaging of the divider modulus value. 

The third and fourth traces of figure 4.18 show the effective voltage step A I> //[n ]  and the 

corresponding instantaneous phase step A0[n]. Table 4.6.2 summarises the operations for 

a seven bit sequence. As a final step in order to represent the case of a settled loop it is 

necessary to remove the DC component, as this will only be present when the loop is in 

the process of re-tuning.

N
XIj
CO■O

0

-20

-4 0

-6 0

-8 0

-100

-1 2 0

-1 4 0

-1 6 0

Frequency/fref

Figure 4.17: Simulation o f Synthesiser Output Spectrum
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4.6.3 Referring spectrum of phase sequence to the loop output

Once the sequence of phase steps at the PLL input is obtained, a discrete Fourier transform 

of the zero-meaned phase sequence is performed:

S(f)zm[n] = S(j)[n] -  ô(j)[n\ (4.15)

A^{k)  = Ç  ô^,rn[n]exp ^ (4.16)

This DPT takes N consecutive samples of the sequence and calculates N equally spaced 
values of AT>, the spectrum of the phase steps in the frequency domain, from 0 to the 
sampling rate Wg. The integer k gives the DPT value A^ ( k )  corresponding to output fre­
quency component cj{k) and is often referred to as the bin number. In practice a Past 
Fourier Transform algorithm is employed in computer simulation due to the speed advan­
tage in calculation. This has the practical effect of requiring a sequence length of a power 
of two. The nearest available power of two exceeding the required sequence length is 

used.

In the program of section D.8, a normalisation of the output of the PPT is performed by 
multiplying by a factor of 2/N. This normalises a peak amplitude of 1 on the time domain 
side of the PPT to an amplitude of 1 on the frequency domain side. The factor of 2 is 
to account for a single sided analytic representation of the bandpass signal. The analytic 
signal is a complex valued signal with a one-sided spectral density whose real part is the
same as the original real-valued signal. By use of the Hilbert Transform [19] a real val­

ued double sided signal can be represented in terms of a complex signal with a one sided 
spectral density.

Considering the time domain transform

f a { t )  =  f i t ) + j H { f { t ) ) ,  (4.17)

where is the Hilbert transform of the real valued signal and f a { t )  is the single
sided complex analytic representation. The Fourier transform of this relation is given by

F,(w) =  F(w )-bjPf(F(w )). (4.18)
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In order for the analytic representation Fa{t) to be single sided it is necessary for the 
complex part of the right hand side of this equation to cancel the negative frequency part 
of F(uj), therefore the following must be true for negative frequencies

jY T(FM ) =  w < 0, (4.19)

and re-writing this relation obtains

H{F{uj)) = jF{uj), cj < 0. (4.20)

And as the complex signal jH(F{uj))  must have odd symmetry then the positive fre­

quency relation can be written

^ (F ( :j) )  =  - jF (w ) , w > 0. (4.21)

This results in the following expression for the Hilbert Transform in the frequency domain

H{F{lü)) = —jF{u)sgn{u).  (4.22)

Allowing the spectral density to be written for the analytic representation

4.6.4 Power Spectral Density and NBPM approximation

Referring to the simulation file D.8, once the normalised single sided spectrum of the 
phase noise voltage at the loop input is obtained, this is divided by two to account for a 
narrow band phase modulation of the carrier. The magnitude of this complex signal is 
taken and then squared to give a normalised phase noise power referred to the loop input. 
Following this the signal is converted to log form and the scaling is changed to dBc/Hz 
by division by the FFT resolution. The resolution of the EFT is dependent on the number 
of bins and the reference frequency chosen for the simulated synthesiser.

The spectrum at the loop output is finally obtained by application of the closed loop phase 
modulation characteristic 2.68. Figure 4.17 shows the output of the simulation. The top 
trace is a plot of the closed loop phase modulation characteristic, below this are plotted 

the spectrum of phase noise due to the divider switching and the same spectrum under the
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influence of the top trace response.

Appendix section A gives a detailed coverage of phase modulation effects. The phase 

modulation index will be of a very small value close to the carrier due to the noise shap­
ing of the modulator. Further out from the carrier the phase noise injected by the modu­
lator switching is much larger, but due to the suppression of the closed loop response the 
resulting modulation index at these frequencies is also very small, allowing an accurate 

approximation.

At this stage the reference frequency or loop filter frequency of the simulation can be 
adjusted in order to satisfy specification masks for SFDR and phase noise. Figure 4.17 
shows representative masks from the ETSI specifications for the DCS 1800 mobile phone 
system standard. By optimising the modulator it was found possible to satisfy these spec­
ifications across the band using a 216 MHz reference frequency and a 250kHz natural 
frequency loop filter. Although the prototype reference frequency was constrained to 
156MHz by the divider, to compare results the simulation reference frequency was later 
re-scaled to the same figure to provide a valid model for characterisation of the hardware.

4.7 Summary

This section has discussed the design, simulation and analytical techniques which were 
used in the design of a prototype Fractional-N frequency synthesiser using stored sigma 

delta sequences. The next section will present measured results from the fabricated syn­
thesiser and compare them to the results predicted by the analysis. In this section the 
issue of sigma delta stability has not been fully addressed and empirical simulation has 
been used in order to optimise the spectra for a number of frequencies in the synthesiser 
range. The complex issue of modulator optimisation is addressed in depth in the optimisa­
tion chapter, which gives specific attention to the difficulty of generating sequences with 

effective noise shaping with the large signal modulator inputs necessary in Fractional-N 
applications. The use of empirically generated sequences is valid in the verification of the 

hardware platform as it allows the predicted and measured spectra to be compared for a 
particular shaping sequence, allowing an independent investigation of the performance of 

the Fractional-N loop itself.
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Figure 4.18: Instantaneous Phase at Phase detector Due to Divider Switching
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Figure 4.19: Example Timing Diagram for PLD memory access, 100 MHz clock.
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Chapter 5 

Prototype Synthesiser Results

This section presents measured against simulated results for the constructed hardware 
prototype. A hardware prototype was deemed valuable in providing proof of concept 
whilst revealing any potentially unforseen issues in the approach. In this chapter, results 
are presented for acquisition measurements, phase noise measurements and various plots 
of power spectra both at the input to the dual modulus divider and the loop output.

For the spectral plots the same eight frequencies are tested across the band and presented 
at the two locations in the circuit. This was to provide insight both into the performance 
variation across the band and also the nature of additional nonlinear effects contributed 
to the output spectrum by the non-ideal components in the synthesis loop. The intention 
of this was to provide a clear picture of which effects were attributable to the shaping 
sequence.

As the maximum clocking frequency of the 8/9 prescaler was 1.4 GHz, this restricted the 

loop reference frequency to 156 MHz even though the digital section of the circuit would 
operate at 250 MHz. This resulted in the output frequencies of table 5 being documented 

during the tests. Due to the divider clock frequency restriction it was also later found 
that the phase margin of the loop was lower than designed due to VCO gain variations. 

The phase margin figures in table 5 were obtained from a later Spice simulation which 
included the extracted VCO tuning characteristic. The extracted results were used to re- 

simulate the results of the actual hardware to provide an improved match.

The test frequencies resulted from the original choice of reference frequency of 216.7647 
MHz, which corresponds to the centre of the DCS 1800 band (1805-1880 MHz) divided 
by the central fractional division value of 8.5. The original impetus behind this approach
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Fractional Division Ratio Output Frequency (GHz) Predicted Phase Margin

8.672999872 1.35298798 40°

8.649876603 1.34938075 39°

8.626817756 1.34578357 37°

8.603758782 1.34218637 36°

&580699872 1.33858918 35°
8.557640923 1.33499198 34°

8.534646218 1.33140481 33°
8.511523045 1.32779759 31°

Table 5.1: Test Frequencies for Prototype Synthesiser

was to allow a halving of the memory requirements by inverting a sequence on one side 
of N+1/2 to cover the other side of the band in a symmetrical manner.

Signal integrity of the digital logic was verified by triggering a storage scope with one 
of the memory address pins and comparing the on-screen sequence at the divider con­
trol input with the corresponding location in the sequence that had been downloaded to 
memory. A sequence section up to 32 bits was compared and verified in this way.

5.1 Modulator Spectra

The spectrum of the shaping sequence was measured directly at the output pin of the pro­
grammable logic device driving the prescaler divide ratio input. The purpose of this was 
to provide an insight into the source of spurious components at the synthesiser output. 
Components present at the loop output which could not be explained from the spectrum 
of the baseband noise shaping sequence were then able to be attributed to other nonlinear 
effects in the loop rather than to the noise sequence. Figure 5.1 shows a spectrum analyser 
measurement from DC up to 200 MHz, evidencing the noise shaping of the sequence at 
the divider modulus control input.

5.1.1 Test Setup

Appendix D.9 shows the Matlab simulation file used to simulate the spectrum at the pro­
grammable logic device output from the pre-generated shaping sequence. The same se-
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Re f  Lvl
- 2 0  dBm

M a r k e r  1 [ T l ]  ROW 2 0  kHz RF At t 10 dB
- 2 2 . 2 5  dBm VBW 2 0  kHz

7 9 . 7 5 9 5 1 9 0 4  MHz SWT 1 . 2 5  s  U n i t  dBm

-60

-70

-80

I I I IT I IT I' I I I Tl

s t a r t  0 Hz 2 0  MHz/

D a t e :  1 . MAR.2 0 0 0  1 4 : 4 9 : 2 6

S t o p  2 0 0  MHz

Figure 5.1: Baseband Spectrum at dual modulus divider input

queiices used tor the simulation were used in the memory of the hardware.

Referring to the text of appendix D.9, the program loads the sequence from disk and 

scales this to match the measured CMOS voltage level. Following this an FFT is taken 

and normalised to represent an analytic single sided spectrum of the signal. After squar­

ing to give power in dBW, an additional 30dB is subtracted to give the power spectrum in 

dBm to match the analyser scale.

The spectra from the hardware were measured directly at the dual modulus divider control 

input with a synthesiser reference frequency of 156MHz. A Rohde and Schwarz FSEB 

spectrum analyser was used to measure the signal from the 5V CMOS level output of the 

programmable logic device using a Textronics P6139A IMO probe.

5.1.2 Comparison of Results

Figures 5.2 through to 5.9 show the simulated results on the left and the corresponding 

analyser result on the right. The most significant immediate difference is the flattening of 

the noise shaping at the lower frequencies of the measured results and then a gradual rise
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Simulated bitstream spectrum, = 156 MHz, = 1 353 GHz

M arker I I T l)  R8M I kHz RF At I 10 dB
\ @ f  Lv! -7 5 .0 7  dBm VBW I kHz

•30 dBm 10.00000000 MHz SWT 25 s  U n it dBm

-30 dBm Analyser Reference Level

Frequency /MHz

I
. iu iiy ■ ■ H

S t a r t  0 Hz 1 MHz/

!: 7 .MAR.2000 1 4 :35 :59

Figure 5.2: Sequence results for 1.3530 GHz 

<0>
Simulated Utstream spectrum, Fp^p » t56 MHz, = 1 3494 GHz

RBW 1 kHz RF A lt to  dB

SWT 25 s  U n it dBm

to dBm Analyser Reference Level

t: 7 . MAR.2000 1 4 :37 :02

S to p  10 MHz

Figure 5.3: Sequence results for 1.3494 GHz

of the response very close to DC. This was due to the noise floor of the analyser itself and 
flicker noise respectively.

The results for the simulations compare very closely with the results measured from the 
hardware from the modulus control signal. The general level of components in the two 
sets of spectra is very close down to a frequency of around 3 MHz where the analyser 
noise becomes a restriction.

All eight of the comparisons display evidence of major spurs which are within 4 dB 
comparing the measured and simulated results, a particularly good example of this being 
figures 5.2 and 5.8 and 5.9. The extra component appearing in the measured result of 
flgure 5.5 at a frequency near 3 MHz must derive from a source other than the intrinsic 
bitstream sequence.
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Simula(ed btslream spectrum F = 156 MM/, F = 1 3456 GHz

M arker I [ T |]  RBW t kHz
-7 7 .3 4  dBm VBW I kHz

IQ .00000000 MHz SWT 25 s

A lt 10 dB
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D ate : 7.MAR.2000 1 4 :37 :53

Figure 5.4: Sequence results for 1.3458 GHz
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Figure 5.5; Sequence results for 1.3422 GHz

5.2 Phase Noise

Figure 5.10 shows a measurement of phase noise spectral density captured from the phase 

noise measurement feature of a Hewlett Packard 8560E spectrum analyser. Original sim­

ulations showed that the phase noise plateau of the synthesiser should be in the region 

of -1 10 dBc/Hz but this is not entirely evident on the measured result for a number of 

reasons.

One reason for the difference in measured result is the contribution of VCO noise to the 

noise at the loop output. From figure 5.10 this appears to be dominant out to 10 kHz 

from the carrier, as the oscillator noise is shown by the linear sloping part of the noise 

measurement close to the carrier.

The departure from the initially predicted results is the lump in the phase noise at an
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Siinii}«lod lulslream spectrum. = 1% MHz. = 1 3386 GHz
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Frequency/MHz

Figure 5.6: Sequence results for 1.3385 GHz
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Figure 5.7: Sequence results for 1.3350 GHz

offset of around 250-500 kHz offset from the carrier. It is thought that this is due to a 

combination of non ideal effects in the loop filter and the result of a reduced phase margin 

due to the VCO being used away from its original intended frequency, which resulted in 

a reduction in the phase margin of the loop and consequent peaking of the closed loop 

response.

Figure 5.1 1 shows two simulations of the output spectrum of the synthesiser produced 

from the simulation file in appendix D. 10. The left hand plot shows a result taking a 

phase margin of 5°, whilst the right hand result shows a result with the original design 

phase margin of 50"f

Clearly at least some of the peaking in the noise response is due to the reduction in phase 

margin caused by non-ideal loop filter design. Other effects which may have caused this
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SiiiuilrtlGKj lulstreain spectrum, » 156 MHz. 3314 GHz
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Figure 5.8: Sequence results for 1.3314 GHz 
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Figure 5.9: Sequence results for 1.3278 GHz

include noise contributions from the divider and further peaking of the closed loop re­

sponse caused by the limited loop filter bandwidth.

Figure 5.12 shows the actual variation in phase margin of the prototype synthesiser. This 

data was calculated from combining a Spice simulation of the loop filter components 

with the variable VCO tuning gain derived from later measurements. The large variation 

in phase margin is due to the narrow operating band of the VCO. Appendix D .6 shows 

the code used for combining and plotting the data. Due to a restriction on the maximum 

frequency of the prescaler component it was not possible to operate the synthesiser at the 

optimal point for the loop filter design at the time of the measurements. In hindsight this 

could have been avoided by re-measurement of the VCO tuning gain over a much wider 

range at the time to reveal the large gain deviation outside the specified range.
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Figure 5.10: Measured phase noise at 1.353 GHz

5.3 Frequency Hopping

Prediction of the transient performance of the loop was performed from a transient sim­

ulation using the Laplace transform of the closed loop response. These were derived in 

chapter 2 in section 2.4.2. Equation 5.1 gives the frequency error transient at the phase 

detector, whilst equation 5.2 gives the phase error transient, also referred to the phase 

detector.

—UInt

Ace
e21 — W f i  (

(5.1)

(5.2)

Both of these equations can be modified to give the corresponding transients at the VCO 

output merely by multiplying by the feedback divider ratio N.
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= 156MHz. 3278 GHz. Phnse Margin =5® Fp^P = 156 MHz, =1.3278 GHz, Phase Margin *50®

Garner oHsel /MHz Carrier ottsel /MHz

Figure 5.11: Simulated power spectrum for 5 degree and 50 degree phase margin

5.3.1 Simulation Method

Figure 5 . 13 shows the results of the transient simulation of a 15 MHz frequency step for a 

250 kHz loop natural frequency with an 8/9 divider. The simulation was performed using 

the simulation file Ftrans.m in appendix D.3. A worst case result is obtained for the phase 

transient by taking a hxed value for N of the higher of the two divide ratios. Taking N=9 

the phase error referred to the PFD after 10//s is less than 0.1 ", whilst with N=8  the 10//s 

phase error is 0.2 ". The top left plot of figure 5.13 shows that a 15 M Hz frequency hop 

is the largest possible without incurring cycle slips, as the phase frequency detector will 

have a maximum range of ±27t.

5.3.2 Experimental Setup

To allow precise measurement of the frequency hopping of the prototype loop the mixer 

method was used. Figure 5.14 shows the experimental setup used. The output of the 

synthesiser is mixed with the output of a signal generator which is tuned to precisely the 

same frequency as one of the frequencies in the synthesiser hop to be measured.

The output of the mixer forms a beat note between the two input frequencies which is fed 

to the y input of the oscilloscope. The output component of interest is the f%-f '2 product 

near to DC, which when will result in a flat scope trace at zero volts assuming there 

is no DC offset in the mixer output. To allow precise matching of the two frequencies it is 

necessary that both frequency generator and synthesiser have the same reference source to 

avoid relative drift of phase and triggering of the scope is performed with the synthesiser 

channel change signal. Figure 5.15 shows a 15 MHz hop being achieved in 10//s to within
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Figure 5 .12: Phase Margin Variation of Prototype Loop 

a few degrees, which compares favourably with the transient simulation of figure 5.13.

5.4 Output Spectra

The output spectrum of the synthesiser was measured directly at the VCO output node for 

the same frequencies corresponding to those of the baseband measurements. All measure­

ments were performed on an FSEB spectrum analyser set to a 1 kHz resolution bandwidth. 

Simulation results are displayed on the right hand sides of figures 5.16 through to 5.23 

with the corresponding measured results on the right hand side.

5.4.1 Simulation Setup

Appendix D.2 shows the Matlab simulation file used to simulate the spectrum at the loop 

output from the pre-generated shaping sequence. This simulation is similar to the initial 

system simulation of appendix D. 1, with the difference that the phase margin of the loop 

filter was varied in accordance with extracted measurements from the prototype board.

Figure 5.12 shows the plot of the phase margin across the band for the actual hardware, 

taking into account Spice simulation for the operational amplifier and a curve fit to the
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Figure 5.13: Modelling of a 15MHz frequency hop.

derived VCO tuning gain outside its intended operating range. Appendix D.5 shows the 

Matlab file used to perform a least means squared curve fit to the measured VCO tuning 

data and calculate the corresponding gain, whilst appendix D .6 shows the calculation of 

the resulting phase margin of the prototype loop. The phase results from this were en­

tered into the file of appendix D.2 in order to take into account the resultant peaking of 

the closed loop response of the loop with the lower VCO gain.

The main steps in the simulation file are to perform an FFT of the memory sequence 

from the stored file on disk, then normalise and scale the FFT to provide a result in dBc. 

Following this the result is squared to show power and converted to dB. A -6 dB scaling 

is used to account for the narrow band phase modulation and the closed loop response is 

then applied to refer the spectrum to the VCO output node. Appropriate scaling of the 

axes are applied to match the analyser.

5.4.2 Results Discussion

The general level of spectral components in the measured results matches closely with 

the simulations. Although the measured results display a higher variance the mean level 

at an offset of 5 M Hz compares very favourably. The peaking closer to the carrier can be

99



5.4. Output Spectra PROTOTYPE SYNTHESISER RESULTS

MIXER

SIGNAL
GENERATOR

REF. INPUT

Y INPUT

TRIGGER I:;;::;

OUTPUT
TEST
SYNTHESISER 

REF. INPUT
REFERENCE
SOURCE CHANNEL

SELECT

FUNCTION 
GENERATOR

Figure 5.14: Experimental setup used for accurate lock time measurement

attributed to a combination of VCO noise and peaking of the loop filter response. Peaking 
of the loop filter response could be accounted for in part by the VCO gain although the 
physical layout of the circuitry is also capable of affecting this significantly.

The peaking evident in the spectrum becomes much more pronounced at the lower test 
output frequencies of the loop, which ties in with the phase margin plot of figure 5.12 and 
supports the notion this is one of the causes of the peaking. Another contribution to this 
effect is the divider gain variation which also has an effect on the closed loop performance 
of the loop. Both of these effects could be minimised by using a non-linear compensating 
amplifier in series with the loop filter.

Regarding discrete spurii, there are several instances of departure from the predictions. 

This reflects the numerous possible sources of non-linear effects in the analog section of 
the synthesiser. Plot 5.23 contains similar discrete spurii to the simulation although there 

is evidence of some skew symmetry of the measured result and the measured result is 
around 8  dB higher. This component at 3.5 MHz offset from the carrier can certainly be 
attributed to both measured and predicted divider sequences in the corresponding figure 
5.9. The 3MHz offset component in output spectrum 5.16 also corresponds well with the 

divider measurement of figure 5.2.

The result of figure 5.3 also corresponds well with the shaping sequence plot of figure 
5.17, as at this portion of the synthesiser tuning range the VCO tuning gain is fairly high 
and the peaking of the closed loop response is not too significant.
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Figure 5.15: 15MHz Frequency hop in 15/iS measured with the Mixer method

The result of figure 5.21 shows a number of components in the measured output which 

are not present on either the simulated output or the measured sequence spectra of figure 

5.7. The power in these components was heavily dependent on the drive levels at both the 

reference frequency input and the divider input which suggests that these components are 

a result of intermodulation distortion rather than a limitation due to the shaping sequence. 

This is bourne out by the fact that most of the results show comparatively little evidence 

of this kind of effect.

Figure 5.24 shows a full span plot of the spectrum at the synthesiser output. A large 

amount of leakage occurs of signals related to the baseband sequence spectrum and vari­

ous signals related to digital noise from the logic section. These results support the notion 

that a bandpass filter inserted immediately after the VCO output would aid greatly in spu­

rious reduction. In particular this would reduce the amount of intermodulation products 

at the output of the buffer amplifier which follows the VCO. Another potential source of 

distortion is cycle skipping of the divider which was operating at the edge of its specified 

toggle rate.
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Figure 5.16: Results for 1.3530 GHz
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Figure 5.17; Results for 1.3494 GHz

5.5 Summary

SFDR is better than 60 dB across the band which is a very high level of spectral purity 

considering the extremely wide loop filter bandwidth and fast hopping speeds. Further 

spurious reduction could be obtained easily with a narrower loop filter for less speed in­

tensive applications which require a high resolution synthesiser. Both spurious and noise 

performance compared well with predictions when imperfections in the prototype system 

were taken into account.

Higher than expected spur levels were attributed to non-linearity in the loop components 

due to their amplitude being strongly linked with that of the reference frequency and di­

vider input drive levels. This assumption was strongly supported by the majority of the 

results where major discrete spurii were similar to those simulated. Therefore this situa­

tion may be considerably improved by optimisation of drive levels or additional filtering
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Figure 5.19: Results for 1.3422 GHz 

in the loop following the VCO.

Considerably improved performance could be obtained by further optimisation of the 

hardware platform. Prototype performance did not appear to be limited by the shaping 

sequence which indicates room for a performance improvement. Example improvements 

would be the use of compensators to optimise loop filter response over a wider range as 

well as drive level optimisation with respect to spurious generation. In addition, the shap­

ing sequence used in the prototype used only a crude optimisation procedure.

As performance conforms reasonably well with the predictions it is expected that spectral 

performance could be considerably improved upon by using a non-linear stability analysis 

to design the modulator producing the shaping sequence. Use of such techniques allows 

an analytical optimisation of the shaping sequence by operating the modulator closer to its
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Figure 5.21: Results for 1.3350 GHz

stability margin. This would also allow the use of higher order modulators, which would 
further improve the spectral performance of the fractional division process.
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Chapter 6 

Optimisation

This chapter shows the means by which sequences may be designed and optimised for 
use in a stored sequence fractional-N synthesiser. Obtaining such sequences is compli­
cated in a number of ways due to the nonlinear nature of the sigma delta modulator and 
the inherent truncation of these sequences when used in a stored sequence architecture. 
The nonlinearity results in difficulties in applying a stability analysis which is a necessary 
prerequisite to determine the optimal noise shaping of the system, whilst the truncation 
can introduce severe distortion into the spectrum which has the capability to create many 
new low frequency components. The distortion effects can be particularly severe as there 
is no opportunity to add windowing to the single bit sequence downloaded into the mem­
ory. The avoidance of the spectral distortion is of particular relevance in the use of such a 
synthesiser in continuous rather than frequency hopping mode, where it is desired to feed 
the sequence to the divider control input in a continuous loop. This chapter illustrates 
how an adaptive iterative method may be used to verify large signal input stability of the 
modulator across a range of DC inputs, once the initial design parameters of the filter 
have been determined using a small signal nonlinear stability analysis. Following this it 
is shown how by measuring the repetition length of all the modulator output sequences 

the optimal sequence length can be calculated to avoid spectral distortion.

The nonlinear nature of the quantiser element of the sigma delta modulator precludes the 

use of standard stability analysis techniques as the principles of superposition do not ap­

ply. Assuming there is an unbiased (i.e. at a DC level corresponding to halfway between 
the two quantiser outputs and corresponding to a fractional division ratio in synthesiser 
applications of N-i-1/2) sinewave input to the quantiser, the output of the quantiser will 
be a squarewave at the same frequency. This means that a true description of the quan­
tiser element would have to take into account the harmonics at the output, which clearly
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invalidates conventional analysis. The approach used in this chapter is the approximate 

describing function method [1 1 ] which approximates the gain of a nonlinear element by 
its gain at the fundamental frequency of its output. This initial small signal analysis using 

the describing function developed by Engelen [17] is used in combination with root locus 
techniques to provide a starting point for the design of the loop filter.

Following the small signal stability analysis an adaptive iterative technique is used to de­

termine the large signal stability of the modulator by simulation. Large signal stability is 
particularly important in Fractional-N applications if the full N to N+1 range of the dual 

modulus divider output range is to be used for synthesis. Once stability margins are found 
over the DC input range this data is extracted and used to simulate all of the sequences for 
each channel of the synthesiser. It is shown that Hanning windowing applied to an arbi­
trary length modulator sequence may be used to reveal the noise shaping of the modulator.

The final part of the chapter discusses the impact of truncating the sequence and shows 
how the optimal length may be detected and used to avoid the negative effects. Rectangu­
lar windowing is used to demonstrate the poor low frequency noise shaping of arbitrary 
length modulator sequences. The concluding part of the chapter shows how autocorrela­
tion of the sequences with a subset of themselves can be used to detect repetition length 
and how selecting the sequence length for the synthesiser as the lowest common multiple 
of all the sequences avoids the spectral distortion effects of truncating the sequence.

6.1 Nonlinear Stability Analysis

r
H(s)

Figure 6.1: A Basic Nonlinear System.

The approach of describing function methods is to represent a non-linearity with the best 
possible linear approximation for a particular type of input. This representation is then 

adjusted depending on the size of the input. Figure 6.1 shows a feedback system con­
sisting of a linear loop filter H and a nonlinear element N. The output of the nonlinear
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element N will consist of the input signal from the loop filter H(s) plus any additional 

distortion produced by the nonlinear element. The distortion produced by the element N 
will be dependent on both the input to the system and the loop filter transfer function H(s).

In general describing function techniques rely on the fact that the linear system H(s) in 
figure 6 . 1  will be lowpass in nature, a reasonable assumption for many real world control 

applications. The assumption then is that only the fundamental component of the quan­

tiser output needs to be accounted for, as the other higher frequency components will be 
much smaller, will be suppressed by the loop filter when they pass around the loop and 

will have much less of an effect on the system stability [20]. In some cases, particularly 
those where the second harmonic of the nonlinearity output is of significant amplitude, 
it may be necessary to take into account the additional effect on the stability or allow a 
greater margin of error.

As well as affecting the amplitude there may also be a delay associated with the nonlin­
earity which may or may not be frequency dependent, and which will result in a complex 
describing function.

Although the accuracy of describing functions for the purpose of stability analysis de­
pends on the surrounding linear part of the system, they provide a reliable starting point 
for the design process and insight into the stability of limit cycles in the system.

In order to analyse the stability of the system a good starting point is to determine if the 

system is stable under conditions of zero input. For this purpose the Sinusoidal Input 
Describing Function (SIDF) is often used [20]. This approximates the nonlinear element 
transfer function for sinusoidal input signals in order to allow classical root locus tech­
niques to be used for the stability analysis.

6.1.1 Describing function for a Relay

A common nonlinear element used in control systems is a relay. Figure 6.2 shows the 
describing function for the case of a non ideal relay for the nonlinear element N in the 
system of figure 6.1. And figure 6.3 shows the time domain switching operation. As the 

relay switches at thresholds Vt h  and —Vt h  the hysteresis will give rise to a frequency 
independent phase shift in addition to the amplitude response. Clearly the gain of the 
relay will be inversely proportional to the input amplitude with fixed output levels.
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Figure 6.2: Nonlinearity due to a relay.
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Figure 6.3: Phase shift due to a relay nonlinearity.

Referring to figure 6.1, the describing function (DF) of the nonlinearity is the ratio:

N  = -
X

(6.1)

And for a sinusoidal input to the relay x  =  Asin(wf), the output from the nonlinearity 
can be described by a Fourier series with the following fundamental coefficients for u:

a i
uj
7T Vo

u sin  Lût dt (6.2)
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UJ /•2 7 r/w

bi = — u cos ujtdt (6.3)
7T Jo

If the DF can be expressed as an odd function of time then the bi coefficient is zero, 
leading to the following expression for the amplitude response of the DF [11]:

|7V| =  ^  (6.4)

This describing function has an equivalent gain which depends on the input amplitude 

but not on the input frequency. Solving 6.2 allows an expression to be written for the 
describing function amplitude in terms of the signal and DF levels:

2 AD
ai = — D sin t dt = —  (6.5)

7T Jo 7T

|iV| =  ^  (6 .6 )

The phase shift in the DF, a  can be determined from inspection of figure 6.3 and is given 
by equation 6.7. Hence equation 6 . 8  gives the full SIDF for the relay with backlash.

a = s in ~ l(^ ^ ^ )  (6.7)

AD
TV =  ---rer-*. (6 .8 )

ttA

Using the describing function of 6 .8 , although an approximate result, allows much insight 
to be gained into the operation of the nonlinear system. A particular advantage is that an 
analysis may be performed to find the possible oscillation frequencies of the closed loop 
system. These oscillations are known as limit cycles and are inherent to the operation of 

all nonlinear systems. Once the possible limit cycles have been determined, further analy­
sis can then show their stability. This allows a good starting point for the system design as 
the autonomous system stability can be verified under zero input conditions before large 
signal design considerations.
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The accuracy of the result will depend on the characteristics of the linear loop filter G(s), 

as this will determine the amount of filtering of the higher order components of the non- 
linearity. In the case where there are no even harmonics in the DF output this will also 
considerably improve the accuracy of the describing function.

6.1.2 Limit Cycles

For a standard linear system, root locus techniques can be used to select an appropriate 

system parameter which will fix each system pole at the desired position on the root lo­
cus. To ensure stability this means placing all poles on the left hand side of the s plane or 
placing all poles inside the unit circle of the z plane in the case of a digital system.

In the case of a nonlinear system a root locus analysis will commonly use the gain of the 
nonlinear component as the variable parameter. The variable gain of nonlinear system 

blocks acts to move the poles along the root locus during the course of normal system 
operation. The periodic oscillations which occur in the system due to this pole movement 
are known as limit cycles and are an inherent part of the operation of nonlinear systems.

The use of describing functions in the stability analysis of nonlinear systems allows the 
prediction of limit cycles within the system, whilst a root locus plot reveals if such an 
oscillation can be maintained in the loop under zero input conditions.

Referring to the system diagram of figure 6.1, the closed loop system gain is given as 
usual by:

P(f) ^  g .

r(s) 1 + N(s)H(s)  ^

Where N(s) denotes the nonlinear part of the system. The poles, determining the system 

stability are given by the characteristic equation:

1 + N(s)II(s)  = 0 (6.10)

The conditions for a limit cycle in a nonlinear system are the same as those for a sustained 

oscillation in any closed loop negative feedback system. To design an oscillator the gain
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round the loop must be equal to -1 and the phase shift 180°. This is the Barkhausen crite­
rion.

In the case of a limit cycle there must be unity gain around the loop and one or more of the 

poles of the closed loop system will lie on the s = jcu axis. As s = a juj if a. constant 

amplitude limit cycle exists then the decay constant will be equal to zero. Solving the 
characteristic equation for constant amplitudes results in the condition for a limit cycle to 

exist:

N[juj)H[juj) = —1 (6.11)

In the case of a digital system a constant amplitude limit cycle can only exist on the unit 

circle of the z plane, i.e. where z =  where 9 is frequency normalised to the reference. 
This results in the following condition for limit cycles in digital systems:

7V(e'®)G(e’®) = - 1  (6.12)

This assumes the steady state case where z is of unit magnitude. Both of these conditions 
can be partitioned into separate modulus and phase requirements:
An analogue system:

|jV(;w)|.|G(jw)| =  l  (6.13)

iN(juj) -h lG{jLü) = 7T (6.14)

A digital system:

\N (é% \G (e^^)\ = l  (6,15)

ZiV(e^^) +  ZG(e^®) =  7T (6.16)

6.1.3 Limit Cycle Stability

Figure 6.4 shows a hypothetical root locus plot for a continuous time nonlinear condi­
tionally stable system with a single-valued saturating nonlinearity. An ideal relay with 

no backlash falls into this category in that the describing function N[juj) is real and de­
creases with increasing input amplitude A.

The points where the root locus crosses the s = juo axis denote possible limit cycles 
in the system, although some of these limit cycles may not be sustainable in practice.
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Figure 6.4: Root Locus plot for a non linear system.

The arrow on the root locus indicates the direction of increasing gain of the nonlinear 
describing function |A^(jüj)|. Referring to figure 6.1, assuming the system is turned on 
with zero initial condition (x and r equal to zero), at the instant of turn on the gain of 
the nonlinearity will be effectively infinite as the signal x at the input to the nonlinearity 
will have zero amplitude. The signal at e will grow due to the difference between u and 
r, and consequently the signal at x will grow leading to a reduction in |A/'(jw)|. Refer­
ring to the root locus, this reduction in the DF gain will occur until the gain rests at point 
3. This corresponds to a stable limit cycle at the frequency of intersection with the juj axis.

If a large enough gain reduction occurs in the nonlinear element that state 2  is reached 
from state 1, the system will converge to state 1 as state 2 is a divergent limit cycle. With 
the system at state 2 any slight increase in the input to the nonlinear element N will lead 

to a reduction in the gain of N, which will in turn will move the system poles further into 
the right half of the s plane along the root locus. Movement of the system poles further 
to the right will act to increase the input to the quantiser and the process continues until 

stabilisation at point 1 .

Any decrease in N gain once at point 1 will have the stabilising effect of moving the poles 
further into the left half of the s plane, therefore once state 1 is reached there is no return 
to another state. Practical factors which cause switching between limit cycle states are 
disturbances at the system input and any changes in system parameters. Removal of the 
disturbance can never return the system to the original state.
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6.2 Quantiser Describing Function

This section describes an approximation for a describing function for a single bit quan­
tiser. A detailed analysis of the approximations derivation can be found in [18]. The 
notable feature of the describing function is the frequency dependent phase uncertainty, 
which arises due to the sampled nature of the system and has a profound effect on the 
closed loop stability. This results in many possible root locuses depending on the ef­
fective phase shift and frequency through the single bit quantiser. The phase shift is an 

entirely uncertain parameter as it results from the ambiguity between consecutive sam­
ples. Therefore the worst case, i.e. maximum, possible phase shift through the quantiser 
is used in order to allow a worst case root locus to be plotted.

6.2.1 Amplitude Response

v/2

-V/2

A

Figure 6.5; Single Bit Quantiser Nonlinearity amplitude response.

If the nonlinearity of system 6.1 is a single bit quantiser, then figure 6.5 shows the am­
plitude response. The output of the quantiser is the Fourier series of a pulse train at the 
input frequency multiplied by some delay. For a single sinewave input to the quantiser, 
the pulse train at the quantiser output can be described by a complex exponential Fourier

series:

u (t) = Xr mojot (6 17)
m = —oo
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Where u(t) is represented as the sum of components of frequency muj and Xm is a com­

plex quantity giving the gain and phase of each Fourier component. A pulse train Fourier 

series is given by equation 6.18, which results from the parameters depicted in figure 6 .6 . 
The resulting periodic spectrum is shown by figure 6.7.

Xrr, =
U 2

05J8)

Thus the amplitude of a particular component of the pulse train is given by

rriTT
(6.19)

where V is the peak to peak amplitude of the pulse train. The height of the X q component 
depends on the duty cycle of the squarewave and the DC offset and for a DC offset of half 
the squarewave amplitude this term is given by

u(t)

- T
t

Figure 6 .6 : Squarewave output definition.

X q —  V t / T q . (6.20)

Figure 6.7 gives an indication of the approximations involved when using a describing 
function for an ideal quantiser. In the case of there being zero DC bias in the nonlinearity, 
the Xo component in the output will be zero amplitude and there will be no even har­
monics in the output. The most significant component other than the fundamental will be
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Figure 6 .7: Spectrum of Periodic rectangular pulse.

the third harmonic, which is approximately one third of the amplitude of the fundamental.

The third harmonic is likely to be considerably attenuated by G(s) by the time it returns 
around the loop to the quantiser input. In particular, if G(s) contains a single ideal in­
tegrator there will be a 20 dB /decade attenuation of both the X 3  and X i  components 
around the loop, which will reduce the amplitude of the X 3 component relative to the 
Xi component by 9.54 dB. This means that the X 3 component will be only l/9 th  of the 
amplitude of the X% component or -19dB. Higher order low pass loop filters will yield 

correspondingly more accurate results from the describing function as the higher order 
nonlinearity outputs can be attenuated more relative to the fundamental.

For the purposes of the root locus plot the quantiser is simply assigned a global gain A 

which is the gain of the quantiser for sinewave input at the fundamental frequency. For 
an input sinewave amplitude A and an output squarewave amplitude B, A is simply B/A. 
This linearised gain is exactly analogous to the K parameter varied during a linear system 
root locus analysis.
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Figure 6.8: Bounds of the Phase Uncertainty due to a single bit quantiser.

6.2.2 Phase Response of a single bit quantiser.

Figure 6 . 8  Illustrates a worst case approximation for the bounds of the phase uncertainty 
when a sinusoid passes through a single bit quantiser [17, 18]. The single bit quantiser 
can only sample the sinusoid at certain times which results in a frequency dependent am­
biguity. The size of the bounds of the ambiguity is proportional to the sampling period.

As shown in figure 6 .8 , the size of the bounds of this phase uncertainty depend on the 

relationship between the sinusoid frequency and the quantiser sampling frequency. The 
input signal is represented by the solid line which can be shifted in time without affecting 
the output of the quantiser, with the dotted lines showing the extremes of the input phase
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possible for the same output.

Plotting the maximum bounds of this phase uncertainty results in the graph of figure 6.9. 

It should be noted that in this case the x axis of the graph refers to normalised frequency 
in a digital system. As the frequency axis in the z plane is arranged around the unit circle 

this means that tt  corresponds to the Nyquist frequency. The maximum value of phase 
uncertainty occurs at a frequency of /  =  tt / 2  where normalised frequency Q is given in 

terms of t t  and 0 =  tt  is the Nyquist frequency on the Z plane. The phase uncertainty 
through the quantiser can be written as

= a(\9 + - \ -  \e - - \ )  (6.21)

where

- ^ < o > = < ^  (6 .2 2 )

Where the extremes of the possible phase offset occur when |a | =  1/2. In using this 
describing function for root locus evaluation of stability the main point of interest is the 
root locus of the outer most closed loop poles and their relationship to the z plane unit 
circle.

As a  may have a range of unknown values this converts the root locus into a continuous 
area on the z plane. For this reason worst case scenario value of phase shift is required 
to reduce the area to a single locus. This will occur when a  is equal to -1/2, as this will 
reduce the phase margin of the system by the maximum amount.

The full describing function of the quantiser, Q(z), is written combining the gain of the 
quantiser A with the value of phase uncertainty

Q{z) = (6.23)

In use, the worst ease frequency dependent value of A(j)(9) can be obtained by choosing 
a = —1 / 2  and the root locus is then plotted for all values of A. A limit cycle analysis can 
then be performed for the worst case stability scenario.

6.3 Loop Filters

The loop filter determines the noise shaping characteristics of the sigma delta modula­
tor and for phase locked loop applications should be designed to allow maximum noise
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Figure 6.9: Bounds of the Phase uncertainty through a Single Bit Quantiser.

reduction at low frequencies consistent with stability. One type of filter recently used in 

sigma delta modulator applications is that of a type described by Stikvoort [16]. This loop 

filter is described by the following equation;

(6.24)

Where n is the order of the loop filter, a determines the zero frequencies and h the pole 

frequencies. All zeros and poles of this filter are at the same frequency which leads to a 

single root locus when the closed loop root locus is plotted of a system incorporating this 

filter.

The response of this filter is not well optimised for data conversion applications as all 

of the poles of G(s) are at zero frequency. It has been shown that an improved shape of 

response can be obtained in terms of improved SFDR over a wider band by spreading the
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Figure 6.10: 3rd order loop filter transfer function with varying zero positions.

loop filter poles over the signal band [10]. In indirect frequency synthesis applications 

the spectrum of the modulator output is to be subject to further filtering by the closed 

loop response of the synthesis loop, therefore the importance of a very wide signal band 

is lessened making this form of filter response an attractive candidate.

In the case that the reference frequency of the sigma delta modulator is very high relative 

to the loop bandwidth, as becomes possible using offline generation of the modulator se­

quence, this results in most of the noise suppression requirement of the modulator being 

over a very small fraction of the modulator spectrum close to zero frequency. Therefore 

this type of loop filter should be expected to be better suited to PLL applications than A/D 

conversion.

For a practical loop filter for a lowpass sigma delta, the h coefficient is set to 1 in order 

to place the poles at DC and a is made as high as possible consistent with the stability 

of the closed loop system. The larger the size of a, the closer the filter zeros will occur 

to the Nyquist frequency, with a=\ being consistent with zeros at the Nyquist frequency. 

The higher the a parameter can be made the higher the quantiser noise suppression will 

be at low frequencies as the roll off of the loop filter will start at a higher frequency. This 

is shown in figure 6.10 which shows the loop filter magnitude response for a number of 

different values of the a parameter. Figure 6.11 shows the magnitude response of a second
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Figure 6.11: Z  domain plot of 2nd order loop filter response.

order version of this loop filter in the z plane, illustrating the poles at z= l.

For a third order filter the difference equation required for implementation can be obtained 

from rewriting equation 6.24:

(3h — 3a)z‘̂ +  (3%  ̂ — 3h'^)z +  ( / /  — a'̂ ) 
z'̂  — 3bz^ +  3h'^z — P

(6.25)

Multiplying this by z then gives the difference equation for the filter:

{3b -  3a)z~^ +  {3a^ — 3b‘̂ )z~‘̂ +  {b̂  -  a^)z~^
G(z) =

1 -  36z-i +  3b‘̂ z~‘̂ -  b^z~^
(6.26)

In a standard direct form 2 digital filter structure, the numerator coefficients of equation

6.26 implement feedforward terms whilst the denominator coefficients implement feed­

back terms, leading to the structure of figure 6.13. A point worthy of note is that there 

is no bO term as this would imply a path through the filter with zero delay. A non-zero 

bO coefficient would create a contention in the closed loop of a modulator as there must 

always be at least one delay around the loop.
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Figure 6.12: 3rd order sigma delta closed loop noise transfer function with varying filter zeros.

Figure 6.12 shows the variation in the closed loop noise transfer function (NTF) with the 

a parameter. This was derived by viewing the quantiser noise as an additive component 

which is uncorrelated with the loop dynamics. Clearly the larger the a value the higher the 

noise suppression of the filter and the better the final SFDR in synthesiser applications. 

It is also evident that the high frequency NTF gain becomes larger as a by product of the 

increased low frequency noise suppression, which suggests a trade off between stability 

margin and low frequency noise suppression.

6.4 Small Signal Modulator Stability

An estimate of small signal stability can be obtained easily by plotting the root locus of 

figure 6.1 under conditions of zero input signal. This is the first step in designing a stable 

system as autonomous stability of the loop is a prerequisite for stability under conditions 

of non zero input. The accuracy of the stability estimate will depend on the accuracy of 

the describing function approximation for the nonlinear quantiser element. This in turn 

will depend on the amount of suppression of the harmonics of the quantiser output by the 

linear filter G(z). This section shows small signal stability analysis of modulators using 

the filter described by Stikvoort [16] and the describing function technique mentioned 

previously. This approximate analysis provides a starting point for the large signal opti­

misation for the Fraetional-N application.
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Figure 6.13: Third order loop filter subsystem in direct form 2 structure.

6.4.1 Stability Analysis of a Second Order modulator

For a second order modulator filter of the type described in equation 6.24, the difference 
equation for the filter response is given by the following equation:

G{z)
(2 — 2 a)z  ̂ +  (a^ — l )z  

1 -  2z-i +

- 2
(6.27)

Placing the zeros of this filter at as high a frequency as possible, i.e. at the Nyquist 

frequency, can be accomplished by using a = 0, giving:

G(z) =
- 2-  Iz  

1 — 2z-i +  z - 2 (6.28)

This will result in the best possible noise transfer function. Combining this filter response 
with the quantiser describing function (equation 6.23) results in the following linearised 
description of the closed loop gain of figure 6.1 :

CZ/(z) =
G{z)Q(z)

1 +  G[z)Q[z)

2z-i-lz-2
_l-2z-i+z-2

1 + 2z“i —

_l-2z-i+z-2
(6.29)
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The poles of equation 6.29 are given from the roots of the characteristic polynomial of the 
closed loop transfer function, which result from equating the denominator to zero:

1 +
Oy—1   1 y —2

^  Q (6.30)

In order to plot the root locus of the system it is desired to solve this equation for the 

closed loop poles at every possible value of the linearised quantiser gain A. The values
of the roots will be some complex value of z which depend on the real value A and the
frequency dependent value of phase uncertainty A</>. From the equation specifying the 
phase uncertainty bounds

A0 =  a(|(9 +  ^1 -  |(9 -  ^1) (6.31)

where

- ^  < O' =< ^  (6.32)

the worst case in terms of stability occurs with a = —1/2. This worst case phase uncer­
tainty can be described by

= ^(1^ +  ^1 -  1̂  -  ^1) (6.33)

Where 6 is the frequency normalised to Nyquist. This worst case scenario corresponds to 
the lower bound of the uncertainty area shown in figure 6.9.

There is no analytical means of solving equation 6.30 because both the value of z to be 
solved for and the quantiser describing function Q(z) are complex quantities. This makes 
a numerical system of solution necessary as a complex solution of A results from the char­

acteristic equation solution.

Without the complex quantiser gain it would only be necessary to select a quantiser real 
valued gain and then scan the z plane surface in a systematic manner to solve the charac-
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Figure 6.14: Real part of possible complex solution for A from characteristic equation.

leristic equation for the complex root of the closed loop pole for that particular gain value. 

As the quantiser gain in this case is a complex quantity due to the frequency dependent 

phase uncertainty this approach still leaves a complex value of A for each complex value 

on the z plane. The output of the scanning the z plane to solve the characteristic equation 

for A is two surfaces plotted over the z plane which represent the possible real and imag­

inary solutions of A as z is varied. Figure 6.14 shows the real part of the complex output 

whilst hgure 6.15 shows the imaginary part. This result was obtained with the second 

order loop filter of equation 6.28 and the a  =  —1/2  worst case of phase uncertainty.

In order to extract the root locus from the complex output of the scan over the complex 

plane, the case of interest is when A is purely a real quantity representing the quantiser 

gain. The case of the imaginary part of A being zero corresponds to a point on the root lo­

cus because all of the phase shift in the quantiser describing function is defined to be due 

to the phase uncertainty rather than the A parameter. This means that the root locus may 

be found by finding those points on the z plane where the surface of figure 6.15 crosses 

zero.

Figure 6.16 shows the root locus obtained for the second order modulator after solving for 

a real value of A. This plot illustrates the very large effect on the root locus of the quantiser 

phase uncertainty. The outermost plot corresponds to the worst case, maximum phase lag
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Figure 6 .15: Imaginary part of possible complex solution for A from characteristic equation.

uncertainty through the quantiser whilst the innermost plot represents the minimum phase 

shift. Intermediate plots show the effect of various values of the phase uncertainty param­

eter o for values between ± 1 /2 .  These plots were obtained using the simulation tile of 

appendix D. 11.

Referring to the outermost root locus of figure 6.16, it can be deduced that the second 

order modulator will be unconditionally stable because there is only one crossing of the 

z plane unit circle. Starting at the point where the locus intersects the unit circle, any 

increase in the signal level at the quantiser input will act to reduce the quantiser gain A, 

which will result in the closed loop poles moving further inside the unit circle. This will 

be compensated for by the closed loop system poles being moved further inside the unit 

circle, in turn reducing the signal magnitude at the quantiser input until the quantiser gain 

returns to the original value. Alternatively, imagining a system at the point of turn on with 

zero initial conditions, A will be infinite but will fall towards the equilibrium value as the 

signal inevitably grows at the loop filter output. As discussed in section D. 11, the equilib­

rium limit cycle will exist at the point of intersection of the root locus and unit circle. In 

this case there may be any number of limit cycles due to the quantiser phase ambiguity, 

but the function of the root locus is to examine the most unstable possible condition of 

the modulator.
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Figure 6.16: Effect on 2nd order modulator root locus of varying phase uncertainty.

6.4.2 Third Order Modulator Root Locus

Figure 6.17 shows a number of worst case stability root locus plots for a third order modu­
lator with the loop filter of equation 6.26. The increased number of poles and zeros of this 
filter result in some differences in the shape of the root locus compared with figure 6.16. 
This results in the possibility of the modulator becoming stuck in a unoperational state 
if quantiser gain A becomes too low. In addition, correct operation may be impossible if 
the loop filter G(s) is designed with its zeros at too high a frequency, as there may be no 

modulator states capable of sustaining a stable limit cycle.

The outermost root locus displayed on figure 6.17 is for the case of a third order filter with 
the a parameter set to 0.3. Clearly there is no value of quantiser gain A at which this root 

locus crosses the unit circle apart from A =  0. This means that there is no sustainable limit 
cycle. Taking the case of startup with zero initial output for the loop filter, the filter output 

will grow due to the non-zero quantiser output and the A value will fall correspondingly. 
As the closed loop poles can only remain outside the unit circle on this locus, the gain of 

the closed loop system will remain in a divergent state and the filter output will continue 
growing until A reaches a value of zero at the 0,-1 point on the z plane. At this point no 
operation of the modulator can take place and there will be no way out of changing the
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Figure 6.17: Third order modulator root locus with differing loop filter zero frequencies, 

modulator state.

The innermost plot of figure 6.17 illustrates an alternative 3rd order loop filter with a 
much smaller a value of 0.3. This results in a conditionally stable modulator which will 
continue to run in a stable manner provided the value of A does not go below a certain 
value, which is marked as ’X’. At switch on the A value of this modulator will fall until 

a stable limit cycle is established at point ’Y’ where the conditions for a limit cycle are 
satisfied. Once at this point any small deviation in lambda due to any disturbance will al­

ter the system pole position in a way that will tend to re-establish oscillation at point ’Y’. 
However, at a certain minimum value of A the root locus crosses outside the unit circle 

again. If A falls below this critical value then it will continue falling until it reaches zero 
as the system poles will move further outside the unit circle. The system gets latched into 

an unusable state as before. As long as A is kept above the critical value normal modulator 
operation will continue.

The root locus for a = 0.413 represents a theoretical optimum case. At switch on of the 
system a stable limit cycle will be established at point ’Z’ which is the point at which the
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root locus is an exact tangent to the unit eirele. However, if for any reason A falls below 

the value at point ’Z ’, then the modulator falls into a latch-up state as described before at 

the A =  0 value of root locus. The difference in A between the point at which the root 

locus enters the unit eirele and the point at which it leaves the unit circle is analogous to 

the gain margin whieh is diseussed in the stability of eonventional linear systems. The 

larger the ratio of these two quantiser gains the larger the stability margin of the system 

and the less likely the system is to lock up under any external influenee. The next section 

discusses the problems involved with the use of practical non linear systems with non-zero 

input signals.

6.5 Large Signal Modulator Stability

X 10 3rd order modulator, a = 0.587, DC Input = 0.724

500 1000 1500 2000 2500 3000 3500
sam ples

Figure 6.18: 3rd order modulator instability due to large DC input.

Although the small signal stability of a modulator ean be estimated with a fair degree of 

reliability using the root loeus method, the stability of the system is dependent not only 

on the poles of the loop filter, but also on the magnitude and frequency of the input signal. 

Consequently verifying that the closed loop system is stable under zero input eonditions, 

whilst providing insight into system stability and a starting point for the design process, 

does not guarantee the large signal stability of the modulator.
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6.5.1 Stability Checks by Simulation

Iterative solving for large signal stability, 3rd order, a  = 0.587
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Figure 6.19: Iteratively finding the maximum stable DC modulator input.

The condition for stability is that all poles of the closed loop system must remain within 
the unit circle for the minimum value of quantiser gain. As applying an input signal to 
the modulator affects the size of the quantiser gain, then the modulator poles must remain 

within the unit circle for the largest required input signal.

A simple way of determining large signal modulator stability is by simulation, although as 
limit cycles may occur over extremely long periods this means that very long simulations 

are required in order to be confident of nonlinear system stability. Even with exhaustively 
long simulations, there is no actual proof of the long term stability making the design of 

such systems problematic.

In the case of the use of a modulator which will produce sequences off-line for use in 
a stored sequence synthesiser, stability of the modulator for a longer period than the re­

quired sequence length is not an issue. The offline generation of such sequences and 
subsequent storage avoids the requirement for recovery devices which are used to restart 

hardware modulators in the event of latch-up due to instability. For this reason simulation 
has been used as a simple method to determine the large signal stability of the third order 
modulator for sequence generation.
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6.5.2 Instability Detection
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Figure 6.20: Simulated Maximum stable DC input with varying filter zeros.

Figure 6.18 illustrates the time domain operation of a modulator becoming unstable due 

to a large DC input signal. The lower trace of the graph indicates the single bit quantiser 

output whilst the y axis shows the absolute value of the signal at the filter output, shown 

by the analogue trace. In a stable modulator the signal at the filter output remains within 

very small bounds which are comparable to the signal levels at the quantiser output. When 

the signal at the filter output grows to a very much larger value then the stability of the 

modulator is assumed to be determined by a large signal limit cycle and the modulator can 

be considered unstable. During simulations the modulator was considered to be unstable 

when the signal at the filter output grew to over 1,000 times the quantiser output value. 

Simulations have shown that stably running system tends to have all states in a range 

comparable to the quantiser range, although the exact choice of threshold is arbitrary. For 

the purposes of sequence generation, a stable modulator was considered to result once the 

modulator had run without instability for 140,000 samples.

In addition to a stability test, a systematic search algorithm was used in order to allow 

unattended simulations where each successive simulation grew closer to finding a result
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Figure 6.21: Simulation setup for measuring quantiser gain

for the maximum DC input value. The sequence of values created by 20 iterations of this 
search process is illustrated in figure 6.19. Whilst this process served to determine a max­
imum DC input value for a single modulator, it was also desired to find the most optimal 
modulator filter for each DC input, therefore a two dimensional sweep was performed 
which involved both the DC input and the a parameter of the filter response in equation 
6.26.

Effect of DC input on minimum quantiser gain /  a  = 0.587
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Figure 6.22: Relationship between minimum measured quantiser gain and DC input over 14000 
samples.
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Figure 6.20 shows the sweep results illustrating the variation in maximum modulator DC 

input against the loop filter a parameter, which determines the frequency of the loop filter 

zeros. There is a clear trade off between the achievable noise suppression performance of 

the modulator and the amount of possible DC input without instability. For Fractional-N 
synthesiser applications with a dual modulus divider this result means that it will be more 
difficult to obtain good noise shaping performance further away from the N+1/2 value of 

output frequency. This is an intuitive result as the more time the frequency divider has to 

spend at one particular value the less opportunity there is to modulate the switching noise 
to a higher frequency. In a stored sequence synthesiser application this is of little impor­

tance as the lack of the requirement for hardware data path elements allows much higher 
reference frequencies, meaning that the same output frequency swing may be obtained 
with a much smaller swing of the average divider range between N and N+1.

Figures 6.22 and 6.23 serve to illustrate the effect on the minimum possible quantiser 
gain A of large signal DC inputs to the modulator. These results were obtained using a 
simulation run of 14,000 samples and the third order modulator shown in figure 6.21 with 
the filter topology shown in figure 6.13. The gain of the quantiser was measured for every 
sample and the minimum value over the simulation recorded. The comparison between 
the two figures shows how, by appropriate choice of loop filter zeros, the minimum gain 
under a large signal input can be increased. Figure 6.22 uses a value for a in the loop 
filter transfer function of equation 6.26 of 0.587, whilst using a value of 0.8 as in figure 
6.23 clearly results in less reduction of the quantiser gain with a rising DC signal input 
and therefore a larger chance of stability for high input values.

6.6 Optimised noise spectra

This section illustrates how the modulator loop filter can be optimised according to the 
modulator DC input level. It is shown that, because of the dependence of the large signal 
stability on the level of DC modulator input, it is possible to obtain better noise shaping 
results at the centre of the synthesiser band near the mean divider ratio of N+1/2. It is also 

shown that by the use of a controlled amount of random noise introduced at the quantiser 
input the SFDR of the various synthesiser spectra can be increased across the frequency 

band. Because of the large signal modulator inputs it is not possible to rely on the small 
signal approximate design method involving the discussed modified root locus technique 
although this is successfully used as a starting point for the large signal optimisation pro-
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Minimum Q uantiser gain against DC input / 3rd order /  a  = 0.8
0.7

0.6

g-0.5

c  0.3

c  0.2

0.2 0.3
DC input level, quantiser output = ± 1

0.4 0.5 0.6 0.7 0.9

Figure 6.23: Minimum measured quantiser gain with increased system phase margin over 14000 
samples

cess.

6.6.1 Truncated Sequence Spectra

By using the measured results for maximum stable DC input from figure 6.20, a modu­

lator can be optimised to provide the maximum amount of noise shaping, consistent with 
stability, with the changing DC input to the modulator across the synthesiser band. Fig­

ures 6.25 and 6.26 show two examples of the optimisation that can be achieved by this 
process. In figure 6.25, the modulator output spectrum is shown for a DC input of 0.9 
whilst varying the position of the filter zeros. The left hand plot of figure 6.25 shows 
the results for a=0.98 in equation 6.26, whilst the right hand plot shows the results for 
a=0.95. Clearly the right hand plot shows higher noise suppression near to DC. Figure

6.26 compared with figure 6.25 shows that an even higher gain in noise suppression can 
be achieved by optimising the zero values with a smaller DC input, as setting a=0.425 
will not make the modulator unstable as there is less asymmetry introduced into the loop 

to disrupt the limit cycle.

The general result for maximum DC input for different loop filters can be used automat-
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Figure 6.24: Curve fitting to empirical data on maximum DC input.

icaily for optimisation purposes by performing a curve fit as shown in figure 6.24. A 
constant value is also added to the least squares fit in order to provide a stability margin. 
The extra margin used in the simulations was chosen empirically to be 0.11 after simula­
tions across a range of DC inputs.

Figure 6.27 shows an ensemble of modulator spectra automatically generated by the above 
optimisation process. The spectra correspond to 50 DC modulator inputs in the range 0.1 
to 0.9 normalised to A /2 where A is the single bit quantiser output step size. Stable 

modulator running is achieved over the entire range of DC inputs as expected, although 
the noise shaping is degraded for some of the spectra. This effect can be attributed to 

the truncation of the sequence with a rectangular window. Hanning windowing of the 
modulator sequence illustrates that the modulator is operating correctly, illustrating that 
stable modulator running is not the only criterion required for good noise shaping if the 
sequence is to be truncated and looped.

One way to reduce the low frequency components is to use a very high reference fre­
quency, which is easily achieved with a stored sequence type architecture. Figure 6.27 

indicates a level of -70 dBc near to DC, but the level of these components can be made 
lower by using longer noise shaping sequences as discussed in section 6.6.3. Although
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Figure 6.25: Modulator output spectrum with varying loop filter zeros position for DC input of 
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Figure 6.26: Modulator output spectnim with varying loop filter zeros position for DC input of 
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this approach works the shaping at low frequencies is not good and the dynamic range 

advantages of the modulator shaping are to a great extent lost. Section 6.6.3 discusses 

the problems of the sequence truncation in more detail whilst 6.7 discusses a method of 

overcoming this limitation.

6.6.2 Dithering Effects

A number of unwanted artifacts can appear in the output spectrum of sigma delta m odu­

lators which can act to reduce the achievable spurious free dynamic range (SFDR) of the 

conversion. Repetitive tones which appear at the modulator output under zero input con­

ditions are known as Idle Patterns. Idle patterns occur as a result of the sampled nature of 

the modulator and the nonlinear transfer function of the quantiser, which result in periodic 

oscillations in the modulator loop known as limit cycles. Idle patterns are of particular in-
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Figure 6.27: Automatically Optimised Modulator Spectra.

terest in Fractional-N applications as these are concerned with modulator operation under 

DC input conditions, where the spurious due to Idle patterns is of particular concern.

If required, it is possible to reduce the spurious levels at the modulator output by reducing 

the correlation between the noise added by the with single tone AC or DC inputs due to 

the action of the feedback loop. This section illustrates the potential advantages of dither­

ing using Hanning windowed modulator spectra to temporarily remove the effects of the 

hnite sequence length on the noise shaping.

The tonal components in a sigma delta modulator output spectrum can be reduced or com ­

pletely eliminated by applying an appropriate dither signal to the modulator loop [21], at 

the expense of a reduction in SNR. In order to disturb a limit cycle a random signal can be 

injected at the quantiser input, which has the effect of randomising the quantisation noise. 

If the average value of the noise is zero, and if the modulator input signal is varying at a 

slow rate compared with the noise, then there will be a faithful reproduction of the input 

signal after the quantiser, although with some added noise. Spurious tones in the output 

may also be reduced by adding random noise at the signal input, but as this is not then

138



6.6. Optimised noise spectra OPTIMISATION

stability Optimised M odulator Spectrum s /1 6 ,3 8 4  sam ples.

-100.

-1 4 0

m g m - ....

DC input normalised to  û /2 0 -4 5
10 X log ^  [ Frequency norm alised to  Nyquist)

Figure 6.28: Windowed Dithered Modulator Spectra view No.I.

subject to the noise shaping of the modulator loop the effect on SNR will be increased. 

Dither added at the quantiser input will be subject to the same shaping as the quantiser 

noise.

The exact amount of noise to add as dither depends which point of the noise-spurious 

trade-off best suits the application, but a commonly used value is that the peak value of 

dither added should be no more than half of the quantisation step size [22]. All dithered 

results generated so far use a uniformly distributed dither signal with a peak value of half 

the quantiser step size and zero mean value, injected before the quantiser.

Figures 6.28 and 6.29 show an ensemble of modulator spectra with DC inputs which have 

been generated with a modulator using a uniformly distributed dither signal of amplitude 

0.9A, where A is the step size of the single bit quantiser. Comparing figure 6.29 with fig­

ure 6.31 shows that by the use of dithering a reduction in spur levels of around 20dB has 

been achieved, at the expense of an increase in the distributed noise. Correspondingly the 

level of the components near to DC has increased from a level of -170 to -150 dBc. If a
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Figure 6.29: Windowed Dithered Modulator Spectra view No.2.

modulator spectrum can be synthesised which avoids the whitening of the noise spectrum 

close to DC due to truncation effects, then it is likely that the use of dither can offer a very 

signihcant performance improvement.

6.6.3 Truncation Effects

Figures 6.30 and 6.31 show the effects of applying a Hanning windowing function to the 

modulator bitstreams used to generate figure 6.27. This shows the true shaping of the 

modulator output by giving greater emphasis to the central portion of the sequence and 

removing the spectral leakage due to the rectangular windowing. It is immediately evi­

dent that the distortion in figure 6.27 occurs as a result of the limited sequence length.

One way to reduce the effects of the noise whitening at low frequencies is to use increased 

sequence lengths. Figure 6.32 shows the effects of lengthening the sequence used from 

the modulator for DC inputs from 0.7 to 0.9. Comparing this with figure 6.32 shows that
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Figure 6.30: Windowed Modulator Spectra view No. 1.

a large reduction in noise can be achieved at the expense of greater memory requirements.

If there is to be a minimum of spectral leakage and degradation of the noise shaping then 

the range of frequencies to be synthesised must consider the length of the modulator se­

quence and the ability to synthesise such a frequency using the single bit sequence of 

limited length. The length of sequence required will be longer if the resolution required 

of the modulator is larger. It follows that if the length of the sequence is to be a power 

of two then the achievable resolution will be the modulator output resolution divided by 

some power of two. This is a requirement if the truncated sequence is to be looped in a 

continuous manner without large discontinuities. A larger discontinuity in the looped se­

quence is likely to result if the input signal to the modulator does not fit in the achievable 

resolution which can be achieved with the limited length sequence.

Comparing figure 6.33 to figure 6.27 demonstrates that restriction of the modulator input 

resolution to the reciprocal of some power of two allows sequences to be generated which 

have improved low frequency characteristics over a wider DC input range with square
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Figure 6.31: Windowed Modulator Spectra view N o.2.

windowing sequences. These spectra were generated with modulator DC inputs in steps 
of l/64th of the quantiser step size.

6.7 Optimal Sequence Length

In order to ascertain the correct length of sequence in order to minimise spectral distortion 
when using a truncated shaping sequence and square windowing, the shaping sequences 
used to create figure 6.33 were cross-correlated with a subset of themselves and the length 
of the repeating section measured. The length of the subset was unimportant as the only 
criterion was the detection of the repetition length. Figure 6.34 shows an example output 
of this process where the distance between the prominent peaks was recorded. The results 
for a fractionality of 1/32 of the quantiser step are tabulated in table of figure 6.7, where 
the DC input is specified as a proportion of A/2 where A is the single bit quantiser step 
size. These modulator inputs therefore correspond to covering a divider range of N+1/2 
to N+1/2+29/32, which corresponds to 90% of the range of the dual modulus divider. The
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Figure 6.32: Spectra due to lengthened sequences for DC inputs from 0.7 to 0.9 

other half of the range is entirely symmetrical.

Referring to figure 6.33 and the table of repetition lengths, it can be seen that one of the 

frequencies where there is non-optimal noise shaping, corresponding to the input of 15/32 

of the full scale input, also has a non power of two repetition length of 384. This means 

there will be some sequence overlap if a 16.384 point FFT is performed as used to generate 

figure 6.33. The lowest common multiple of 384 and 16384 is 49,152. If all the sequence 

lengths are changed to this length then the spectra of 6.35 and 6.36 result instead, with 

no evidence of spectral distortion of the component corresponding to ( l5 /3 2 )(A /2 ) .  The 

side view of these spectra, figure 6.36 now compares very favourably with the windowed 

spectra shown in figure 6 .3 1. A significant point is that some spectral distortion remains 

at two remaining frequencies., which is due to their sequence lengths not fitting an integer 

number of times into 49.152. Referring to table 6.7, the sequence length for the input of 

25/32 corresponds to one of these two remaining distorted sequences, with a sequence 

length of 896. The fact that 896 does not divide into 4 9 ,152 is as expected, therefore there 

is more scope for optimising these sequences. This demonstrates the importance of select­

ing a sequence length which is an integer multiple of the modulator sequence repetition 

length if the stored sequence is to be looped for non-frequency hopping applications. The 

sequence length chosen should be the lowest common multiple of all of the modulator 

output sequences to be used.
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DC input Repetition Length DC input Repetition Length
0

32 8 16
32 32

1
32 256 17

32 128
2

32 64 18
32 192

3
32 128 19

32 128
4

32 32 20
32 32

5
32 128 21

32 128
6

32 64 22
32 64

7
32 128 23

32 512
8

32 32 24
32 128

9
32 256 25

32 896
10
32 64 26

32 256
11
32 128 27

32 512
12
32 96 28

32 512
13
32 128 29

32 128
14
32 64
15
32 384

Table 6.1: Measured sequence repetition lengths for 1/32 fractionality.
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Figure 6.33: Spectra at 1/64 resolution.

6.8 Summary

It is clear that the main restriction on the quality of noise shaping that is achieved is due 

to the truncation of the sequence length. It is also clear that most of these problems can 

be overcome, by electing to use a subset of the full divider range, by increasing the refer­

ence frequency or by using longer noise shaping sequences to minimise the discontinuity 

problems inherent in a looped usage of the modulator sequence.

It should be noted that in frequency hopping applications where the synthesiser will be 

used in a burst of operation on one of many channels in sequence, then the system per­

formance should be no different to the results achievable with a conventional hardware 

modulator as long as the shaping sequence is at least as long as the required channel 

burst. In this case the windowed results are applicable since the modulator sequence can 

be made longer than the required time slot, and any spectral leakage effects will be those 

which exist anyway elsewhere in the system due to the ramping up and down of signal 

power to change channel.
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Figure 6.34: Cross Correlation of shaping sequence with a subset of itself.

The modulator performance was optimised for the maximum amount of noise shaping for 

each DC input signal consistent with stable modulator running. Due to the dependence 

of the quantiser describing function on both the instantaneous phase uncertainty and the 

level of offset due to the DC input, large signal stability was determined by simulation 

using an adaptive iterative process to methodically find the maximum input. This allowed 

extraction of a curve showing the absolute maximum input against the filter parameter 

controlling the loop filter zeros. A stability margin was then added to this to improve the 

consistency of results across a range of DC inputs.

The use of dither was investigated with shaping sequences with a Hanning window ap­

plied and found to allow a large reduction in spurious height at the cost of marginally 

increased low frequency noise. However, in the case of truncated shaping sequences for 

looped usage dither was considered to unduly degrade the low frequency characteristics 

of the modulator, causing whitening of the spectrum near to DC. For this reason dithering 

could be recommended for applications with continuously running hardware modulators 

but not for truncated sequence applications.

To conclude, it was found that use of resolutions of 1 / (2 ” ) relative to the quantiser step 

could beneht stored sequence applications where the sequence is to be cycled through
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Figure 6.35; Spectra for Stability and Length Optimised Sequences.

in a continuous tnanner. In all cases good noise shaping performance was found easy 

to achieve with DC inputs up to ± A / 2  from the zero bias value, where A  is the single 

bit quantiser step size. Choice of the correct length of truncated sequence in looped 

applications was of paramount importance and easily measured in practice.
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Figure 6.36: Spectra for Stability and Length Optimised Sequences, side view.
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Chapter 7 

Summary and Conclusions

7.1 Summary

This work has been concerned with the study of a new type of synthesiser system using 
stored sigma delta sequences. By off-line generation of such sequences and download 
of a limited length sequence into memory the large hardware overhead of a hardware 
modulator can be avoided. In addition to this benefit a number of advantages are gained, 
one of which is a considerable increase in operating speed for a given technology due to 
removing the requirement for any multipliers or adders in the synthesiser logic. The in­
crease in sigma delta reference frequency speed is thought to be around a factor of 10 by 
from estimates based on recent results with real time sigma delta synthesisers [23]. This 
increase in reference frequency speed has been shown to have major benefits in terms of 
the achievable performance as it allows more effective noise shaping of phase quantisa­
tion noise away from the carrier. This allows a higher dynamic range at the loop output 
or increased loop agility for the same dynamic range. Which of these two is the result 
depends on the choice of the loop filter. The main achievements of this work are proof of 

the theoretical concept with the use of a hardware prototype and the creation of a system­
atic optimisation process which can be used to create the division sequences stored in the 

memory of the synthesiser.

The first stage of this work concerned a study of various types of synthesiser technology, 
of the indirect synthesis, or phase locked loop type. The highest performance PLLs were 

found to combine the Fractional-N technique, where the feedback divider of a synthesis 
loop is toggled to create a fractional division ratio, and the sigma delta technology, where 
the noise due to a quantisation process is shaping by placing a feedback loop around the 
quantiser with appropriate filtering. In a sigma delta fractional-N loop this noise shaping
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process is applied to the phase noise inherent in the phase quantisation process inherent in 

Fractional-N loops. All of the current commercial and research realisations of sigma delta 
synthesisers were found to be using the multi stage noise shaping or MASH sigma delta 

modulator architecture [4]. The main reason for this was assumed to be the difficulty of 
stabilising high order single loop sigma deltas with the large amplitude DC input signals 

required for fractional-N purposes. An additional disadvantage of these implementations 
is the multiple-bit output, which leads to the unusual requirement for a multi-modulus 
prescaler.

The realisation that performance of such a Fractional-N loop is heavily dependent on the 
speed and implementation of the noise shaping modulator leads naturally into the concept 
of using such sequences stored into a memory for use in a frequency hopping application, 
which was the original impetus for this work. Further investigation of the DSP architec­

tures used in the implementation of such digital modulator systems used in PLLs leads to 
the source of the speed limitation being the digital adders and accumulators. Furthermore, 

with such digital datapath elements there is invariably a tradeoff between the resolution 
and the achievable speed. Storing such sequences in memory whilst requiring an alter­
native hardware overhead, totally avoids the need for adders or multipliers and allows 
very high speeds to be achieved for the modulator reference frequency. Benefits are also 
achieved in terms of a direct reduction in the synthesiser reference sidebands as these will 
be at a larger offset from the carrier and hence further suppressed by the loop filter.

Due to the nonlinear nature of sigma delta modulators and the asymmetry which resulted 

from the required DC input signals, initial simulations of the spectra of such a synthesiser 
used a crude sweeping optimisation technique for the sigma delta modulator to achieve 
both stability and good low frequency noise shaping over a range of DC inputs across the 
synthesiser band. Once a number of these sequences were optimised, construction of a 
suitable hardware testbed was commenced in order to compare experimental results with 
those from the simulations. The results from this hardware were tested using the same 

sequences as were used for the simulations and the performance measured at various lo­
cations in the circuit to show areas of potential hardware limitation. Results measured at 

the dual modulus divider input corresponded very closely with simulations whilst those 
at the loop output performed as expected when the restrictions imposed by the loop hard­

ware were taken into account. In particular, the prototype performance was constrained 
by the performance of the critical divider component both in terms of toggling rate and 
reference frequency which would not be an issue in a dedicated implementation. Some
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additional spurious at the loop output was attributed to nonlinearities in the phase locked 

loop which could not be accounted for in the simulations, such as interstage coupling and 
nonlinearity in the divider. Dynamic performance conformed closely with predictions.

7.2 Sequence Optimisation

Optimisation of the stored sigma delta sequence was found to be critical to the perfor­
mance of the synthesiser and complicated in a number of aspects. One of the main diffi­

culties is in ensuring stability of the closed loop modulator. Approximate techniques for 
general nonlinear stability analysis generally involve dividing the system into the linear 
and nonlinear parts and assigning the nonlinear part a describing function, which is the 
closest possible linear approximation to the nonlinear element for a certain type of signal. 
A common describing function type used to determine the autonomous system stability is 
the sinusoidal input describing function (SIDF). In this case use was made of a describing 

function described by Engelen [18] and a loop filter described by Stikvoort [16] to provide 
a starting point for the modulator loop filter design by designing for zero-input stability.

Simulations have shown that the describing function gain for the quantiser is dependent 
not only on the instantaneous phase of the quantiser, an uncertain but bounded parameter, 
but also on the magnitude of any bias introduced into the sigma delta loop. This means 
a different describing function would exist for each modulator DC input. This led to the 

use of simulation to determine the stable boundary of DC input for different classes of 

loop filter. At iterative adaptive technique was used to determine the maximum stable 
input over a simulation period comparable with the required sequence length. One point 

worthy of note is that simulation in no way proves the stability of the modulator, which is 
still an unsolved problem. The longer the modulator will run without showing evidence 
of unstable limit cycles, the greater the confidence of stability can be. There is no way of 
knowing about the existence of unstable limit cycles which may have a time period greater 

than the simulation length. Stability in a timescale longer than the sequence length is of 
no concern in this application.

Whilst stability is a prerequisite to obtain a long sequence with the desired properties the 

optimum achievable noise shaping is also output frequency dependent in fractional-N ap­
plications where the sigma delta is not unconditionally stable, i.e. containing a loop filter 
of order greater than two. The studies of approximate zero input stability showed that a
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larger stability margin must be provided to cope with the influence of larger modulator 

input signals and the required stability margin is dependent on both the frequency and DC 
level of the input. From plots of the worst case root locus of zero input stability it can 
be easily shown that for the third order sigma delta loop filter examined there is a trade 
off between how large the stability margin is and how high in frequency the poles of the 
closed loop modulator response can be placed. Placing these poles at a higher frequency 
will in theory give greater shaping of the quantiser noise away from DC but is more likely 

to result in instability. Because of this it becomes more difficult to provide good noise 
shaping as the modulator DC input is increased away from the zero-bias value. This level 

is the level at the input corresponding to the DC level halfway between the quantiser ex­
tremes. This translates in Fractional-N PLL applications to the N-i-1/2 value of division 
with a dual modulus divider and means that frequencies get more difficult to synthesise 
with good noise shaping towards the divider extremes.

Although the original impetus of this work was for frequency hopping applications the 
use of a stored-sequence synthesiser for continuous mode applications has also been ad­
dressed. In this case the logic surrounding the memory is arranged to loop the channel 
sequence in a continuous manner rather than switching to another channel block. In con­
tinuous mode use, of at least as much importance as the loop filter optimisation was found 
to be the length of the generated sequence output selected for the looping.

If the modulator sequence is to be truncated then this introduce large discontinuities at the 
ends of the sequence, the effect of which will be less the longer the sequence is. To min­
imise this effect it was decided to look for evidence of repetition in the output sequences 
of the modulator, in an attempt to determine the optimal length to generate a seamless 

loop. This was achieved by the autocorrelation of the sequences with a subset of them­
selves, which revealed the inherent length of their periodicity very clearly. By recording 

these repetition lengths over the whole range of desired modulator inputs it was possible 
to find the lowest common multiple of all the required sequence lengths. Figures 6.35 and 

6.36 demonstrate that by methodically choosing the sequence length in this manner it is 
possible to get results as good as those with a hardware modulator implementation using 

truncated sequences.
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7.3 Hardware Platforms

In order to fully benefit from the technique of storing the SA bitstreams the synthesiser 
needs as high a reference frequency as possible. The prototype performance was limited 

by the switching and input frequency limits of the dual modulus divider. An ideal technol­

ogy for fabricating the complete system would be a O.S/im BiCMOS HBT process [24] 
which combines the density benefits of CMOS technology with high frequency Hetero­
junction bipolar transistors which have a cutoff frequency of 30GHz. A high speed HBT 

core can be implemented for the divider and phase detector, whilst lower speed digital 
CMOS circuitry can be used for memory interfacing and FLASH memory implementa­

tion.

Alternative technologies such as GaAs would offer comparable speed but at a higher cost, 
whilst SiGe BiCMOS comes at a cost around 50% higher than conventional BiCMOS. 
CMOS is still the cheapest implementation option, with new dynamic techniques allow­
ing GHz speed prescalers to be implemented using fine-line CMOS processes [25, 26]. 
With CMOS the most pressing implementation issues become the packaging and bond- 
wire parasitics and the design of the BSD protection in the lO pads, as both of these 
can severely limit the speed when driven from an external input such as a VCO. This 
in combination with the lower output drive capability of CMOS makes board level I/O 
impossible to achieve at the core operating frequency. Consequently CMOS technology 
appears to be best suited to applications where an entire PLL is to be integrated along with 
a VCO. Two approaches to this are to use a multi-chip module with a separate MMIC for 
the VCO, which offers the best VCO Q performance, or to integrate the VCO using spiral 

inductors in the CMOS technology, which although very cheap, suffers from the low Q 
of the integrated inductor. New microwave CMOS technologies are gradually becoming 

available which improve inductor Q by removing the insulator under the inductor metal.

A highly suitable ECL circuit structure for high speed prescaler flip flops has shown to 
be the current mode logic dynamic design [27, 28, 24, 29] which allows extremely high 

speed operation. Approaches to analysing this circuit are an extension of the small signal 
models for the emitter coupled pair. Whilst common use is made of simulation to opti­
mise propagation delay a number of techniques have been proposed to optimise the bias 
current with respect to operating frequency [30, 31, 32, 33].
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7.4 Suggestions for Future Work

Improvements relating to this technique can be gained mainly in the area of sequence 
optimisation. This in turn can be broken down into the two areas of stability analysis 

and sequence length optimisation. An analytical method of determining the minimum 
common multiple of the set of desired modulator sequences would be of great utility in 

finding out the optimal sequence length for a desired resolution.

Exact stability analysis for nonlinear systems is an unsolved problem. Due to the lack 
of superposition in the nonlinear element the stability analysis techniques used for lin­
ear systems do not apply. Whilst stability for a limited length sequence can be achieved 
through simulations this is no proof of absolute stability as there is no way yet to pre­
dict unstable limit cycles which occur over a longer cycle time. Such simulations are also 
time consuming, therefore an analytical result for conditions other than the zero-input one 
would be of considerable aid to the design process.

The describing function technique, whilst being an approximate process, is of consider­
able practical value in systems such as sigma delta modulators where the linear part of the 
system is low pass in nature. The greater the suppression of high frequency components 
in the loop, the more accurate will be the approximation due to its reliance on the quan­
tiser output being dominated by its fundamental output.

Whilst reference has been made to the zero-input sinusoidal describing function (SIDE) 
in plotting the root locus of the modulator to ascertain small signal stability of the mod­
ulator, modulators with large DC inputs invalidate this describing function model. DC 
input to the modulator has to be factored into the stability analysis as it is equivalent to 
introducing a DC offset directly at the nonlinearity output. This DC offset must be used 
to modify the quantiser nonlinearity and create a dual input describing function, or DIDF 

[11], which will model the resulting asymmetric nonlinearity as two separate describing 
functions, one being the sinusoidal describing function (SIDE) and the other describing 

the bias component of the signals round the loop.

Considering a generic sigma delta modulator loop, with a linear loop filter G(z) and non­
linear quantiser Q(z), if the signal at the input to the quantiser element contains a bias 
component of B and a sinusoidal component A then the quantiser input now has a sepa­
rate describing function for the bias signal and AC signals. Qa is the SIDE relating the
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fundamental sinusoid output to a sinusoid at the quantiser input, whilst Qb is the describ­
ing function relating the mean output to the mean input of the quantiser. For a sinusoid to 
propagate unattenuated around the loop, i.e. for a limit cycle to exist, requires:

Qa{-^^ B, z)G{z) = —1 (7 1)

Whilst for the DC condition around the loop which needs to be satisfied is:

Q 6(A ,B ,z)G (l) =  - l  (7.2)

Both of these conditions are dependent on the DC and AC components and need to be 
satisfied simultaneously to find the resulting quantiser AC and DC gain when a stable 
limit cycle exists. The frequency dependence of both of the quantiser describing func­
tions as a result of the frequency dependent phase uncertainty. The impact of this is that 
the DC bias will change the effective amount of asymmetry in the describing function. 
This will alter the gain of the AC describing function Qg. One way this will happen is
that whilst a symmetric linearity contains only odd output harmonics, as the describing
function becomes more asymmetric more power is present in the quantiser output at the 
even harmonic frequencies, resulting in less accuracy in the describing function, due pri­
marily to the presence of second harmonic output.

7.5 Conclusions

The stored sequence noise shaping synthesiser is an attractive technique which offers a 

number of advantages in the implementation of low cost, high performance communi­
cations systems. By the use of optimised sigma delta shaping sequences, a synthesiser 
can be constructed achieving an extremely high reference frequency which has inherent 
advantages in maximising spurious free dynamic range and loop dynamic performance. 

This may be aehieved without recourse to expensive technologies due to avoiding the re­
quirement for real time addition or multiplication.

An significant advantage of the stored sequence approach is that the problem of long term 

stability of a nonlinear sigma delta loop is completely avoided in the final hardware. In 
addition, the off-line generation of the sequences allows an arbitrarily high order of noise
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shaping to be achieved in the final product without incurring any cost penalty in the fi­

nal product. The large signal stability which is critical in Fractional-N applications using 
high order sigma delta loops of this type, can be optimised across the synthesiser tuning 
range which is not possible with conventional real time implementations without signifi­

cant penalty in terms of hardware count or speed.

The theoretical and experimental work performed during the course of this work suggest 

that the stored sequence synthesiser has much to offer in the field of mobile communica­
tions. Future use of the approach would seem to be dependent on streamlined methods 
of sequence generation as an appropriate sequence length removes any artifact of the 
sequence truncation. An highly integrated and economically viable solution should be 
easily possible in recent technologies allowing an ideal indirect digital synthesis solution 
for system on a chip applications.
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Appendix A

Phase Modulation

Phase modulation of a carrier is acheived by altering the phase constant, 0c, of the carrier 
in proportion to the modulating signal amplitude. Starting with an equation for the carrier

voltage:

Vc = Ec COS(Wet +  0c) (A.l)

The modulation changes 0c by an amount 0(f) where

6 ^  = KpVm (A.2)

giving the phase modulated signal

'̂ pm — E q COs(LOot "T KpVffi 0c) (A.3)

Taking the modulating signal, Vm as a sinusoid of amplitude Em and natural frequency 

LOm the modulated signal is given by

p̂m = Ec COs{uJct +  KpEm COS Lümt) (A.4)

where the initial phase of the carrier 0c has been omitted for clarity. This is commonly 
written using the term /3p which is the phase modulation index. This is a dimensionless 
quantity which gives a measure of the properties of the modulated signal.

Vpm =  E c  COs(uJct +  f3p COS Lümt) (A.5)

The peak phase deviation is given by the phase modulation index
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PHASE MODULATION

ô(j) = I3p = KpEm (A.6)

The amount of phase change possible is constrained by the phase detector range in PLL 
applications. The maximum possible phase change using a phase frequency type sequen­
tial detector will be ±27t radians.

Expanding A.5 results in the general equation for phase modulation:

p̂m =  E c[cO S U c t  C0s(/3p COS UJmt) ~  S iu  LJct s in (^ p  COS üümt)] (A.7)

A full expansion of the generalised PM signal requires the use of Bessel functions of 
which in this case can be written:

COs{^p cos UJmt) =  Joi^p) -  ‘̂ KiPp) COS 2uJmt  +  2J^{^p) -  . . .

sin(^p cos =  2Jl(^p) cos — 2 Js{l3p cos Sujmt +  ... 

Allowing the full expression for WBFM to be written:

(A.8)

(A.9)

VWBFM = Ec +  nUJm)t (A. 10)

The bessel functions can be evaluated numerically in terms of the parameters n and ^  to 
evaluate the relative size of all the spectral components in the modulated signal. Figure 
A.l shows a plot of the Bessel function of the first kind for various orders and varying 
phase modulation constant (/)). This allows the amplitude of the various output compo­
nents of the modulated signal to be determined.

B esse l function of th e  first kind

1I

!

M odulation Index

Figure A.l: Plot of Bessel function of first kind for varying orders and ^
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A.0.1 Narrow Band Phase Modulation

For small values of phase modulation constant (usually taken to mean ^  < 0.2) the fol­

lowing approximations of the general phase modulation expression (A.7) can be assumed:

COs(  ̂s'm üümt) ~  1 (A .ll)

sin(Ps'mcomt) ~  /3sincUmt 

Allowing the expression for A.7 to be considerably simplified:

(A. 12)

vnbpm  = EcCosüüct — /3pEc sin üüct COS üümt (A. 13)

v n b p m  = Ec cos uJct -  2 ^ c  [sin(wc -  u j m ) t  4- s i n {u j c  +  ujm) t ]  (A. 14)

This results in the simplified stationary phasor representation of figure A.2. Further indi­
cation of the accuracy of the approximation can be formed by plotting the bessel function 
for ft = 0.2, the maximum value of phase modulation constant commonly taken to mean 
the approximation is valid (Figure A.3). The bessel function order above 2 has a level 
of 0.005 that of the unmodulated carrier level. Adoption of the NBPM approximation 
allows it to be treated as a linear modulation, where the baseband modulation appears on 
the carrier scaled by the factor ftpEc/2. In practice this reduces the modulation process to 
a simple shift of carrier frequency and subtraction of 6dB from the power spectral density 
of the modulating signal. More detailed treatment of NBPM may be found in [19, 34].

Resultant
BE/2 /

- 0)

Carrier

E

> P E /2

Figure A.2: Stationary phasors for NBPM
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B esse l function of th e  first kind, B eta  = 0.2

0 .9900

0  0995

0 .005  0  0002

B e sse l function order

Figure A3: Sine phase modulated carrier components with /3 =  0.2
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Appendix B

Fourier Analysis of a Sawtooth

Sawtooth waveforms arise in many situations in the design of Fractional-N phase locked 
loops of any type. The following fourier analysis reveals the spectral content of the zero- 
mean sawtooth waveform shown in figure B.l.

v(t)

-V

T/2-T/2

Figure B.l: Zero mean sawtooth waveform.

The general form of the fourier series describes a periodic waveform in terms of a sum­
mation of sines, cosines and a DC term over some exact multiple of its period:

oo oo
v{t)  =  tto +  ^  aocos{nu)ot) - f  ^  s in (T tw o f)

n = l  n = l
(B.l)

Where and bn are the fourier coefficients of each constituent component. These coef­
ficients are obtained from the following integrals:
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1 r'  ̂
ao =  -  v{t)dt  

1 Jo

2 f'^
an =  — v{t) cos{nu)ot)dt

1 Jo

2  f T

~  T  J ^ ( 4

(B.2)

(B.3)

(B.4)

Wher T is the period of the waveform to be analysed and cjq the natural frequency corre­
sponding to the same period. From inspection of figure B.l it is clear that the component 
ÜQ is zero as this is the mean DC level of the signal. It is also clear that all components 

of a,n will also be zero as the signal has an odd symmetry meaning equation B.3 will inte­
grate to zero.

The amplitude of the cosine components is given by equation B.4. The equation for v{t) 

over one period can be simply written if the period chosen for the analysis is from -T/2 to 
T/2:

2 /’'̂ /2 2 
bn =  — —tsm{nujot)dt 

1 J-T/2 1

f dv  ̂ f  du
I u— dt =  uv — V —
J dt J dt

du
dt

u =  t
du
dt

dv . ,  —cos(nujot)
—  =  s im nujo t)  — > V = ------------------
dt nujQ

br, =

—tcos{nuJot)
ncjo

T / 2

+
- T / 2

I.
^ / 2  cos{nujQt)

dt

UüüqT^
—t cos(nujQt)

T / 2  nuJo

T / 2  

- T / 2

sin(nujQt)
nujot

(B.5)

(B.6)

(B.7)

(B.8)

(B.9)

(B.IO)

(B .ll)
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bn =
- T / 2

bn — ---
1

nn
, , sinin'ïï) , ,  s i n ( —

—  c o s ( n T r )  H  - - - - - - - - - - - - c o s ( — n 7 r )  —
2n7r UTÏ - T / 2

bn  —  ----------UTT
2 s i n ( n 7 r )

nn
— 2 c o s ( r i 7 r )

- 2  c o s ( n T r )

UTT

bn — — (—1) nn
n + l

, 2  1 2  - 1
— ~,b2 — ---- , 0 3  — 0 4  —n n on In

(B.12)

(B.13)

(B.14)

(B.15)

(B.16)

(B.17)

Figure B.2 shows the first four components of the resulting single sided spectrum of the 
sawtooth. The amplitudes are scaled by V for the example sawtooth in figure B.l. Further 
coverage is provided in [19, 34, 35].

V

2V

2V

4(0,

-V
2tcn

Figure B.2: First four components in single sided sawtooth spectrum.
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Appendix C

Intermodulation Distortion

All active components in the loop carrying analogue signals will suffer from some degree 
of non-linearity which will cause intermodulation distortion to occur where more than one 

signal passes through a device. This causes a large number of output components which 
are harmonically related to those at the input, but at different frequencies. Intermodula­
tion product generation for a small signal non-linear system is described by the Taylor 
series:

V o { t )  —  +  a 2 V ^ { t )  - f  4 - 4 - .... (C.l)

Where a% is the linear component of the system, a2 is the square law component and so on. 
V^(t) is the sum of all signals at the input of the system. The amplitudes of the intermodu­
lation components are related to the amplitude of the tones at the input of the system and 
the intercept point, the hypothetical output level where the level of the intermodulation 
products equals the level of the tones for a particular order of intermodulation. For two 
tones at the system input the level of an arbitrary intermodulation product is given by:

IMjTin = ttlEi +  T1E 2 — (m n — -T ti) (C.2)

Written in dB form. This gives the following results relating the level of intermod prod­
ucts to the level of input tones:

2nd order:

I  Mil — Pi 4- E 2  — I P 2 (C.3)

I  M 2 = 2 E -  IP 2 (C.4)

168
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3rd order:

I  Mi2 — -E’l +  2 E 2 — 2 /P 3 (C.5)

I  ]\d  ̂ = 3E — 2IP^ (C.6 )

4th order:

I  — E\ +  3 E 2 — 3 IP 4. (C.7)

I M 2 2  —  2 E /1  +  ‘I E 2  — 3 1 P 4  ( C . 8 )

IM^ = 4 :E -  3 JP 4  (C.9)

5th order:

I  Mi4 = E\ +  4 E/4 — 3 IP 5 (C. 10)

IM 2 S =  2Ei +  3 E 2  — 31P^ (C.l I)

I =  3E\ — 3IP^ (C. 12)

In practice the intercept point level of output cannot be reached due to saturation. In real 
systems third order intercept commonly occurs with an output level at least lOdB higher 
than the IdB linear gain compression signal level.
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Appendix D

Matlab Routines

This appendix shows the code of a number of matlab simulations which were used in all 
aspects of the design, analysis and optimisation of the stored sequence synthesiser and 
preliminary investigations.

D.l system.m

Matlab routine t4.m, which simulates a third order sigma delta modulator running with a 
fixed value input (pq) between 0 and 1, for number of sample periods nn. aa and bb are 
the two adjustable feedback weights which offer control over the corner frequencies of 
the noise shaping characteristic.

In this simulation the value of Fref is placed exactly centrally between the two end of 
band frequencies fmin and fmax. The for loop runs the modulator and stores the single 
bit output into an array Vc(n).

After storing the modulator output the bits have the DC offset removed and they are con­
verted from amplitude to phase by taking the cumulative sum and multiplying by 2pi, 
then the mean phase value is subtracted from all the points in the array to avoid a peak at 

DC when the FFT is taken.

After taking the FFT the complex magnitude is calculated and the array converted to 
power spectral density relative to the carrier. The array is converted from dBc to dBc/Hz 
by dividing by the FFT resolution (fref/1), giving the array mag.
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D. I . system.m MATLAB ROUTINES

Following ciBc/Hz scaling a response is calculated for a third order type two loop filter 

and a new array generated (mag2) which gives the response after filtering by the third 

order loop action. The remaining parts of the routine find the highest spur in the array 

mag2 and measure the noise power in dBc/Hz close to the carrier. The filtered sigma 

delta bitstream is plotted with a log x axis and masks are overlaid for comparison with the 

DCS specifications for spurs and phase noise.

t  s i m u l a t e  s i g m a  d e l t a  m o d u l a t o r  a n d  p l o t  c o n t r i b u t i o n  t o  P L L  s i d e b a n d s

c l e a r  

c l o s e  a l l

V. d e f i n e  p / q ,  f r e t  a n d  n o .  o f  s a m p l e s

n n = 1 0 2 4 ‘ 16

f m i n  = l f ! 0 5 e 6  ;

£ m a x = 1 8 R 0 e 6 : 

f r e f  = ( f m i n + f m a x ) / 1 7

f o u t = l R 7 9 e 6 ; ' f , d e s i r e d  f o u t  i n  MHz 

d e s i r e d p q = f o u t / f r e f - 8

a c t u a l p q = r o u n d ( d e s i r e d p q ' n n ) / n n  % n e a r e s t  a v a i l a b l e  p / q  v a l u e  

p q = a c t u a l p q ;

% p q = d e s i r e d p q ;

k = 1 5 0 0

'i. d e f i n e  p r e s c a l e r  m o d u l a t i o n  w a v e f o r m

V c = z e r o s ( 1 , n n + k ) ;

% i n i t i a t e  a n  a r r a y

b = 0 ;  

d  = 0 ;

£ = 0 ; 

x  = 0 ;

'I. t h i r d  o r d e r  s i g m a - d e l t a  f e e d b a c k  c o e f f i c i e n t s

a a  = R . 7 6 5  ;

b b = l i . 0 0 2 ;

f o r  n = 2 : n n + k ;

l ) = b + p q - x ;  

d = d + b - a a * x ;  

f = £ + d - b b * x ;

i f  f  -■ 0 . 5

V c ( n ) = l ;

x = l ;

e l s e

V c ( n ) = 0 ;

x = 0 ;

e n d

e n d

V c y = V c ;

s a v e  d a t a  V c y ;

V e x ( 1  : n n ) = V c ( 1 + k : n n + k )  ;

V c = V c x ;

'1 i n t e g r a t e  f r e q u e n c y  s t e p s  t o  g e t  p h a s e  s t e p s  ( w i t h  z e r o  m e a n  v a l u e )  

l = l e n g t h ( V c ) ; 

m e a n V c =  m e a n  I V c )

d e l t a p h i = 2  * p i “ c u m s u m ( V c - m e a n V c )  ; 

m e a n d e l t a p h i  = m e a n ( d e l t a p h i ) ;  

d e l t a p h i = d e l t a p h i - m e a n d e l t a p h i  ;

e x c e s s l b i  t s = n n * ( m e a n V c - a c t u a l p q )

'I. t a k e  s p e c t r u m  o f  p h a s e  m o d u l a t i o n  d u e  t o  t h e  p r e s c a l e r  m o d u l a t i o n  w a v e f o r m
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D.2. PLLPSD.m MATLAB ROUTINES

t n = ( 2 / l l ' t t t ( d e l t a p h i ) ;

% - 6 d B  n a r r o w - t a a n d  PM c o n v e r s i o n  -  g i v i n g  o u t p u t  s p e c t r u m  i n  a b s e n c e  o f  a n y  l o o p  f i l t e r  

f n =  f n / 2 ;

m a g  = 1 0  * l o g l O ( { f n . * c o n j ( f n ) + 1 0 e - l l ) ) ;

% c o n v e r t  t o  d B c / H z  b y  d i v i d i n g  b y  F F T  r e s o l u t i o n  ( f r e f / 1 )

m a g = m a g - 1 0 * l o g l 0 ( f r e f / l ) ;

f = [ 0 : l / l : l - l / l l ;

'* t h i r d  o r d e r  l o o p  t r a n s f e r  f u n c t i o n  

p h i = p i / 3 ;

% n o r m a l i s e d  l o o p  n a t u r a l  f r e q u e n c y

f n = 2 5 0 e 3 ;

f n = f n / f r e f ;

T = t a n ( p h i ) + s e c ( p h i ) ; 

f f = f / f n ;

r e s p o n s e = ( l + T ‘ T * f f . * f f ) . / ( ( 1 - T ‘ f f . * f f ) . * ( 1 - T * f f . * f f ) + ( T * f f - f f . * f f . * f f ) . * ( T * f f - f f . * f f . * f f ) ) ;  

r e s p o n s e = r e s p o n s e . ' 0 . 5 ;  

r e s p o n s e = 2 0 * l o g l O ( r e s p o n s e )  ;

'* a p p l y  t h i r d  o r d e r  l o o p  r e s p o n s e  

m a g 2 = m a g + r e s p o n s e ;

[ s  , 1 1 = inax  ( tnag2  ) ;

m a x s p u r d b c  = s  + 1 0 * l o g l O ( f r e f / 1 )  

a t f r e q  = t ' f r e f / n n

V. t o  r e t u r n  t h e  c l o s e - i n  p h a s e  n o i s e  p o w e r  i n  d B c / H z  

c l o s e n o i s e = m a g 2 ( 1 0 0 )

s e m i l o g x ( f , r e s p o n s e ,  f ,  m a g 2 , f , m a g )

D CS p l i a s e  n o i s e  m a s )c

x m a s ) c =  [ l e 5  /  f  r e f  2 e 5 / f r e f  2 e 5 / f r e f  2 . 5 e 5 /  f r e f  2 . 5 e 5 / f r e f  4 e 5 / f r e f  4 e 5 / f r e f  6 e 5 / f r e f  

5 e 5 / t r e t  1 2 e 5 / f r e f  1 2 e 5 / f r e f  1 8 e 5 / f r e f  1 8 e 5 / f r e f  5 e 6 / f r e f  6 e 6 / f r e f  0 . 5 ] ;

y m a s k = t - 4 4  - 4 4  - 7 5  - 7 5  - 7 8  - 7 8  - 1 0 5  - 1 0 5  - 1 1 5  - 1 1 5  - 1 1 8  - 1 1 8  - 1 2 5  - 1 2 5  - 1 3 0  - 1 3 0 ) ;  

l i n e  ( x m a s ) t ,  y m a s ) t )

'* DC S s p u r s  ma s)<

x m a s l < 2 = [ l e 5 / f r e f  2 e 5 / f r e f  2 e 5 / f r e f  2 . 5 e 5 / f r e f  2 . 5 e 5 / f r e f  4 e 5 / f r e f  4 e 5 / f r e f  6 e 5 / f r e f  

6 e 5 / f r e t  1 2 e 5 / f r e f  1 2 e 5 / f r e f  1 8 e 5 / f r e f  1 8 e 5 / f r e f  6 e 6 / f r e f  6 e 6 / f r e f  0 . 5 ] ;

y m a s ) t 2 = [ - 3 2  - 3 2  - 6 2  - 6 2  - 6 5  - 6 5  - 9 2  - 9 2  - 1 0 2  - 1 0 2  - 1 0 5  - 1 0 5  - 1 0 7  - 1 0 7  - 1 1 2  - 1 1 2 ]  ; 

l i n e  ( x m a s ) c 2 , y m a s ) c 2 )

a x i s ( [ 0 . 0 0 1 , 0 . 5 , - 1 6 0 , 1 0 ] )

x l a b e l ( ' F r e q u e n c y / f r e f ' )  

y l a b e l ( ' R e s p o n s e  /  d B c ' )

D.2 PLLPSD.m

% l o i t s t r e a m  p l o t t i n g  r o u t i n e  t o  m a t c h  m e a s u r e d  r e s u l t s ,  

t  l o o p  o u t p u t .

c l o s e  a l l

f n a m e = ' i l l ’ ; % e n t e r  t h e  f i l e n a m e  h e r e  x x x . m a t

c _ r e f = - 1 5 ;  % s h i f t  c a r r i e r  r e f e r e n c e  l e v e l  t o  m a t c h  m e a s u r e d .

PM=3 0 ;

l o a d ( f n a m e ) ; 

n n = l e n g t h ( V c ) ;

f r e f  = 1 5 6 * l e 6 ;  % s y n t h  r e f e r e n c e  f r e q u e n c y .

f o u t = ( 9 - m e a n ( V c ) ) * f r e f  % d e r i v e  f o u t  f r o m  m e a n ( V c ) a n d  a v e r a g e  o f  b i t s .
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d e s i r e d p q = r a e a n ( V c ) ;

a c t u a l p q = r o u n d ( d e s i r e d p q ' n n ) / n n ;  % n e a r e s t  a v a i l a b l e  p / q  v a l u e  

p q = a c t u a l p q ;

N = 9 - m e a n ( V c )  % s y n t h  d i v i d e  r a t i o

f r e q = £ o u t / l e 9 ; % t o  p r o v i d e  f r e q u e n c y  i n  G H z .  

s t r = n u m 2 s t r ( f r e q ) ;

% i n t e g r a t e  f r e q u e n c y  s t e p s  t o  g e t  p h a s e  s t e p s  ( w i t h  z e r o  m e a n  v a l u e )  

l = l e n g t h ( V c ) ;

m e a n V c =  m e a n ( V c )  % V c  c o r r e s p o n d s  t o  t h e  f r e q u e n c y  s t e p s  

d e l t a p h i = 2 * p i * c u m s u m ( V c - m e a n V c ) ; % t h e  i n t e g r a t i o n  s t e p

m e a n d e l t  a p h i  = m e a n ( d e l t a p h i ) ;

d e l t a p h i = d e l t a p h i - m e a n d e l t a p h i ;  % r e m o v e  DC c o m p o n e n t ,  

e x c e s s l b i  t s = n n * ( m e a n V c - a c t u a l p q )

^  t a k e  s p e c t r u m  o f  p h a s e  m o d u l a t i o n  

s p e c = f f t ( d e l t a p h i ) * 2 / n n ;

p w r = a b s ( s p e c )  . ' 2 ;  % c o n v e r t  t o  n o r m a l i s e d  p o w e r  

p w r = 1 0 ‘ l o g l O ( p w r ) ;  % c o n v e r t  t o  d B c

- 6 d B  n a r r o w - t a a n d  PM c o n v e r s i o n  

p w r = p w r - 6  ;

t  c o m m e n t  o u t  f o r  d B c ,  o r  u s e  t o  c o n v e r t  t o  d B c / H z  b y  d i v i d i n g  b y  F F T  r e s o l u t i o n  ( f r e f / 1 )  

t p w r = p w r - 1 0 * l o g l 0 ( f r e £ / l ) ;

f r e q u e n c y  v e c t o r  u s e d  f o r  f i l t e r  r e s p o n s e ,  

f = l i n s p a c e ( - f r e f / 2 , f r e f / 2 , n n ) ;

' I f  = 1 i n s p a c e  ( 0 .  f r e f  , n n )  ; % f r e q u e n c y  i n p u t  f o r  l o o p  f i l t e r  c a l c u l a t i o n  

s i g m a = z e r o s ( 1 , n n ) ; 

s  = s i g m a +  j " 2  * p i  * f ; 

p h i = ( P M / 3 6 0 ) " 2 ' p i ;

% s e t  t h e  p h a s e  m a r g i n  f o r  t h e  l o o p  f i l t e r  

f n = 2 5 0 e 3 ;  % l o o p  n a t u r a l  f r e q u e n c y  ( H z )  

w n = f n " 2 ‘ p i ;  % l o o p  n a t u r a l  f r e q u e n c y  ( r a d / s e c )

T = t a n ( p h i ) + s e c ( p h i ) ;

r e s p o n s e = N . * ( w n ' 2  . * T . * s + w n " 3  ) . /  ( s  . “ l + w n ' T . * s  . ■ ' 2 + w n ' ' 2 » T . * s + w n .  " 3  ) ; % t h i r d  o r d e r  l o o p  t r a n s f e r  f u n c t i o n

r e s _ m a g = a b s ( r e s p o n s e ) ;

r e s _ m _ d B = 2 0 * l o g l 0 ( r e s _ m a g )  ;

s e m i l o g x ( f , r e s _ m _ d B ) ;

f i g u r e

'f m o v e  P S D  DC t o  z e r o

s h i f t _ p w r ( 1  : n n / 2 ) = p w r ( l + n n / 2 : n n )  ;

s h i f t _ p w r ( l + n n / 2 ; n n ) = p w r ( 1 ; n n / 2 )  ;

'k a p p l y  f i l t e r  r e s p o n s e  t o  SD  s p e c t r u m .  

p w r _ f i l t = s h i f t _ p w r + r e s _ m _ d B ;

‘t. s h i f t  r e f e r e n c e  l e v e l  t o  - 1 5 . 1 2 d B  t o  m a t c h  a n a l y s e r  p l o t  

p w r _ f i l t = p w r _ f i l t + c _ r e f ;

'* f r e q u e n c y  v e c t o r  f o r  p l o t  a x i s

f a x i s = l i n s p a c e ( - f r e f / l e 6 / 2 , f r e f / l e 6 / 2 , n n ) ;

p l o t ( f a x i s , p w r _ f i l t , ' k ' ) ;  

x l a b e l ( ' C a r r i e r  o f f s e t  / M H z ' )  

y l a ) o e l  ( •  P o w e r  / d B c ' )  

a x i s ( ( - 5 , 5 , - 1 1 0 , - 1 0 ] ) ;  

g r i d  o n ;

n e w s t r = s t r c a t ( ' S i m u l a t e d  s p e c t r u m ,  F _ { R E F )  = 1 5 6  MHz,  F _ { O U T )  = ' , s t r , '  G H z ' ) ;

t i t l e ( n e w s t r ) ;

x m a s k = [ - 5  5 ] ;

y m a s k = ( c _ r e f  c _ r e £ ] ;

l i n e ( x m a s k , y m a s k ) ;

t e x t ( - 4 , - 1 8 , ' - 1 5  d B  C a r r i e r  R e f e r e n c e  L e v e l ' ) ;

73



D.3. Firans M ATLAB ROUTINES

D.3 Ftrans

% P r o g r a m  t o  p l o t  f r e q u e n c y / p h a s e  e r r o r  t r a n s i e n t  o f  a  t h i r d  o r d e r  t y p e  2 l o o p  

% n o t e :  p h a s e  m a r g i n  t a k e n  a s  5 3 . 2  d e g r e e s

c l o s e  a l l

d e l t a F = 1 5 e 6  V. T h e  f r e q u e n c y  s t e p  

N = 9 ;  % N d i v i d e r  v a l u e .

d e l t a F p f d = d e l t a F / N  % f r e q u e n c y  s t e p  a t  t h e  P h a s e  d e t e c t o r  ( d o w n w a r d s  h o p  w o r s t  c a s e )  

o _ n a t = 2 ‘ p i  '  2 5 0 e 3  l o o p  n a t u r a l  f r e q u e n c y

K l = ( 2 ‘ p i * d e l t a F p f d / o _ n a t ) ;  % i n t e g r a t e  t h e  F r e q u e n c y  s t e p  t o  g e t  t h e  p h a s e  s t e p

F e r r o r ( 1 1 = 0 ,

f o r  n = 2 : 2 0 0 0  

t i m e ( n ) = n / l e d ;

% m u l t i p l y  b y  N t o  r e f e r  t o  o u t p u t

F e r r o r  ( n ) = N ' d e l t a F p f d * ( 1 + ( o _ n a t * t i m e ( n ) ) - ( o _ n a t ‘ t i m e ( n ) ) . * 2  ) * e x p ( - o _ n a t *  t i m e ( n ) ) ;

m u l t i p l y  b y  N t o  r e f e r  t o  o u t p u t  

P e r r o r ( n ) = K 1 * ( ( o _ n a t * t i m e ( n ) ) +  ( o _ n a t * t i m e  ( n ) ) . “ 2  ) ' e x p ( - o _ n a t *  t i m e ( n ) ) ;  

e n d

F e r r o r _ d e g = P e r r o r * 3 6 0 / 2 / p i ;

% p h a s e  e r r o r  a t  VCO o u t p u t  i n  r a d s .

P e r r o r _ v c o = P e r r o r _ d e g * N ;

% p r o v i d e  F e r r o r  i n  M Hz .

F e r r o r _ m h z = F e r r o r / l e 6 ;

s u b p l o t ( 2 , 2 , 1 ) ,  p l o t ( t i m e , F e r r o r _ m h z ) ;

% a x i s ( [ 0  2 e - 5  - 2 e 7  8 e 7 ] ) ;  

g r i d  o n ;

y l a b e l ( ' F r e q u e n c y  / M H z ' ) ;  

x l a b e l ( ' T i m e  i n  s e c o n d s ' ) ;  

t i t l e ( ' F r e q u e n c y  a t  V C O ' ) ;

s u b p l o t ( 2 , 2 , 3 ) ,  p l o t ( t i m e , F e r r o r )  ; 

a x i s ( [ 0  2 e - 5  - 2 0 0 0  0 ) ) ;  

g r i d  o n ,

t i t l e ( ' M a g n i f i e d  s c a l e  o f  a b o v e ' ) ;  

y l a b e l ( ' F r e q u e n c y  / H z ' ) ;  

x l a b e l ( ' T i m e  i n  s e c o n d s ' ) ;

s u ) D p l o t  ( 2 , 2 , 2 )  , p l o t  ( t i m e ,  P e r r o r _ d e g )  ;

% a x i s ( [ 0  2 e - 5  0  3 0 0 ] ) ;  

g r i d  o n ;

t i t l e ( ' P h a s e  e r r o r  a t  P F D ' ) ;  

x l a l j e l  ( ' T i m e  i n  s e c o n d s ' ) ;
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y l a b e l ( ' P h a s e  / d e g r e e s ' ) ;

s u l j p l o t  ( 2 , 2 , 4 )  , p l o t  ( t i m e ,  P e r r o r _ v c o )  , 

a x i s ( [ 0  2 e - 5  0  1 ] )  ; 

g r i d  o n ;

t i t l e ( ' P h a s e  E r r o r  r e f e r r e d  t o  V C O ' ) ;  

x l a b e l ( ' T i m e  i n  s e c o n d s ' ) ;  

y l a b e l ( ' P h a s e  / d e g r e e s ' ) ;

D.4 Cloop.m

% T h i r d  o r d e r  t y p e  2  l o o p  f i l t e r  c l o s e d  a n d  o p e n  l o o p  c o m p l e x  p h a s e  r e s p o n s e

c l e a r

c l o s e  a l l

f = l i n s p a c e ( 1 0 0 0 , l O O O e S , 1 0 0 0 0 0 ) ;  % f r e q u e n c y  r a n g e  

o m e g a = 2 * p i  . * f  ; '* n a t u r a l  f r e q u e n c y  r a n g e  

s i g m a = z e r o s ( 1 , l e n g t h ( f ) ) ;  

s = s i g m a + j , " o m e g a ;

f _ n a t = 2 5 0 e 3 ;

o m e g a _ n a t = £ _ n a t * 2 * p i ; % l o o p  n a t u r a l  f r e q u e n c y  

p h i = p i ‘ 6 0 / 1 8 0 ;  % l o o p  p h a s e  m a r g i n  i n  r a d i a n s

'* E CL  p h a s e  d e t e c t o r  l e v e l s  

V o _ h = 4 ;

V o _ l = 3 . 2 ;

s w i n g = ( V o _ h - V o _ l ) ;

% p h a s e  d e t e c t o r  g a i n  v o l t s  p e r  r a d i a n  

K p = s w i n g / ( 2 * p i ) ;

% VCO g a i n  i n  R a d i a n s / v o l t .

K v = 3 6 e 6 * 2 * p i ;

Ï, l o o p  d i v i d e r  

N = 8 . 5 ;

% l o o p  f i l t e r  t i m e  c o n s t a n t s

T l =  ( K p ' K v /  (N* ( o m e g a _ n a t )  " 2 )  ) * ( t a n ( p h i )  " - s e c  ( p h i )  ) ;

T 2  = l / ( o m e g a _ n a t  * ( t a n  ( p h i  ) " - s e c  ( p h i  ) ) ) ;

T 3 =  ( t a n  ( p h i )  " - s e c  ( p h i )  ) / o m e g a _ n a t ;

H, c a l c u l a t e  l o o p  f i l t e r  g a i n  a n d  p h a s e  

G=  ( 1  . /  ( s .  * T 1 )  ) . * ( l " - s .  * T 3 )  . * ( 1 .  /  ( l " - s .  * T 2 )  ) ;

f _ 1 3 a t h = ( G . / s )  . * ( K p * K v )  ;

l o o p _ g a i n =  ( G .  ; ' s )  . * ( K p * K v / N )  ;

p h a s e _ r e s p =  ( f j p a t h )  . /  ( l " - l o o p _ g a i n )  ;

s e m i l o g x ( £ , 2 0 * l o g l O ( a b s ( p h a s e _ r e s p ) ) ) ;

g r i d

h o l d

s e m i l o g x ( £ , a n g l e ( p h a s e _ r e s p ) " 1 8 0 / p i ) ; 

t i t l e ( ' C l o s e d  L o o p  C o m p l e x  P h a s e  R e s p o n s e ' ) ;  

x l a b e l ( ' F r e q u e n c y  / H z ' ) :

y l a b e l  ( ' . A m p l i t u d e  / d B ,  P h a s e  / d e g r e e s ’ ) ;  

f i g u r e ( 2 )

s e m i l o g x ( f , 2 0 * l o g l O ( a b s ( l o o p _ g a i n ) ) )  ;

g r i d

h o l d

s e m i l o g x ( £ , a n g l e ( l o o p _ g a i n ) " 1 8 0 / p i ) ;
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t i t l e ( ' O p e n  L o o p  C o m p l e x  P h a s e  R e s p o n s e ' ) ;  

x l a b e l ( ' F r e q u e n c y  / H z ' ) ;

y l a ) D e l  ( ' A m p l i t u d e  / d B ,  P h a s e  / d e g r e e s ' ) ;

f i g u r e ( 3 )

t h e t a = a n g l e { l o o p _ g a i n )  ; 

r h o = a b s ( l o o p _ g a i n ) ;

p o l a r ( t h e t a ( 1 0 0 : 1 0 0 0 0 ) , r h o ( 1 0 0  : 1 0 0 0 0  ) ) ;

t i t l e ( ' M y q u i s t  P l o t  o f  O p e n  L o o p  C o m p l e x  P h a s e  R e s p o n s e ' )

R 2 C 1  = 2 * t a n ( p h i ) / o m e g a _ n a t ;  % T 3 ( n s )

R l C l  = K p  * K v  /  N /  o m e g a _ n a t ' 2  ‘  ( t a n ( p h i ) + 1 / c o s ( p h i ) ) ;  % T l  ( n s )  

R 2 C 2  = l / ( o m e g a _ n a t  * ( t a n ( p h i ) + 1 / c o s ( p h i ) ) ) ;  % T 2  ( n s )

R 2  = l e 3  ; % r e s i s t o r  i n  t h e  o p  a m p s  f e e d b a c l c  p a t h

C l  = R 2 C 1  /  R 2 ; % c a p a c i t o r  i n  f e e d b a c j t  p a t h  i n  s e r i e s  w i t h  R 2  a n d  C2

R 1  = R l C l  /  C l ;  % r e s i s t o r  a t  t h e  o p  a m p  i n p u t .

C 2  = R 2 C 2  /  R 2 ;  % c a p a c i t o r  i n  p a r a l l e l  w i t h  R2

d i s p ( '  ' ) ;

d i s p ( [ ' C l  = ' n u m 2 s t r ( C l * l e l 2 )  ' p F ' ] ) ;  

d i s p ( [ ' R l  = ' n u m 2 s t r ( R l )  ' o h m s ' ) ) ;  

d i s p ( [ ' C 2  = ' n u m 2 s t r ( C 2 * l e l 2 )  ' p F ' ) ) ;

d i s p  ( [ ' R2  = '  n u m 2 s t r ( R 2 )  ' o f u n s  ' ) ) ;

D.5 vco.m

% v c o . m  VCO g a i n  c u r v e  f i t t e r  /  Z-COMM t y p e  V 6 0 5 M E 0 1  S N - 0 0 1 9  0 4 9 5

c l e a r -

c l o s e  a l l

V t =  [

0

0 . 5

1
1 . 5

2

2 . 5

3

3  . 5

4 . 5

5

F o u t = [

1 . 3 2 7 7  

1 . 3 5 8 3  

1 . 3 7 9 7  

1 . 3 9 8 3  

1 . 4 1 5 0  

1 . 4 2 9 7  

1 . 4 4 4 7  

1 . 4 5 9 7  

1 . 4 7 3 7  

1 . 4 8 7 7  

1 . 5 0 1 7

]

p l o t ( V t , F o u t , ' s r ' ) ;

p o l y _ c o e f f s = p o l y f i t ( V t , F o u t , 5 )  ,

V t _ f i n e = l i n s p a c e ( 0 , 5 , 1 0 0 0 0 ) ;
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F o u t _ £ i n e = p o l y v a l ( p o l y _ c o e f f s , V t _ f i n e ) ; 

h o l d  o n

p l o t ( V t _ f i n e , F o u t _ f i n e ,

t i t l e  {• P o l y n o m i a l  F i t  t o  m e a s u r e d  VCO t u n i n g  P . e s p o n s e  ' ) ; 

x l a b e l ( ' T u n i n g  V o l t a g e  / V ' ) ;  

y l a b e l ( ' O u t p u t  F r e q u e n c y  / G H z ' ) ;  

g r i d

f i g u r e

% VCO g a i n  = d ( H z ) / d ( V ) ;  

l e n = l e n g t h ( V t _ f i n e ) ; 

f o r  n = 2 ; l e n

V C O _ g a i n ( n ) = ( F o u t _ f i n e ( n ) - F o u t _ £ i n e ( n - 1 ) ) / ( V t _ £ i n e ( n ) - V t _ f i n e ( n - 1 ) )

e n d

% i f  l e n  i s  l a r g e  r o u g h l y  

V C O _ g a i n ( 1 ) = V C O _ g a i n ( 2 ) ;

p l o t ( V t _ f i n e , V C O _ g a i n . * 1 0 0 0 ) ;  

t i 1 1 e ( ' VCO g a i n  v a r i a t i o n ' )  

x l a b e l ( ’V CO T u n i n g  V o l t a g e  / V ' )  

y l a b e l ( ' V C O  T u n i n g  G a i n  M H z / V ' )  

g r i d

D.6 PM.m

t  p l o t  p h a s e  m a r g i n  a c r o s s  b a n d

% p l o t  t h e  s i m u l a t e d  C l o s e d  L o o p  G a i n  a c r o s s  t h e  b a n d

't  u s e s  i m p o r t e d  s p i c e  d a t a  f o r  l o o p  f i l t e r  a n d  v a r i a b l e  VCO g a i n .

c l o s e  a l l

f i t _ l e n = 1 0 0 0 0 ;  % l e n g t h  o f  c u r v e  f i t  t o  VCO d a t a

'* R e a d  i n  s p i c e  o u t p u t  d a t a  f o r  f i l t e r  w i t h  e n h a n c e d  f i l t e r i n g

[ f r e q , g a i n _ d B ) = t e x t r e a d ( ' g a i n _ e n h a n c e d ' ,  ' % f  %f  ' ) ;

I f r e q 2 , p h a s e _ d e g ) = t e x t r e a d ( ' p h a s e _ e n h a n c e d ' ,  ' %f  %£ ' ) ;

% s e t  u p  a  c o m p l e x  f r e q u e n c y  v e c t o r

o m e g a = 2 * p i . ‘ f r e q ;  % n a t u r a l  f r e q u e n c y  r a n g e  f r o m  s p i c e  f r e q  a x i s  

s i g m a = z e r o s ( 1 , l e n g t h ( f r e q ) ) ' ;  

s = s i g m a + j . *  o m e g a ;

'* I n t e r p o l a t e  t h e  VCO t u n i n g  d a t a  a n d  c a l c u l a t e  g a i n  a c r o s s  b a n d  

% VCO t u n i n g  v o l t a g e

V t = [ - 1  - 0 . 5  0  0 . 5  1  1 . 5  2 2 . 5  3 3 . 5  4 4 . 5  5 ] ;

'* o u t p u t  f r e q u e n c y  i n  GHz

F o u t = [ 1 . 2 4 0 5  1 . 3 0 6 1 7  1 . 3 6 1 6 0  1 . 3 8 9 9 3  1 . 4 1 3 1 3  1 . 4 3 3 4  1 . 4 5 2 6  1 . 4 7  1 . 4 8 7 8  1 . 5 0 4 4  1 . 5 2 0 4  1 . 5 3 6 8 7  1 . 5 5 2 7 ]

'i  F i t  p o l y n o m i a l  t o  VCO d a t a  

' f ' P l o t  ( V t , F o u t , ' s r '  ) ; 

p o l y _ c o e f f s = p o l y f i t (V t , F o u t ,  5 ) ; 

h o l d ;

% s t e p  f r o m  0 t o  5 v o l t s  i n  1 0 0 0 0  s t e p s .  

V t _ f i n e = l i n s p a c e ( - 1 , 5 , f i t _ l e n ) ;
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F o u t _ f i n e = p o l y v a l ( p o l y _ c o e f f s , V t _ f i n e ) ;

■ * p l o t  ( V t _ f i n e ,  F o u t _ f  i n e )  ;

V, t i t l e  ( 'V C O  t u n i n g  c h a r a c t e r i s t i c ' ) ;

% VCO g a i n  = d ( H z ) / d ( V ) ; 

l e n = l e n g t h ( V t _ £ i n e ) ; 

f o r  n = 2 : l e n

V C O _ g a i n ( n )  =  ( F o u t _ £ i n e ( n ) - F o u t _ f i n e ( n - 1 ) ) / ( V t _ £ i n e ( n ) - V t _ f i n e ( n - 1 ) ) ;

e n d

% i f  l e n  i s  l a r g e  

V C O _ g a i n ( 1 ) = V C O _ g a i n ( 2 ) ;

V C O _ g a i n = 1 0 0 0 . * V C O _ g a i n ;  % c o n v e r t  f r o m  GH z t o  M H z / V

p l o t ( F o u t _ f i n e , V C O _ g a i n )  ; 

t i t l e ( ' V C O  T u n i n g  G a i n ' ) ;  

x l a b e l ( ' O u t p u t  F r e q u e n c y  / M H z ' ) ;  

y l a ) o e l  ( ' G a i n  M H z / V '  ) ; 

g r i d

% p h a s e  d e t e c t o r  g a i n  i n  v o l t s  p e r  r a d i a n ,  a s s u m e d  

V o _ h = 4 ;

V o _ l = 3 . 2 ;

s w i n g = ( V o _ h - V o _ l ) ;

K p = s w i n g / ( 2 * p i ) ;

% c o n v e r t  l o o p  f i l t e r  r e s p o n s e  t o  c o m p l e x  f o r m  

% t h i s  d a t a  a l r e a d y  h a s  a  l o g  x  a x i s  

r = 1 0 . ' ( g a i n _ d B . / 2 0 ) ; % d B  t o  m a g n i t u d e  

p h i = p i . * p h a s e _ d e g . 7 1 8 0 ;  % d e g r e e s  t o  r a d i a n s

c o n s t a n t .

G = c o m p l e x ( r . *  c o s ( p h i  ) , r . *  s i n ( p h i ) ) ;

'I. f o l l o w i n g  p l o t s  t h e  s p i c e  r e s p o n s e  

'* f  i g u r e  (3  ) ;

' ( . p l o t  ( 1 0  ‘ l o g i c  ( a b s  (G)  ) ) ;

' / . f i g u r e  ( 4 ) ;

' ( . p l o t  ( p i .  * u n w r a p ( a n g l e ( G )  ) , / 1 8 0 )  ;

F r e f  = 1 5 6 e 6 ;  d e s i g n e d  r e f e r e n c e  f r e q u e n c y

i n d e x = 1 0 0 ;

f o r  i n d e x a i  : 1 0 0

K v c o = 2  * p i  * l e 6  * V C O _ g a i n ( i n d e x * 1 0 0 )  ;

N d i v = F o u t _ f i n e ( i n d e x * 1 0 0 ) * l e 9 / F r e f  ;

F r e q u e n c y = N d i v * F r e f ;

f _ p a t h = ( G . / s ) . * ( K p * K v c o ) ; 

l o o p _ g a i n = ( G . / s ) . * ( K p * K v c o / N d i v ) ; 

p h a s e _ r e s p =  ( f _ p a t h ) . / ( l + l o o p _ g a i n ) ;

d B _ l o o p _ g a i n = 2  0 * l o g l 0 ( a b s ( l o o p _ g a i n ) ) ;

'i. f i n d  t h e  p h a s e  m a r g i n  b y  m i n i m i s i n g  t h e  s i z e  o f  t h e  g a i n  

g a i n _ s q u a r e d = a ) o s  ( d B _ l o o p _ g a i n .  ~ 2 )  ;

[ v a l , p o s ) = m i n ( g a i n _ s q u a r e d ) ;

p l i a s e _ u n w r a p p e d = u n w r a p  ( a n g l e  ( l o o p _ g a i n )  ) ;

p h a s e _ m a r g ( i n d e x ) = 1 8 0 + u n w r a p ( p h a s e _ u n w r a p p e d ( p o s ) * 1 8 0 / p i )  ;

* f i g u r e

' ( i s e m i l o g x  ( f  r e q ,  d B _ l o o p _ g a i n ,  ' r  ' ) ;

* g r i d

' / . h o l d ;

* s e m i l o g x ( f r e q , u n w r a p ( a n g l e ( l o o p _ g a i n ) ) ‘ 1 8 0 / p i ,  ' g '  ) ; 

' / . a x i s  ( [ l e 4  l e 7  - 2 0 0  1 0 0 ] ) ;
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’*  f i g u r e

' f . p l o t  ( p h a s e _ m a r g )  

f i g u r e

p l o t ( d e c i m a t e ( F o u t _ f i n e , 1 0 0 ) , p h a s e _ m a r g ) ; 

x l a b e l ( ' O u t p u t  F r e q u e n c y  / G H z ' ) ;  

y l a ) o e l  I ' P l i a s e  M a r g i n '  ) ;

t i t l e  I ' P l i a s e  M a r g i n  V a r i a t i o n  o f  P r o t o t y p e  L o o p ' ) ,  

g r i d

D.7 modsim.m

% m o d s i m . m  r o u t i n e  t o  c a l l  s i m u l i n ) ;  s i g m a  d e l t a s  a n d  p l o t  o u t p u t  s p e c t r u m ,  

c l o s e  a l l

d e s i r e d _ i n p u t = 0 . 4  ;

f r e f  = 4 ;  », s a m p l i n g  f r e q u e n c y

£ _ n y q = f r e f / 2 ;

n n = 1 0 2 4 ‘ 6 4 ;  % s a m p l e s  u s e d  f o r  s i m u l a t i o n  

k = 1 0 0 0 ;  ». t r u n c a t i o n  f a c t o r  f o r  s t a r t u p  

s i m p o i n t s = n n + ) < ;

a c t u a l _ i n p u t = r o u n d ( d e s i r e d _ i n p u t * s i m p o i n t s ) / s i m p o i n t s  % n e a r e s t  a v a i l a b l e  i n p u t  v a l u e  

i n v e c = o n e s  ( 1 ,  n n + l t )  ;

i i i v e c = i n v e c  ' . * a c t u a l _ i n p u t  ; % v e c t o r  i n p u t  t o  m o d u l a t o r

t i m e v e c =  ( l i n s p a c e  ( 1 ,  n n + ) t ,  n n + k )  I ' ; '* s i m u l i n k  r e q u i r e s  t i m e  n e x t  t o  t h e  v a l u e .  

i n m a t 2 ( : , 1 ) = t i m e v e c ;  % f i l l  u p  t h e  s i m u l i n k  m a t r i x  

i n m a t 2  ( : , 2 ) = i n v e c ;

s i m ( ' t h i r d s i m p o i n t s ) ; % c a l l  s i m u l i n k  m o d e l ,  s e c o n d  p a r a m =  n o .  s a m p l e s .

V c ( 1  ; n n ) = b i  t s t r e a m ( 1 + k : n n + k ) ;

f i g u r e ( 1 ) ;

s t a i r s  I V c ) ; % p l o t  t i m e  d o m a i n  m o d u l a t o r  o u t p u t

a x i s d l O O  2 0 0  - 0 . 2 5  1 . 2 5 ] ) ;

g r i d

D C = m e a n ( V c ) ;

V c = V c - D C ;  '1 r e m o v e  DC c o m p o n e n t

w i n d o w = h a n n ( n n ) ; 

w i n d o w = w i n d o w ' ;

' * V c = V c . “w i n d o w ;  »  h a r m i n g  w i n d o w  o p t i o n

‘t V c = V c . * 2 ;  % v o l t a g e  l e v e l  c o r r e c t i o n  f o r  h a r m  w i n d o w

l = l e n g t h ( V c ) ; 

p w r = a b s ( f f t ( V c ) ) . " 2 / 1 ;

p w r = p w r ‘ 2 ;  % c o n v e r t  t o  s i n g l e  s i d e d  s p e c t r u m

o u t _ l e n = l e n g t h ( p w r ) ; % m e a s u r e  o u t p u t  l e n g t h

p w r = p w r / l ;  % c o n v e r t  t o  p o w e r  W

p w r = 1 0 * l o g l O ( p w r + l O e - 2 0 0 0 ) ;  % l o g  s c a l e  dBW

f = [ 0  : 1 / o u t _ l e n : l - l / o u t _ l e n ] ; % v e c t o r  t o  f o r m  t h e  f r e q u e n c y  a x i s  

f = f . * f r e f ;  % m u l t i p l y  b y  f r e f .

f i g u r e ( 2 ) ;

s e m i l o g x ( f , p w r ) ;  % p l o t  p o w e r  s p e c t r u m  

g r i d  o n ;

x l a b e l ( ' F r e q u e n c y  n o r m a l i s e d  t o  n y q u i s t ' )  

y l a b e l ( ' P o w e r  S p e c t r u m  d B W ' )
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t i t l e ! ' T h i r d  O r d e r  S i g m a  D e l t a  S p e c t r u m ,  S t e p s i z e  \ D e l t a  = 1 V ) 

a x i s ( [ 1 0 e - 4  1 - 1 6 0  0 ] )

D.8 system.m

% s i m u l a t e  s i g m a  d e l t a  m o d u l a t o r  a n d  p l o t  c o n t r i b u t i o n  t o  P L L  s i d e b a n d s

c l e a r  

c l o s e  a l l

% d e f i n e  p / q ,  f r e f  a n d  n o .  o f  s a m p l e s

n n = 1 0 2 4 ‘ 16

f m i n = l R 0 5 e 6 ;

f m a x = 1 8 8 0 e 6 ;

f r e f  = ( f m i n + f m a x ) / 1 7

f o u t = 1 8 7 9 e 6 ;  ^ d e s i r e d  f o u t  i n  MHz

d e s i r e d p q = f o u t / f r e f - 8

a c t u a l p q = r o u n d ( d e s i r e d p q * n n ) / n n  % n e a r e s t  a v a i l a b l e  p / q  v a l u e  

p q = a c t u a l p q ;

» , p q = d e s i r e d p q ;

k = 1 5 0 0

% d e f i n e  p r e s c a l e r  m o d u l a t i o n  w a v e f o r m

V c = z e r o s ( 1 , n n + k ) ;

*  i n i t i a t e  a n  a r r a y

b = 0

d = 0

f = 0

x = 0

% t h i r d  o r d e r  s i g m a - d e l t a  f e e d b a c k  c o e f f i c i e n t s

a a = 8 . 7 6 5 ;

b b = 1 1 . 0 0 2 ;

f o r  n = 2 : n n + k ;

b = b + p q - x ;

d = d + b - a a * x ;

f  =  t + d - b b *  X ;

i f  f  > 0 . 5  

V c ( n ) = 1 ;

x.= l ;

e l s e

V c ( n ) = 0 ;

x = 0 ;

e n d  

V c y = V c ;

s a v e  d a t a  V c y ;

V e x ( 1  : n n ) = V c ( 1 + k : n n + k )  ;

V c = V c x ;

% i n t e g r a t e  f r e q u e n c y  s t e p s  t o  g e t  p h a s e  s t e p s  ( w i t h  z e r o  m e a n  v a l u e )  

l = l e n g t h ( V c ) ; 

m e a n V c =  m e a n ( V c )

d e l t a p h i = 2  *p i  * c u m s u m ( V c - m e a n V c ) ;

m e a n d e l t a p h i = m e a n ( d e l t a p h i ) ; 

d e l t a p h i = d e l t a p h i - m e a n d e l t a p h i  ;

e x c e s s l b i t s = n n ‘ ( m e a n V c - a c t u a l p q )

'* t a k e  s p e c t r u m  o f  p h a s e  m o d u l a t i o n  d u e  t o  t h e  p r e s c a l e r  m o d u l a t i o n  w a v e f o r m  

f n = ( 2 / 1 ) * f f t ( d e l t a p h i ) ;
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'■f. - 6 d B  n a r r o w - b a n d  PM c o n v e r s i o n  -  g i v i n g  o u t p u t  s p e c t r u m  i n  a b s e n c e  o f  a n y  l o o p  f i l t e r  

f n = f n / 2 ;

m a g = 1 0 ' l o g l O ( ( f n . * c o n j ( f n ) + 1 0 e - l l )  ) ;

% c o n v e r t  t o  d B c / H z  b y  d i v i d i n g  b y  F F T  r e s o l u t i o n  ( f r e f / 1 )

m a c j = m a g - 1 0 * l o g l 0  ( f r e f / 1 )  ;

f = [ 0 : l / l : l - l / l ) ;

% t h i r d  o r d e r  l o o p  t r a n s f e r  f u n c t i o n  

p h i = p i / 3 ;

% n o r m a l i s e d  l o o p  n a t u r a l  f r e q u e n c y  

f n = 2 5 0 e 3 ; 

f n = f n / f r e f ;

T = t a n ( p h i ) + s e c ( p h i ) ; 

f f = f / f n ;

r e s p o n s e = ( l + T » T * f f . * f f ) . / ( ( 1 - T * f f . * f f ) . ‘ ( 1 - T * f f . * f f ) + ( T * f f - f f . ♦ f f . * f f ) . * ( T * f f - f f . * f f . * f f ) ) ;  

r e s p o n s e = r e s p o n s e . " 0 . 5 ;  

r e s p o n s e = 2 0 * l o g l 0 ( r e s p o n s e ) ;

% a p p l y  t h i r d  o r d e r  l o o p  r e s p o n s e  

m a g 2 = m a g + r e s p o n s e ;

[ s , t ) = m a x ( m a g 2 ) ;

m a x s p u r d b c  = s  + l O ' l o g l O ( f r e f / 1 )  

a t f r e q  = t ' f r e f / n n

% t o  r e t u r n  t h e  c l o s e - i n  p h a s e  n o i s e  p o w e r  i n  d B c / H z  

c l o s e n o i s e = m a g 2 ( 1 0 0 )

s e m i l o g x ( f , r e s p o n s e ,  f ,  m a g 2 , f , m a g )

DCS p h a s e  n o i s e  m a s l t

x m a s > ; =  [ l e 5 / f  r e f  2 e 5  / f r e f  2 e 5 / f r e f  2 . 5 e 5 / f r e f  2  . 5 e 5  / f r e f  4 e 5 / f r e f  4 e 5 / f r e f  6 e 5 / f r e f  6 e 5 / f r e f  1 2 e 5  /  f r e f  1 2 e 5 / f r e f  1 8 e 5 / f r e f  1 8 e 5 /  f r e f  

y m a s k = ( - 4 4  - 4 4  - 7 5  - 7 5  - 7 8  - 7 8  - 1 0 5  - 1 0 5  - 1 1 5  - 1 1 5  - 1 1 8  - 1 1 8  - 1 2 5  - 1 2 5  - 1 3 0  - 1 3 0 ] ;

1 i n e  ( x m a s H : , i - m a s f t )

'fc DCS s p u r s  m a s k

x m a s k 2 = 1l e 5 / f r e f  2 e 5 / f r e f  2 e 5 / f r e f  2 . 5 e 5 / f r e f  2 . 5 e 5 / f r e f  4 e 5 / f r e f  4 e 5 / f r e f  6 e 5 / f r e f  6 e 5 / f r e f  1 2 e 5 / f r e f  1 2 e 5 / f r e f  1 8 e 5 / f r e f  1 8 e 5 / f r e  

> T n a s k 2 = [ - 3 2  - 3 2  - 6 2  - 6 2  - 6 5  - 6 5  - 9 2  - 9 2  - 1 0 2  - 1 0 2  - 1 0 5  - 1 0 5  - 1 0 7  - 1 0 7  - 1 1 2  - 1 1 2 ]  ; 

l i n e  ( x m a s k 2 , > - m a s k 2 )

a x i s { ( 0 . 0 0 1 , 0 . 5 , - 1 6 0 , 1 0 ] )

x l a b e l ( ' F r e q u e n c y / f r e f ' )  

y l a f D e l  ( ' R e s p o n s e  /  d B c  ' )

D.9 spec2.m

% b i t s t r e a m  p l o t t i n g  r o u t i n e  t o  m a t c h  m e a s u r e d  r e s u l t s  a t  C P L D  o u t p u t  

c l o s e  a l l

f n a m e = ' 1 1 1 ' ;  % e n t e r  t h e  f i l e n a m e  h e r e  x x x . m a t

c _ r e f = - 3 0 ;  % s p e c t r u m  a n a l y s e r  r e f e r e n c e  l e v e l .

l o a d ( f n a m e ) ; 

n n = l e n g t h ( V c ) ;

f r e f  = 1 5 6 * l e 6 ;  % s y n t h  r e f e r e n c e  f r e q u e n c y .

f o u t = ( 9 - m e a n ( V c ) ) * f r e f  % d e r i v e  f o u t  f r o m  m e a n ( V c ) a n d  a v e r a g e  o f  b i t s .  

d e s i r e d p q = m e a n ( V c ) ;

a c t u a l p q = r o u n d ( d e s i r e d p q * n n ) / n n ;  % n e a r e s t  a v a i l a b l e  p / q  v a l u e  

p q = a c t u a l p q ;

f r e q = f o u t / l e 9 ;  % t o  p r o v i d e  f r e q u e n c y  i n  G H z .

s t r = n u m 2 s t r ( f r e q ) ; % c o n v e r t  t o  s t r i n g  t o  i n c l u d e  i n  p l o t  t i t l e

18
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l = l e n g t h ( V c ) ; 

m e a n V c = m e a n ( V c ) ;

V c = V c . ‘ 5 ;  % s c a l e  t h e  b i t  s e q u e n c e  t o  CMOS v o l t a g e  l e v e l s  0 / 5  V

s p e c = £ f t ( V c ) * 2 / n n ;  % t a k e  s p e c t r u m  o f  v o l t a g e  s t e p s  

p w r =  ( a b s  ( s p e c )  ) .  ■'2 ; % c o n v e r t  t o  p o w e r  

p w r = 1 0 * l o g i c ( p w r ) ;

p w r = p w r - 3  0 ;  % c o n v e r t  t o  dBm

£ a x i s = l i n s p a c e ( 0 , f r e f / l e 6 , n n ) ; % f r e q u e n c y  v e c t o r  f o r  p l o t  a x i s

p l o t ( f a x i s . p w r , ' k ' ) ;  

x l a b e l ( ' F r e q u e n c y  / M H z ' ) ;  

y l a b e l ( ' P o w e r  S p e c t r u m  / d B V ' ) ;  

a x i s ( [ 0 , 1 0 , - 1 3 0 , - 3 0 ] ) ;  

g r i d  o n ;

n e w s t r = s t r c a t ( ' S i m u l a t e d  b i t s t r e a m  s p e c t r u m ,  F _ { R E F )  = 1 5 6  M H z ,  F _ ( O U T )  = ' , s t r , ' G H z ' ) ;  

t i t l e ( n e w s t r ) ;

t e x t { 1 . 5 , - 3 5  , ' - 3 0  dBm  A n a l y s e r  R e f e r e n c e  L e v e l ' ) ;

D.IO pnoise.m

V. s i m u l a t i n g  p h a s e  n o i s e  a t  l o o p  o u t p u t

c l e a r -  

c l o s e  a l l

f n a m e = ' 1 1 1 ' ;  % e n t e r  t h e  f i l e n a m e  h e r e  x x x . m a t

c _ r e f = - 1 5 ;  % s h i f t  c a r r i e r  r e f e r e n c e  l e v e l  t o  m a t c h  m e a s u r e d .

P M = 5 0 ;

s t r _ d e g = n u m 2 s t r ( P M ) ; % t o  d i s p l a y  p h a s e  m a r g i n  i n  o u t p u t  p l o t

l o a d ( f n a m e ) ; 

n n = l e n g t h ( V c ) ;

f r e f  = 1 5 6 * l e 6 ;  '* s y n t h  r e f e r e n c e  f r e q u e n c y .

f o u t = ( 9 - r a e a n ( V c ) ) * f r e f  % d e r i v e  f o u t  f r o m  m e a n ( V c ) a n d  a v e r a g e  o f  b i t s .  

d e s i r e d p q = m e a n ( V c ) ;

a c t u a l p q = r o u n d ( d e s i r e d p q * n n ) / n n ;  % n e a r e s t  a v a i l a b l e  p / q  v a l u e  

p q = a c t u a l p q ,

N = 9 - m e a n ( V c )  % s y n t h  d i v i d e  r a t i o

f r e q = f o u t / l e 9 ; % t o  p r o v i d e  f r e q u e n c y  i n  G H z .  

s t r = n u m 2 s t r ( f r e q ) ;

% i n t e g r a t e  f r e q u e n c y  s t e p s  t o  g e t  p h a s e  s t e p s  ( w i t h  z e r o  m e a n  v a l u e )  

l = l e n g t h ( V c ) ;

m e a n V c =  m e a n ( V c ) % V c  c o r r e s p o n d s  t o  t h e  f r e q u e n c y  s t e p s  

d e l t a p h i = 2 ' p i  * c u m s u m ( V c - m e a n V c ) ; % t h e  i n t e g r a t i o n  s t e p

m e a n d e l t a p h i - m e a n ( d e l t a p h i ) ;

d e l t a p h i = d e l t a p h i - m e a n d e l t a p h i ; % r e m o v e  DC c o m p o n e n t ,  

e x c e s s l b i  t s = n n * ( m e a n V c - a c t u a l p q )

t a k e  s p e c t r u m  o f  p h a s e  m o d u l a t i o n  

s p e c = f f t ( d e l t a p h i ) * 2 / n n ;

p w r = a b s  ( s p e c )  . " 2  ; '* c o n v e r t  t o  n o r m a l i s e d  p o w e r  

p w i = 1 0 • l o g l O ( p w r ) ;  * c o n v e r t  t o  d B c

'* - 6 d B  n a r r o w - ) o a n d  PM c o n v e r s i o n  

p w r = p w r - 6 ;

% c o m m e n t  o u t  f o r  d B c ,  o r  u s e  t o  c o n v e r t  t o  d B c / H z  b y  d i v i d i n g  b y  F F T  r e s o l u t i o n  ( f r e f / 1 )  

p w r = p w r - 1 0 * l o g l O ( f r e f / 1 ) ;
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'i, f r e q u e n c y  v e c t o r  u s e d  f o r  f i l t e r  r e s p o n s e ,  

f = l i n s p a c e ( 0 , f r e f , n n ) ;

% f = l i n s p a c e ( 0 , f r e f , n n ) ; % f r e q u e n c y  i n p u t  f o r  l o o p  f i l t e r  c a l c u l a t i o n  

s i g m a  = z e r o s 1 1 , n n ) ; 

s = s i g m a + j ‘ 2 * p i * f ; 

p h i = ( P M / 3  6 0 ) * 2 * p i ;

'* s e t  t h e  p h a s e  m a r g i n  f o r  t h e  l o o p  f i l t e r  

f n = 2 5 0 e 3 ;  % l o o p  n a t u r a l  f r e q u e n c y  ( H z )  

v m = f n * 2 * p i ;  % l o o p  n a t u r a l  f r e q u e n c y  ( r a d / s e c )

T = t a n ( p h i ) + s e c ( p h i ) ;

r e s p o n s e = N . * ( w n ’' 2  . * T . * s + w n ' 3  ) . /  ( s  . '  3 + w n * T . * s  . “ 2 + w n " 2 * T . *s-*-wn. " 3  ) ; % t h i r d  o r d e r  l o o p  t r a n s f e r  f u n c t i o n  

r e s _ m a g = a b s ( r e s p o n s e ) ; 

r e s _ m _ d B = 2 0 * l o g l O ( r e s _ m a g ) ;

p w r _ f i l t = p w r + r e s _ m _ d B ;  % a p p l y  f i l t e r  r e s p o n s e  t o  SD s p e c t r u m ,  

f a x i s = l i n s p a c e ( 0 , f r e f / l e 6 , n n )  ; % f r e q u e n c y  v e c t o r  f o r  p l o t  a x i s

s e m i l o g x  ( f a x i s , p w r _ f  i l t , ' ) < ' ,  f a x i s , r e s _ m _ d B )  ; 

x l a b e l ( ' C a r r i e r  o f f s e t  / M H z ' )

y l a b e l ( ’ P o w e r  d e n s i t y  /  d B c / H z ,  C l o s e d  l o o p  r e s p o n s e  /  d B ' )

a x i s ( [ l O e - 2 , 1 0 , - 1 5 0 , 5 0 ] ) ;  

g r i d  o n ,

n e w s t r  = s t r c a t  ( ' F _ { P . E F )  = 1 5 6  M H z , F _ { O U T )  = '  , s t r ,  ' G H z ,  P h a s e  M a r g i n  = ' , s t r _ d e g ,  '  “ o ' ) ; 

t i t l e ( n e w s t r ) ;

D. 11 stab.m

'* s i g m a  d e l t a  r o o t  l o c u s  p l o t t i n g  r o u t i n e  

% f i n d i n g  t h e  r o o t  l o c u s  b y  s c a n n i n g  f o r  s i g n  c h a n g e  

% o f  i m a g i n a r y  p a r t  o f  q u a n t i s e r  g a i n

c l o s e  a l l

N = 6 ;  i .  f i l t e r  p a r a m e t e r s

a = 0 . R l ;

b = l ;

a l p h a = - i / 2 ;  w o r s t  c a s e  s t a b i l i t y  s c e n a r i o  

r a n g e = 2  ; '* p l u s  a n d  m i n u s  r a n g e  a l l  a x e s  

r e s _ c o u n t  = l  ; a r r a y  c o u n t e r  f o r  s t o r i n g  r o o t  l o c u s

r e _ m a x = r a n g e ; % m a x i m u m  r e a l  a x i s  

r e _ m i n = - r a n g e ;  'f m i n i m u m  r e a l  a x i s  

i m _ m a x = r a n g e ;  % m a x i m u m  i m a g  a x i s  

i m _ m i n = - r a n g e  ; '* m i n i m u m  i m a g  a x i s

s t e p s = 5 0 ;  % s t e p s  a c r o s s  o n e  s i d e  o f  t h e  c u b e  

s t e p _ r e = ( r e _ m a x - r e _ m i n ) / s t e p s ;  % r e a l  s t e p  s i z e  

s t e p _ i m = ( i m _ m a x - i m _ m i n ) / s t e p s ;  % i m a g  s t e p  s i z e

a n g l e = z e r o s ( 1 , s t e p s ) ; 

t r a n s = z e r o s ( 1 , s t e p s ) ; 

s w e e p = z e r o s ( s t e p s , s t e p s ) ;

* m i n _ i n n e r = z e r o s ( l , s t e p s ) ; 

s t o r e = z e r o s ( s t e p s , 2 ) ;

c r o s s i n g s = z e r o s ( s t e p s , s t e p s ) ;

r e a l _ l = z e r o s ( s t e p s , s t e p s ) ; % z e r o s  m a t r i x  f o r  r e a l  p a r t  o f  l a m b d a

i m a g _ l = z e r o s ( s t e p s , s t e p s ) ; % z e r o s  m a t r i x  f o r  i m a g  p a r t  o f  l a m b d a

l a m ) ) d a = c o m p l e x  ( r e a l _ l , i m a g _ l  ) ; % s t o r e  t h e  r e s u l t  f o r  l a m b d a  o v e r  t h e  g r i d

'* s c a n  l e f t  t o  r i g h t  m o v i n g  u p  t h e  i m a g  a x i s ,  

f o r  n 2 = l : s t e p s  % s w e e p  t h e  i m a g  v a l u e  i n  o u t e r  l o o p

i m a g _ v a l = ( n 2 - ( s t e p s / 2 ) ) * s t e p _ i m ;  % c o n v e r t  g r i d  s t e p  t o  a b s o l u t e  v a l u e

f o r  n l = l ; s t e p s  %s w e e p  t h e  r e a l  v a l u e

r e a l _ v a l ( n l ) = ( n l - ( s t e p s / 2 ) ) * s t e p _ r e ;  % c o n v e r t  g r i d  s t e p  t o  a b s o l u t e  v a l u e
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r = ( r e a i _ v a l ( n i ) " 2 + i m a g _ v a l " 2 ) - ( 1 / 2 ) ;  % g e t  r a d i u s

% s e c t i o n  t o  g e n e r a t e  t h ê t a  

i f  ( n l = = s t e p s / 2 ) & ( n 2 > s t e p s / 2 ) ;

t h e t a = p i / 2 ;  % t h ê t a  = 9 0  d e g r e e s  

e l s e i f  ( n l = = s t e p s / 2 ) & ( n 2 < s t e p s / 2 ) ;

t h e t a = - p i / 2 ; % t h ê t a  = - 9 0  d e g r e e s  

e l s e i f  ( n 2 = = s t e p s / 2 ) & ( n l < s t e p s / 2 ) ;

t h e t a = p i ;  % t h ê t a  = 1 8 0  d e g r e e s  

e l s e i f  ( n 2 = = s t e p s / 2 ) & ( n l > s t e p s / 2 ) ;  

t h e t a = 0 ;  % t h ê t a  = 0 d e g r e e s

e l s e i f  ( n l > s t e p s / 2 ) & ( n 2 > s t e p s / 2 ) ;

t h e t a = a t a n ( a b s ( i m a g _ v a l / r e a l _ v a l ( n l ) ) ) ;  % t o p  r i g h t  q u a d r a n t  

e l s e i f  ( n l < s t e p s / 2 )  St ( n 2 > s t e p s / 2 )  ;

t h e t a = p i / 2 + a t a n ( a b s ( r e a l _ v a l ( n l ) / i m a g _ v a l ) ) ;  % t o p  l e f t  q u a d r a n t

e l s e i f  ( n l < s t e p s / 2 )  £c ( n 2 < s t e p s / 2  ) ;

t h e t a = p i + a t a n ( a b s ( i m a g _ v a l / r e a l _ v a l ( n l ) ) ) ;  % b o t t o m  l e f t  q u a d  

e l s e  ( n l > s t e p s / 2 ) & ( n 2 < s t e p s / 2 ) ;

t h e t a = a t a n ( i m a g _ v a l / r e a l _ v a l ( n l ) ) ;  % b o t t o m  r i g h t  q u a d

V. a s s e m ) ] l e  t h e  c o m p l e x  v a r i a b l e  

z = r * e x p ( j * t h e t a ) ;

'I. c a l c u l a t e  d e l t a  p h i ,  t h e  p h a s e  u n c e r t a i n t y .  

d e l t a _ p h i = ( a b s ( t h e t a + ( p i / 2 ) ) - a b s ( t h e t a - ( p i / 2 ) ) - t h e t a ) ;

■f. c a l c u l a t e  t h e  l o o p  f i l t e r  t r a n s f e r  f u n c t i o n  G ( s )

G = ( ( 1 - a ‘ z  - 1 )  N / ( l - b * z ~ - l ) " N ) - 1 ;

% N t h  o r d e r  l o o p  f i l t e r  r e s p o n s e

V. e v a l u a t e  l a m b d a

l a m b d a ( n l , n 2 ) = - 1 / ( e x p ( j  * a l p h a *  d e l t a j p h i ) *G) ;

i t  ( n l  >1 ) Sc ( i i 2 > l )  % a v o i d  e x c e e d i n g  m a t r i x  d i m e n s i o n s

x l _ v a l = i m a g ( l a m b d a ( n l - 1 , n 2 ) ) ;  

x 2 _ v a l = i m a g ( l a m b d a ( n l , n 2 ) ) ;  

y l _ v a l  = i m a g I  l a m b d a ( n l , n 2 - l ) ) ;

% t e s t s  f o r  z e r o  c r o s s i n g  

i f  ( x 2 _ v a l > 0 & x l _ v a l < 0 )  | ( x l _ v a l > 0 S c x 2 _ v a l < 0 )  | ( x 2 _ v a l > 0 S c y l _ v a l < 0 ) | ( y l _ v a l > 0 S t x 2 _ v a l < 0 ) , 

c r o s s i n g s ( n 2 , n l ) = 3 2  ;

e n d

e n d

s w e e p ( n 2 , : ) = t r a n s ;  % s w e e p ( ]  h o l d s  r e a l  v a l u e  s w e e p s  a t  d i f f e r e n t  i m a g  v a l u e s

t  t u r n  t h i s  t h e  r i g h t  w a y  a r o u n d  t o  p l o t  i t .

1 a m b d a = 1 a m b d a ' ;

% l a m b d a  n e e d s  e x t r a  c o l u m n  a n d  r o w  t o  c o r r e c t  g r i d  a l i g n m e n t  

n e w _ m a t = z e r o s ( s t e p s + 1 , s t e p s + 1 ) ; 

n e w _ m a t ( 2  ; s t e p s + 1 , 2  : s t e p s + 1 ) = l a m b d a ,

% c o r r e c t e d  a x e s  f o r  d i s p l a y i n g  o u t p u t  

r e _ a x i s = l i n s p a c e ( r e _ m i n , r e _ m a x , s t e p s ) ; 

i m _ a x i s = l i n s p a c e ( i m _ m i n , i m _ m a x , s t e p s ) ;

t  c o r r e c t e d  a x e s  f o r  d i s p l a y i n g  o u t p u t  

r e _ a x i s _ s h i f t = l i n s p a c e ( r e _ m i n , r e _ m a x ,  s t e p s + 1 )  ; 

i m _ a x i s _ s h i f t = l i n s p a c e ( i m _ m i n , i m _ m a x , s t e p s + 1 ) ;

%f i g u r e

l i s u r f  ( r e _ a x i s _ s h i f  t ,  i m _ a x i s _ s h i f  t , a b s  ( n e w _ m a t )  ) ,- 

* x l a ) o e l  ( ' R e a l  A x i s ' )

V c y l a b e l  ( ' I m a g i n a r y  A x i s '  )

■ + .z la )o e l  ( ' A b s o l u t e  v a l u e  o f  l a m b d a ' ) ;
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Ÿ.SU1-f  ( r e _ a x i s _ s h i f  t , i m _ a x i s _ s h i f  t , i m a g  ( n e w _ m a t )  ) ;

» . x l a b e l  ( ' R e a l  A x i s ' )

% y l a ) o e l  ( ' I m a g i n a r y  A x i s  '  )

% z l a l D e l  ( ' I m a g i n a r y  p a r t  o f  l a m b d a ' )

f i g u r e ( 1 )  

c o l o r m a p ( [ 0  0  0 ]  )

c o n t o u r  ( r e _ a x i s _ s ) i i f t ,  i m _ a x i s _ s t i i f t ,  i m a g  ( n e w _ m a t )  , [ 0  0 ] ) ;  

g r i d

x l a b e l ( ' R e a l  A x i s ' )

y l a ) D e l  ( ' I m a g i n a r y  A x i s  '  )

z l a b e l ( ' I m a g i n a r y  p a r t  o f  l a m b d a ' )

h o l d  o n

f r e q = l i n s p a c e ( 0 , 2 * p i , 1 0 0 0 ) ; x _ c i r = s i n ( f r e q ) ; y _ c i r = c o s ( f r e q )  

p l o t ( x _ c i r , y _ c i r )  ; 

h o l d  o n

f i g u r e ( 2 )  

c o l o r m a p ( [ 0  0 0 ]  )

m e s h ( r e _ a x i s _ s h i f t , i m _ a x i s _ s h i f t , i m a g ( n e w _ m a t )  ) ;

x l a b e l ( ' R e a l  A x i s ' )

y l a b e l ( ' I m a g i n a r y  A x i s ' )

z l a b e l ( ' I m a g i n a r y  p a r t  o f  l a m b d a ' )
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Appendix E

Prototype Circuit Diagrams
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PROTOTYPE C IR C U IT  D IAGRAM S

Figure E.l: Circuit diagram of loop section of prototype synthesiser.
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PROTOTYPE C IR C U IT  DIAGRAM S
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Figure E.2: Circuit diagram of digital section of prototype synthesiser.



Appendix F 

Photo of Prototype
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Figure F.l: Prototype Circuit Board used for Stored Sequence Synthesiser
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Appendix G 

VHDL Code for Logic

L IB R A R Y  I E E E ;

U S E  I E E E . s t d _ l o g i c _ I I 6 4 . a l l ;  

u s e  i e e e . n u m e r i c _ s t d . a l l  ;

- T h e  T o p  L e v e l  D e s i g n  E n t i t y

E N T I T Y  S C H E M A T I C l  I S  PORT  (

a d d r  : OUT s t d _ l o g i c _ v e c t o r ( 1 5  DOWNTO 0 ) ;

D : I N  s t d _ l o g i c _ v e c t o r ( 1 5  DOWNTO 0 ) ;

c k  : I N  s t d _ l o g i c ;

r e s e t  : I N  s t d _ l o g i c ;

d o u t  OUT s t d _ I o g i c

I ; END S C H E M A T I C l ;

A R C H I T E C T U R E  S T RU CT U RE  OF  S C H E M A T I C l  I S

- -  COMPONENTS

COMPONENT r e g i e e n  

PORT  {

r e s e t  : I N  s t d _ l o g i c ;

c k  : I N  s t d _ l o g i c ;

e n a b l e  ; I N  s t d _ l o g i c ;

d  I N  s t d _ I o g i c _ v e c t o r ( 1 5  DOWNTO 0 ) ;

q  : OUT s t d _ l o g i c _ v e c t o r ( 1 5  DOWNTO 0 )

) ;  END COMPONENT;

COMPONENT m u x l 6 _ I  

PORT (

D : I N  s t d _ l o g i c _ v e c t o r ( 1 5  DOWNTO 0 ) ;  

s e l  : I N  s t d _ l o g i c _ v e c t o r ( 3  DOWNTO 0 ) ;  

c l o c k  : I N  s t d _ l o g i c ;  

d o u t  : OUT s t d _ l o g i c  

) ; END COMPONENT ;

COMPONENT c o u n t i e b  

POR T (

r e s e t  : I N  s t d _ l o g i c ;  

c k  ; I N  s t d _ l o g i c ;

c o u n t  : OUT s t d _ I o g i c _ v e c t o r ( 1 5  DOWNTO 0)  

) ;  END COMPONENT;

COMPONENT d e c o d e  

PORT I

a  : I N  s t d _ l o g i c _ v e c t o r ( 3  DOWNTO 0 ) ;  

cj ; OUT s t d _ l o g i c _ v e c t o r  ( 1 5  DOWNTO 0)

I ; END COMPONENT ;
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COMPONENT c o u n t 4 b  

POR T (

r e s e t  : I N  s t d _ l o g i c ;  

c k  : I N  s t d _ l o g i c ;

c o u n t  : OUT s t d _ l o g i c _ v e c t o r ( 3  DOWNTO 0)

) ;  END COMPONENT;

- -  S I G N A L S

S I G N A L  COUNT : s t d _ l o g i c _ v e c t o r ( 3  DOWNTO 0 )  ; 

S I G N A L  LAT CH : s t d _ l o g i c _ v e c t o r ( 1 5  DOWNTO 0)  

S I G N A L  Q : s t d _ l o g i c _ v e c t o r ( 1 5  DOWNTO 0 ) ;

- -  I N S T A N C E  A T T R I B U T E S

- -  GA TE  I N S T A N C E S

B E G I N

r e g I 6 b i t  : r e g l 6 e n  POR T M A P ( 

r e s e t  = >  R E S E T ,  

c k  =>  CK,  

e n a b l e  => Q ( l )  

d ( 1 5 )  = >  D ( 1 5 )  

d ( 1 4 )  = >  D ( 1 4 )  

d ( 1 3  I = >  D ( 1 3 )  

d ( 1 2 )  = >  D ( 1 2 )  

d ( l l )  = >  D ( l l )  

d ( 1 0 )  =>  D ( I O )  

d ( 9 )  = >  D ( 9 )

D ( 8 )

D ( 7 )  ,

D ( 6 )  ,

D ( 5 )  ,

D ( 4 )

0 ( 3 )  ,

D ( 2 )  ,

D ( l )

D ( 0 )  ,

q ( 1 5 )  = >  L A T C H ( 1 5 )  

q ( 1 4 )  =>  L A T C H ( 1 4 )  

q ( 1 3 )  = '  L A T C H ( 1 3 )  

q ( 1 2 )  =>  L A T C H ( 1 2 )  

q ( l l )  =>  L A T C H ( 1 1 )  

q ( i O )  =>  L A T C H ( 1 0 )

d ( R )

d ( 7 )

d ( 6 )

d ( 5 )

d ( 4 )

d ( 3 )

d ( 2 )

d ( l )

d ( 0 )

q ( 9 ) = > L A T C H ( 9 )

q ( R ) = > L A T C H ( 8 )

q ( 7 ) = > L A T C H ( 7 )

q ( 6 ) => L A T C H ( 6 )

q ( 5 ) = > LATCH ( 5  )

q ( 4 ) = > L A T C H ( 4 )

q ( 3 ) = > L A T C H ( 3 )

q ( 2 ) = > L A T C H ( 2 )

q ( l ) =  > L A T C H ( 1 )

q ( 0 ) => L A T C H ( 0 )

) ;

m u x l S t a i t  

D ( 1 5 )  =>

0 ( 1 4 )  =>

D ( 1 3 )  = >

0 ( 1 2 )  =>

D ( l l )  =>

D ( 1 0 )  =>  L A T C H ( 1 0 )  

D ( 9 )  =>  L A T C H ( 9 ) ,  

D ( R )  = >  L A T C H ( R ) , 

0 ( 7 )  = >  L A T C H ( 7 ) ,  

D ( 6 )  = >  L A T C H ( 6 )  , 

LATC H ( 5 )  , 

L A T C H ( 4 ) ,  

L A T C H ( 3 ) ,  

L A T C H ( 2 ) ,  

L A T C H ( 1 ) ,  

L A T C H ( 0 ) .

> C O U N T ( 3 )

: m u x l 6 _ l  PORT  M A P ( 

L A T C H ( 1 5 )

LAT CH ( 1 4 )

LA TC H ( 1 3  )

L A T C H ( 1 2 )

L A T C H ( 1 1 )

0 ( 5 )  = 

0 ( 4 )  = 

0 ( 3 )  = 

0 ( 2 ) =  

0 ( 1 ) =  

0 ( 0 ) =  

s e l ( 3 )
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s e l ( 2 )  => C O U N T ( 2 ) ,  

s e l ( 1 )  => C O U N T ( 1 ) ,  

s e l ( 0 )  => C O U N T ( 0 ) ,  

c l o c k  =>  CK,  

d o u t  => DOUT 

) ;

c o u n t i e b  : c o u n t l 6 b  PORT  M A P ( 

r e s e t  =>  R E S E T ,  

c k  =>  Q ( l ) ,

c o u n t ( 1 5 )  =>  A D D R ( 1 5 ) ,  

c o u n t ( 1 4 )  =>  A D D R ( 1 4 ) ,  

c o u n t ( 1 3 )  =>  A D D R ( 1 3 ) ,  

c o u n t ( 1 2 )  = >  A D D R ( 1 2 ) ,  

c o u n t ( 1 1 )  = >  A D D R ( 1 1 ) ,  

c o u n t ( 1 0 )  => A D D R ( I O ) ,  

c o u n t ( 9 )  = >  A D D R ( 9 ) ,  

c o u n t ( 8 )  = >  A D D R ( 8 ) ,  

c o u n t ( 7 )  =>  A D D R ( 7 ) ,  

c o u n t ( 6 )  = >  A D D R ( 6 ) ,  

c o u n t ( 5 )  => A D D R ( 5 ) ,

A D D R ( 4 ) ,

A D D R ( 3 ) ,

A D D R ( 2 ) ,

A D D R ( 1 ) ,

A D D R ( 0 )

c o u n t ( 4 )  

c o u n t ( 3 )  

c o u n t ( 2 )  

c o u n t ( 1 )  

c o u n t ( 0 )  

) ;

d e c o d e r d e c o d e  PORT MAP( 

a ( 3 )  =>  C O U N T ( 3 ) ,  

a ( 2 )  =>  C O U N T ( 2 ) ,  

a ( l )  = >  C O U N T ( 1 ) ,  

a ( 0 )  = >  C O U N T ( 0 ) ,  

q ( 1 5 )  =>  Q ( 1 5 )  

q  ( 1 4  ) =>  Q ( 1 4  ) 

q ( 1 3 )  => 0 ( 1 3 )  

q ( 1 2 )  => 0 ( 1 2 )  

q ( i l )  => 0 ( 1 1 )  

q ( i O )  => 0 ( 1 0 )  

q ( 9 )  => 0 ( 9 ) ,  

q ( 8 )  => 0 ( 8 ) ,  

q ( 7 )  => 0 ( 7 ) ,  

q ( 6 )  => 0 ( 6 ) ,  

q ( 5 )  0 ( 5 )  ,

q ( 4 )  =>  0 ( 4 ) ,  

q ( 3 )  => 0 ( 3 ) ,  

q ( 2 )  =>  0 ( 2 ) ,  

q ( l )  =>  0 ( 1 ) ,  

q ( 0 )  = > 0 ( 0 )

) ;

o o u n t 4 ) o  : c o u n t 4 b  PORT  MAP ( 

r e s e t  => R E S E T ,  

c k  =>  CK,

c o u n t .  ( 3 )  =>  COUNT ( 3 ) ,  

c o u n t ( 2 )  = >  C O U N T ( 2 ) ,  

c o u n t ( 1 )  => C O U N T ( 1 ) ,  

c o u n t ( 0 )  =>  C O U N T ( 0 )

) ;

END S T R U C T U R E ;

- l o w e r  l e v e l  e n t i t i e s -

e n t i t y  c o u n t  1 6 b  i s

p o r t ( r e s e t ,  c k  : i n  s t d _ l o g i c ;

c o u n t  : o u t  s t d _ l o g i c _ v e c t o r ( 1 5  d o w n t o  0 )  !

e n d ;

a r c h i t e c t u r e  b e h a v i o r  o f  c o u n t l 6 b  i s

s i g n a l  c o u n t _ n :  u n s i g n e d ( 1 5  d o w n t o  0 ) ;

p r o c e s s  ( r e s e t ,  c k ,  c o u n t _ n )  

b e g i n

i f  r e s e t = ' 1 '  t h e n  

c o u n t _ n  < =  x " 0 0 0 0 " ;  

e l s i f  ( c k = ' 1 '  a n d  c k ' e v e n t )  t h e n
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c o u n t _ n  < =  c o u n t _ n  + " 1 “ ; 

e n d  i f ;  

e n d  p r o c e s s ;

c o u n t  <=  s t d _ l o g i c _ v e c t o r ( c o u n t _ n ) ; 

e n d ;

e n t i t y  d e c o d e  i s  

p o r t  (

a  : i n  s t d _ l o g i c _ v e c t o r ( 3  d o w n t o  0 )  ; 

q  ; o u t  s t d _ l o g i c _ v e c t o r ( 1 5  d o w n t o  0 ) ) ;  

e n d  d e c o d e ;

a r c h i t e c t u r e  b e h a v i o r  o f  d e c o d e  i s  

s i g n a l  n _ a  : u n s i g n e d ( 3  d o w n t o  0 ) ;  

s i g n a l  n _ q  : u n s i g n e d ( 1 5  d o w n t o  0 ) ;

n _ a  < =  u n s i g n e d ( a ) ; 

p r o c e s s  ( n _ a )  

b e g i n

f o r  i  i n  n a t u r a l  r a n g e  1 5  d o w n t o  0  l o o p  

f o r  i  i n  i n t e g e r  r a n g e  1 5  d o w n t o  0 l o o p  

i f  ( n _ a = i )  t h e n  

n _ q ( i )  < =  ' 1 ' ;  

e l s e

n _ q ( i )  < =  ' O '  ; 

e n d  i f ;  

e n d  1 O O P ; 

e n d  p r o c e s s ;

q  < =  s t d _ l o g i c _ v e c t o r ( n _ q ) ; 

e n d  b e h a v i o r ;

e n t i t y  c o u n t 4 b  i s

p o r t ( r e s e t ,  c k  : i n  s t d _ l o g i c ;

c o u n t  : o u t  s t d _ l o g i c _ v e c t o r ( 3  d o w n t o  0 ) )

a r c h i t e c t u r e  b e h a v i o r  o f  c o u n t 4 b  i s

s i g n a l  c o u n t _ n ;  u n s i g n e d ( 3  d o w n t o  0 ) ;  

b e g i n

I ^ r o c e s s  ( r e s e t ,  c k ,  c o u n t _ n )  

b e g i n

i f  r e s e t : ' 1 '  t h e n  

c o u n t _ n  < =  x " 0 " ;  

e l s i f  ( c k = ' l '  a n d  c k ' e v e n t )  t h e n  

c o u n t _ n  < =  c o u n t _ n  +  " 1 " ;  

e n d  i f ;  

e n d  p r o c e s s ;

c o u n t  < =  s t d _ l o g i c _ v e c t o r ( c o u n t _ n ) ;

e n t i t y  m u x l 6 _ l  i s

p o r t ( D  

s e l

d o u t

e n d  ;

i n  s t d _ l o g i c _ v e c t o r ( 1 5  d o w n t o  0 )  ; 

i n  s t d _ l o g i c _ v e c t o r ( 3  d o w n t o  0 ) ;  

i n  s t d _ l o g i c ;  

o u t  s t d _ l o g i c ) ;

- -  t w o  p r o c e s s  d e s c r i p t i o n  s t y l e  w i t h  l o c a l  v a r i a b l e  m u x _ v a l  

a r c h i t e c t u r e  b e h a v i o u r  o f  m u x l 6 _ l  i s  

s i g n a l  m u x _ v a l ; s t d _ l o g i c ;  

b e g i n

p r o c e s s ( D , s e l )

) 3 e g i n

i f  ( s e l = " 0 0 0 0 " )  t h e n  

m u x _ v a l  < =  D ( 0 ) ;  

e l s i f  ( s e l = “ 0 0 0 1 " )  t h e n  

m u x _ v a l  < =  D ( l ) ;  

e l s i f  ( s e l = " 0 0 1 0 " )  t h e n  

m u x _ v a l  < =  D ( 2 ) ;
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e l s i f  ( s e l = " 0 0 1 1 " )  t h e n  

m u x _ v a l  < =  D ( 3 ) ;  

e l s i f  ( s e l = “ 0 1 0 0 " )  t h e n  

m u x _ v a l  < =  D ( 4 ) ;  

e l s i f  ( s e l = " 0 1 0 1 " )  t h e n  

m u x _ v a l  < =  D ( 5 ) ;  

e l s i f  ( s e l = " 0 1 1 0 " )  t h e n  

m u x _ v a l  < =  D ( 6 ) ;  

e l s i f  l s e l = “ 0 1 1 1 " )  t h e n  

m u x _ v a l  < = D ( 7 )  ; 

e l s i f  ( s e l = “ 1 0 0 0 "  ) t h e n  

m u x _ v a l  < =  D ( R ) ;  

e l s i f  I s e l = " 1 0 0 1 " )  t h e n  

m u x _ v a l  < =  D ( 9 ) ;  

e l s i f  ( s e l = " 1 0 1 0 " )  t h e n  

m u x _ v a l  < =  D ( 1 0 ) ;  

e l s i f  ( s e l = " 1 0 1 1 “ ) t h e n  

m u x _ v a l  < =  D ( l l ) ;  

e l s i f  ( s e l = " 1 1 0 0 ” ) t h e n  

m u x _ v a l  <=  D ( 1 2 > ;  

e l s i f  ( s e l = " 1 1 0 1 " )  t h e n  

m u x _ v a l  < =  D ( 1 3 ) ;  

e l s i f  ( s e l = " 1 1 1 0 “ ) t h e n  

m u x _ v a l  < =  D ( 1 4 ) ;  

e l s e

m u x _ v a l  <=  D ( 1 5 ) ;  

e n d  i  f ; 

e n d  p r o c e s s ;

p r o c e s s

b e g i n

w a i t  u n t i l  c l o c k ' e v e n t  a n d  c l o c k = ’ l '  

d o u t  f = m u x _ v a l ;  

e n d  p r o c e s s ;  

e n d  b e h a v i o u r  ;
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Abstract -  I lie pe r ro rm ance  ofXA Fractiona!-N frequency 
syn thesise rs  has a direct  relat ion to reference frequency, 
the level o f  q uan t i sa t ion  noise d ropp ing  by 6dB for each 
d o u b l ing  o f  reference frequency. The upper  limit on this 
refe rence  frequency is often caused by the m odula to r ,  due 
to the l imited speed achievable  in fixed point hardw are .  
Fixed p o in t  m o d u la to r  feedback coefficients with limited 
p recis ion  also reduce  m o d u la to r  cycle length leading to 
u n a v o id ab le  periodicity  in the m od u la to r  o u tpu t  s t ream . To 
avoid  these  p rob lem s,  a synthesiser  has been designed 
which is p a r t icu la r ly  suited to bu rs t  mode systems such as 
DCS 1800. T he  p ro to type  described here stores p re ­
g en e ra ted  l A  sequences in fast  m em ory  for  each required  
ch anne l ,  al lowing a ‘v i r tu a l ’ EA m od u la to r  opera ting  at  
240.MHz to be im plem ented  with a low cost FPG A  and 
Flash m e m o rv .

I. IN IR O D U C T IO N

Frequency hopping is com m only used to combat 
m ultipath fading in m obile radio. Requirements for 
agility  and dynam ic range are often se \ ere and beyond  
the perform ance o f  an integer phase locked loop (PLL). 
D C S 1800 is one such application, which com m only  
sw itch es betw een tw o phase locked loops to achieve the 
required speed and spectral purity. This is a costly  
approach w hich  does not lend itse lf  to integration due to 
the d ifficu lty  o f  isolating the loops.

T his technique has the distinct advantage o f  high pass 
filtering and random ising the divider sw itch in g  n o ise  so  
it can be easily  rem oved by the loop  filter.

Fig 2. The 3'“ order sigm a delta modulator

A sign ificant restriction on the perfon nan ce o f  current 
im plem entations o f  such a synthesiser is often the 
m odulator speed. B ottlenecks in operation speed  are 
caused by hardware adders and m ultipliers and b ecom e  
w orse as the data w idth increases, leading to a trade o f f  
betw een  speed  and precision. T he use o f  fixed  point 
feedback coeffic ien ts has a particularly dam aging effect  
on m odulator perform ance as it results in a reduction in 
the random ising o f  the m odulator output, leading to 
shorter lim it cy cles and m ore in band tones. It w ou ld  
also  be advantageous to be able to adjust m odulator  
co effic ien ts to suit the syn th esised  frequency, as the 
coeffic ien ts could then be optim ised  for each section  o f  
the band.

f re q u e n c y

d e te c to r
lo o p
filte r

Sigma Delta opeialion at 40MH2 and  500  MHz. 409 Bus tim s slot

D C S  a p p lic a tio n

1 8 0 5 -1 8 S 0 M H Z  
in 20 D k H a  steps 
=  3 7 6  c h a n n e ls

s ig m a -d e lta  b i ts tre a m
1 2 8 k b its / c h an n e l
- 5 .9  M B y te s  f o r  a ll 376 c h a n n e ls

c h a n n e l

Fig 1. A Stored sequence fractional-N synthesiser

A recent approach w hich has proved popular in the 
quest for higher perform ance is a fractional-N  
syn th esiser  controlled by a sigm a delta m odulator [1].

Frequencv/M H ;

Fig 3. The effect of reference frequency on m odulator NBPM 

referred to the loop output.



By exploiting the nature o f frequency hopping 
systems, fabrication o f a hardware sigma delta 
modulator can be avoided completely and instead an 
optimised sigma delta sequence for each required 
channel stored in fast memory [3]. Making the stored 
sequence as long as the time slot length ensures no 
undesirable truncation effects. This also allows reference 
frequencies o f several hundred MHz which provides a 
significant increase in the noise spreading performance 
o f the modulator. This paper describes simulation and 
implementation o f such a synthesiser.

11. S i g m a  D e l t a  F r a c t i o n a l - N  s y n t h e s i s e r s

Fig 1. Shows an outline o f a stored sequence 
synthesiser. A dual modulus divider placed in the 
feedback path is switched in a continuous manner to 
give an average division ratio between N and N+1. 
Fractional division allows a larger reference frequency 
for a given loop output resolution resulting in reference 
spurs further from the carrier which are less demanding 
to filter out, the ultimate aim being to widen the loop 
bandwidth and achieve much faster channel changing.

Figure 2 shows a block diagram of a third order sigma 
delta modulator. The modulator output is a pulse width 
modulated representation o f its instantaneous input. 
Using a DC input to the modulator and one bit 
quantisation the feedback loop ensures that the average 
value at the modulator output equals that at the input, 
but a high pass response will be applied to the switching 
noise. By modelling the quantiser as a separate additive 
source the suppression o f quantisation noise can be 
written using masons rule:

Y(z)
N(z)

(z- i ) -

z  - ( 2  +  a +  b ) z  + ( 3  +  a +  2 b ) z  - 1 - b
( 1 )

Where N(z) is the noise added due to the quantiser, 
Y(z) is the resulting noise at the output and a and b are 
negative feedback coefficients. Setting a and b equal to 
minus 1 gives a high pass characteristic o f 60dB/ decade 
although in a real modulator instability results, leading 
to a requirement for more negative feedback and less 
noise suppression. Stability analysis is generally 
complicated due to the quantiser presence [4] although 
simulation can be used to obtain the best noise 
suppression consistent with stable operation.

Figure 3 shows the simulated dual modulus divider 
phase noise referred to the loop output for 40MHz and 
500M Hz sampling frequencies. It is no surprise to note 
that the level o f the phase noise follows standard 
sampling theory, with a relation 201og(F J. Consequently 
each doubling o f the sampling frequency will lead to a 
6dB drop in the sigma delta noise. By storing the divider

control sequence for each required channel in memory 
the necessity for real time adders or multipliers is 
avoided and it becomes feasible to fabricate sigma delta 
fractional-N loops with reference frequencies up to the 
GHz range, with suitable high speed logic between the 
memory and prescaler.

II. S im u l a t i o n  o f  s t o r e d  s e q u e n c e  s y n t h e s i s e r

Fig 4. A generic syn thesiser system

Figure. 4 shows a signal flow graph for a generic 
synthesiser system, where (j) o is the phase at the VCO  
output and (j) i is the phase at the reference input. K p is 
the phase detector gain in Vra d '% G(s) is the loop filter 
transfer function and Kv  is the VCO gain in rad/s/V. The 
additional 1/s term is due to the integrating action o f  the 
VCO and translates the output frequency cOb to phase. 
With a third order type two loop filter, the closed loop 
response to phase variations at the divider input is given 
by [5]:

(v|/ =  tan(t)pM + sec(l)

2 3
CO i j / s + c o ; ;

+  CO \)/S^ +  co ^ \ |/s  +  co^
= P(s) (2)

Where (j)pM is the loop phase margin. The N divider 
value is not required to calculate the loop phase noise 
response as the divider phase, <|)d, is referred to the 
divider output. Each time the divider is switched a step 
change in phase o f plus or minus 2 7t is introduced at the 
divider output when V mod changes between its two 
values. This will be added or subtracted from the 
cumulative sum o f phase due to the divider switching. 
The phase at the start o f the sigma delta sequence is set 
to zero to simulate an already locked loop. Therefore the 
loop phase response over the time slot can calculated. 
(4) removes the DC component o f the modulator 
voltage, takes the cumulative sum o f  the voltage steps 
and converts them to phase steps, where n , is the number 
o f samples required at the chosen reference to cover the 
required time slot. Vmod is either 1 or 0:

= (3)

Taking the spectrum o f  the phase modulation, a 2/n , 
factor equalises the peak amplitudes on both sides o f  the 
FFT. A further zero-meaning o f  the phase steps is



required to represent the case o f  a locked  loop;

(t> d (s)= ^ F F T [A (|)[n ]-Â iï^ ] (4)

Phase noise spectral density at the synthesiser output 
in d B c / l lz  is found by applying the closed  loop  
response, P(s), to the dual m odulus divider phase 
m odulation spectrum , (|),(s), and applying d B c /llz  and 
N BPM  scaling:

n. 2 n„

The results o f  such a spectral sim ulation are show n in 
ilgure 5 , m odelled  for a fractionality o f  0 .65  and a third 
order sigm a delta with feedback coeffic ien ts a and b o f - 
0 .3 4 5  and -8 .4 5 9  respectively, obtained by optim isation  
o f  the m axim um  spur level in the output spectrum. On 
the sam e plot for com parison are E T Sl D C S 1800 m asks 
for R M S phase noise in d B c /llz  (low er m ask) and 
spurious in dBc. M A SH  m odulator structures, w hilst 
found to g ive  much reduced n oise very c lose to the 
carrier w ere found to not fit the m asks as easily  at 
critical points further out as the third order. It can be 
seen that c lo se  to the carrier the specification  is more 
relaxed.

Vodniied pJiase nuiso al loop oupu i, HreU216MH/. Fnaw250KH2. a -8 49*>, b=-<) 653

Divide rai,o = 8 4 i% 6  
Time siQl = ( ^ 8

Fig 5. Simulated synthesiser phase noise spectral density, Fref = 

200 MHz, 250Khz Natural frequency.

Fig 6 . S h ow s the m odelled  transient perform ance o f  
the third order type 2 loop w ith 2 5 0 k llz  natural 
frequency m aking a 15 M llz  frequency hop. A cquisition  

is to w ithin  Ikl l z  and 2x1 U radians referred to the 
V C O  w ithin  lOps.

111. P r o t o t y p e  r e s u l t s

A discrete prototype has been fabricated on copper  
clad board using an ECL dual m odulus d ivider and P FD , 
and a C M O S FPG A  w ith an 8M bit flash EPR O M . 
Output frequency range w as 1248 to 1404M F lz and a 
250K Flz loop natural frequency w as used.

Frequency Transient at VCO P hase  error transien t a t VCO

Time in seconds 

Magnified scale  of above

Time in se conds 

Magnified scale of above

Time in seconds

Fig 6. Simulated loop dynam ics for a 15 MHz frequency hop.

The FPG A  w as capable o f  producing 2 5 0 M H z data 
streams but reference frequency in this case  w as  
constrained to 156M H z by the 1 .45G H z upper 
frequency limit o f  the ECL divider. Im plem entation in a 
silicon  germ anium  FIBT p rocess w ould  enab le output 
frequencies w ell over lO G H z and corresp on d ingly  
bigher reference frequencies.

Fig 7. logic arrangem ent betw een memory and DMD.

Fig. 7 sh o w s a the log ic  arrangem ent for seria lis in g  
the m em ory data and F ig 8. S h o w s a representative  
output spectrum  for a fractional d iv ision  ratio o f  8 .58 . 
SFD R  w as better than 6 0 d B c/H z across the band. H igher  
than predicted spur lev e ls  w ere attributed to non-  
linearities in the loop com ponents and w ere particularly  
dependent on the drive lev e ls  o f  the various stages this 
w as confirm ed w hen the addition o f  a bandpass filter 
betw een the V C O  output and the d ivider input w as  
found to sign ificantly  reduce unw anted products at the 
output. F ig 10. S h ow s a m easurem ent o f  R M S phase



n oise captured from the phase n o ise  measurement 
lacility  o l'a n  1IP8560E spectrum analyser. The lump in 
the response at I Ml l z  was found to be due to a low  
speed op amp used in the active loop  filter. Modulator 
n o ise  cannot be seen due to the n o ise  from the V C O , op 
amp and phase detector.

frequency operation for a g iven  tech n o logy . T his has

HBU 1 kHz
VBU I kHz

 a ^ Ü Ü É É l D i r ----------

C enter 1 3 3 6 5 9 9 1 &Hz 

Dale i l  MAA iOOO 16 '31 :54

Fig 8 Prototype output spectrum  with N=8.58.

oR alal mUiLiMJ a|qiT|EEBM<|o|>|

Fig 9. M easurem ent of 15MHz frequency hop to within 10 

by mixing with synchronised signal generator.

Fig. 9 sh o w s a 15 Ml l z  frequency hop in lO jis , 
m easured by m ixing the loop output w ith a synchronised  
signal generator o f  identical frequency and phase. The 
m ixer output is fed to the o sc illo sco p e  w hich is triggered  
from the channel change signal.

I V .  C o n c l u s i o n

It has been show n that by im plem enting the control o f  
a fractional-N  sigm a delta synthesiser in m em ory it is 
p o ss ib le  to ach ieve sign ificantly  higher reference

HPeseOE phæe noÈ» rneæuiement
-SO

-60

S

¥i -60

g
i

-n o

-1 2 0

Frequencyoffeetfrom 1 353GHzcaiiier. (Hz)

FIg 10. HP8560E RMS ph ase  noise m easurem ent of prototype.

the added advantages o f  a llow in g  se lective  
optim isation o f  m odulator feedback across a band and 
reduced periodicity due to double precision  sim ulation  
resolution. Im plem enting such a synthesiser in a silicon  
germ anium  process w ou ld  a llow  sign ificant cost 
reductions in m any applications and w ou ld  a llow  
reference frequencies o f  several hundred M H z, a llow in g  
very high p erfonnance n o ise  spreading. In addition the 
technique sh o w s good  p erfon nan ce in continuous m ode  
use.
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