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ABSTRACT
Geographical maps showing the abundance of the Aedes species (A.
Aegypti and A. Albopictus) in Latin America plays a crucial role in
the �ght against the Zika Virus (ZIKV). They aid in the identi�ca-
tion of sites that promotes mosquito breeding and transmission of
ZIKV. In the case of Brazil, one of the greatest factors that favours
rapid mosquito reproduction is the presence of stagnated water in
the environment. This could be in the form of non-�owing water
�lled in tanks, barrels, discarded tires, and many other containers
situated in human dwellings. After the ZIKV outbreak from 2015,
the environmental agency in Brazil have intensively been engaged
with routine surveillance of water bodies present in households
and the environment to destroy mosquito breeding hotspots as
public health measure to prevent vector-to-human transmission of
ZIKV. The objective of this study is to use data from their routine
surveillance to showcase how our predictive framework based on
Neural Networks and Online Extreme Learning Machine (OELM)
can predict for Recife (Brazil) at a health district-level the following:
�rstly, the spatial distribution of the number of properties with
water containers contaminated with the Aedes mosquito larvae
responsible for ZIKV; and secondly, the spatial distribution of prop-
erties with the Aedes mosquito larvae strati�ed by type of water
container. The ultimate goal for this research is to subsequently
implement these models to their real-time surveillance data so as an
early warning system is present to �ag-out spatially the mosquito
hotspots on the �y. This system will be built to guide policy makers
for directing resources for controlling the mosquito populations
thereby limiting transmission to humans.
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1 INTRODUCTION
The Zika virus (ZIKV) infection in humans is a global health priority.
It is associated with severe morbidity in adults and children, as well
as devastating congenital birth complications in neonates [22]. The
ZIKV which is classed as an arbovirus is carried by mosquitoes of
the genus Aedes species (A. Aegypti andA. Albopictus spp.) [7, 15]. It
is usually transmitted to humans when bitten by infected Aedes spp
mosquitoes; however, the virus can also be spread among humans
through blood transfusion, unprotected sexual intercourse with an
infected partner and from mother�to�child vertically through the
intrauterine tract [22, 26, 33].

The current status of the ZIKV notably remains endemic in some
sub�Saharan African and South Asian countries with essentially
millions of people who are at risk of coming into contact with the
Aedes spp - they typically live in areas that are deemed environ-
mentally suitable for ZIKV transmission [2, 9, 17, 25]. While, this is
the case and huge resources are poured into these vulnerable areas
to maintain surveillance so as to reduce the endemicity status of
ZIKV in sub�Saharan Africa, South Asia and beyond; elsewhere,
there is an ongoing epidemic of the infection in the Latin America
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with countries such as Venezuela, Colombia and with Brazil experi-
encing one of the greatest burden of the ZIKV ever since its initial
outbreak in 2015. In the case of Brazil, it has been documented that
over more than 1.5 million cases have been infected with the ZIKV.
The spatial distribution of the ZIKV is very noticeable throughout
the whole of Brazil with the reported outcomes being more pro-
nounced in 70% of the districts that make-up the Northeast region
of the country [5, 11, 22]. It should be noted that ZIKV is not only
the vector borne virus that exist in Brazil, other arbovirus�related
infections such as Dengue virus (DENV) and Chikungunya virus
(CHIKV) remain endemic with the potential for co�occurrence and
thus contributing to this existing public health burden [6, 10, 20].

There are several environmental and climatic risk factors that
can contribute to the spread of the arboviruses in Brazil. These
include factors such as seasonality, temperature, aridity, rainfall,
land surface elevation and many more which cannot be managed
nor mitigated [8, 27]. One of the greatest factors that favours rapid
mosquito breeding is the presence of stagnated water in the envi-
ronment. This could be in the form of non��owing water �lled in
tanks, barrels, discarded tires, andmany other containers situated in
human dwellings [1, 3]. This physical factor (i.e. stagnant water) can
be prevented or controlled. Since 2009, the environmental agency
of Brazil has actively been engaged with routine surveillance of
standing water present around residential properties, as well as
those in various types of water �lled containers found inside house-
holds. This process of surveillance has been scaled-up signi�cantly
ever since the ZIKV outbreak in 2015 where the health o�cers
have intensively been destroying any standing water sources de-
tected with mosquito larvae as a vector control measure to prevent
vector-to-human transmission of ZIKV. In collaboration with ento-
mological researchers at the Laboratory of Immunophatology Keizo
Asami (LIKA), health o�cers take water samples from di�erent
type of water �lled containers and carry out laboratory analysis to
determine the density and type mosquito larvae present in them.

With the ongoing surveillance of monitoring the distribution of
mosquitoes and ZIKV in real-time, especially in citiesmost impacted
where ZIKV has the highest rates (i.e. Campina Grande, Recife,
Jaboatao dos Guararapes and Olinda), it is imperative that such
spatially referenced routine data are integrated to predictive models
so as to forecast in the future when and where mosquitoes breeding
hotspots become a burden. Thus, we have developed a predictive
framework based onNeural Networks andOnline Extreme Learning
Machine (OELM) to make spatial spatiotemporal predictions of
mosquito occurrence. This is important because such outputs, in
turn, can ultimately be used to serve as an early detection warning
systemswhich can guide Brazilian health o�cials and policymakers
in the �ght against ZIKV [18, 19].

In this research, we therefore showcase how our predictive neu-
ral framework based on Online Extreme Learning Machine (OELM)
can predict for Recife (Brazil) (1) the spatial distribution of the
number of properties with water containers contaminated with the
Aedes mosquito larvae responsible for ZIKV; and (2) the spatial
distribution of properties with the Aedes mosquito larvae strati�ed
by type of water container.

2 PRELIMINARIES
2.1 An Overview of ZIKV Data
The environmental and entomological data (see table 1) used for this
study was collected in Recife city from January 2009 to December
2017, inclusive. Recife, is a micro-region situated along the coasts
in the State of Pernambuco (�gure 1). Recite city, itself, is one of
eight major municipalities that forms the region of Recife. The
city has the 4th largest urban agglomeration in Brazil with more
than 4 million inhabitants. Recife city was selected (along with
neighbouring cities: i.e. Campina Grande, Jaboatao dos Guararapes
and Olinda) for this study because they have been noted as the
population with the greatest burden of ZIKV. The area of Recife
city has been delineated into six health zones for which, each zone
has been further sub-divided making a total of 63 health districts
[i.e. zone 1(4 districts), zone 2 (10 districts), zone 3 (17 districts),
zone 4 (9 districts), zone 5 (15 districts) and zone 6 (8 districts)] for
the facilitation of further data collection, mapping and surveillance
of ZIKV (see Fig. 1). The data set used in this paper (ZIKV data
set) is a collection of 3706 experiments (records) carried out by
the Laboratory of immunophatology Keizo Asami (LIKA) in Recife,
Brazil. According to Table 1, each input vector consists of 13 input
variables where rows A1, A2, B, C, D1, D2 and E are the type of
water container as the main hot spot for mosquito breeding. In
Table 1, all prevalence rates per capita were reported as 1, 000 per
households in Recife.

2.2 Extreme Learning Machine for Single Layer
Feedforward Networks (SLFNs)

Extreme Learning Machine (ELM) was initially developed to study
a more generalised type of SLFNs whose nodes in the hidden layer
need not to be tuned [12, 13, 29]. In other words, ELM overcomes
the bottleneck of Gradient Descent approaches (GD) that are usually
utilised to train SLFNs whose learning speed is in general far slower.
ELM is a fast and e�cient learning algorithm where hidden nodes
in SLFNs are randomly chosen and the value for the corresponding
output weights are analytically determined [13]. According to the
basics of ELM theory, a SLFN for 0N 0 distinct samples (xi , ti ), in
which xi = [xi1, . . . , xin ]T 2 Rn and ti = [ti1, . . . , tim ]T 2 Rm ,
with M hidden nodes and activation �(x ) function can be mathe-
matically expressed as [13, 14]:

M’
i=1

�i�i (xi ) =
M’
i=1

�i�(wi · xi + bi ) = yi (1)

in whichwi = [wi1, . . . ,win ]T and �i = [�i1, . . . , �im ]T , where
M  N . A SLFN with i = 1, . . . ,M hidden nodes and activation
function �(x) can approximate N samples with zero error meansÕM
i=1 k yj � tj k, i.e. there exist �i , wi and bi such that:

M’
i=1

�i�i (xi ) = tj , j = 1, . . . ,N (2)

where Eq. (2) can be written compactly as H� = T, in which H is:

H =
©≠≠
´

�(w1 · x1 + b1) · · · �(wM · x1 + bM )
...

...
...

�(w1 · xN + b1) · · · �(wM · xN + bM )

™ÆÆ
¨N⇥M

(3)



Table 1: De�nition of Input/output Variables of the ZIKV data set - Recife Brazil.

Variable Min Max De�nition

A1 0.0 25.0 Water Tank
A2 0.0 132.0 Deposits at ground level, domestic consumption (barrel, tub, clay deposit, tank, well and cistern)

B 0.0 45.0 Water vases, dishes, drippings, ice containers, drinking fountains in general, small ornamental fountains, deposited building
material, religious objects/rituals

C 0.0 19.0 Work tanks, drills and backyards, gutters, slabs and awnings in unevenness, disused sanitary drains, construction debris,
untreated pools, ornamental fountains, vases / �ower pots, shards of glass in walls, inspection and passage boxes

D1 0.0 15.0 Tires and other rolling stock (stains / chambers
D2 0.0 46.34 Garbage (plastic containers, bottles, cans), scraps on old iron yards and recyclers, debris
E 0.0 9.0 Armpits of leaves (bromeliads, etc.), holes in trees and rocks, bark of animals (hooves and shells)
TB Ae 0.0 3.0 Aedes aegypti mosquitoes
Outros Ae 0.0 125.0 Other mosquito species
TB Al 0.0 15.0 Aedes albopictus Mosquitoes
Outros Al 0.0 15.0 Other mosquito species
Mosquitoes 0.0 163.0 Number of larvae/eggs counted per each distric at di�erent time of the year. i.e. month and year

Traps 0.0 278.8 traps installed in properties by the health agents to let female mosquitoes lay eggs and then get collected, eggs counted in the
lab and destroyed.

Where the terms � = (�1, . . . , �M ) 2 RM⇥m and T = (t1, . . . , tP ) 2
RN⇥m .H is the hidden layer output matrix of an SLFN with respect
to the inputs xi . The minimum norm least-squares solution of the
linear systemH� = T is unique and can be achieved by calculating
the pseudo-inverse H† as follows:

�̂ = H†T (4)

Figure 1: Study area shows themap ofRecife, Brazil, situated
in the State of Pernambuco delineated into six health zones,
and the zones further sub-divided into 63 health districts

2.3 Fuzzy Extreme Learning Machine
As detailed in [28], a class of Fuzzy Inference Systems (FISs) can
be viewed as a class of SLFNs used in the area of function approxi-
mation and classi�cation problems [16]. According to ELM theory
[28, 30], a Fuzzy Inference System (FIS) can be interpreted as an
SLFN if for a given number of distinct training samples (xp , tp )
ELM can be directly applied. An FIS withM fuzzy rules is given by:

yp (xp ) =
M’
k=1

�kG(xp , ck ,ak ) = tp , p = 1, . . . , P (5)

where, xp = [xp1, . . . , xpN ] 2 RN and tp = [tp1, . . . , tpÑ ] 2 RÑ .
An FIS either of Takagi-Sugeno-Kang (TSK) or Mamdani type can

be de�ned by a number of fuzzy rules Rk of the form [29]

Rk : IF xp1 is A1k AND xp2 is A2k AND . . .
IF xN is ANk THEN (�1 is �k1) . . . (�Ñ is �kÑ ) (6)

where, Ask (s = 1, . . . ,N ,k = 1, . . . ,M) are the fuzzy sets that cor-
respond to the sth input variable xps in the kth rule, where Ñ is the
dimension of the pth output vector yp = [�1, . . . ,�Ñ ]. When an FIS
employs a TSK inference engine, �kl (k = 1, . . . ,M, l = 1, . . . , Ñ )
is de�ned by a linear combination of input variables, i.e. �kl =
qk j ,0 + qk j ,0x1 + . . .qk j ,N xN , otherwise if the FIS is of Mamdani
type, �kl is a crisp value. In Fuzzy Logic System theory (FLS), the
degree to which any given input xps satis�es the quanti�er Ask is
speci�ed by its Membership Function (MF) µAks (cks ,ak ). By using
the symbol ⌦ for the representation of fuzzy logic AND operations,
�ring strength of the kth fuzzy rule can be computed as

Rk (xp ; ck ,ak ) = µAk1 (xp1, ck1,ak )
⌦ µAk2 (xp2; ck2,ak ) ⌦ . . . ⌦ µAkN (xpN ; ckN ,ak ) (7)

Each fuzzy rule Rk can be normalised as

G(xp ; cks , ck ) = Rk (xp ; ck ,ak )
� M’
k=1

Rk (xp ; ck ,ak ) (8)

Consequent parameters are de�ned as: �k = xTp,eqk . For aMamdani
fuzzy model, xp,e = 1, and qk = �k = [�k1, . . . , �kÑ ]T , where qk
is a weight vector of crips values. For a TSK fuzzy model xp,e =
[1 xTp ]T is the extended version of xp .

qk =
©≠≠≠
´

qk1,0 . . . qkÑ ,0
...

...
qk1,N . . . qkÑ ,N

™ÆÆÆ
¨(N+1)⇥Ñ

(9)

Therefore, Eq. (5) becomes yp (xp ) =
ÕM
k=1 x

T
p,eqkG(xp , ck ,ak ). A

compact representation for Eq. (5) is then given by HQ = T, in
which, Q is the matrix of coe�cients qk j ,s .



2.4 Bayesian Extreme Learning Machine
Bayesian Extreme Learning Machine (Bayesian-ELM) is a linear
regression technique used to estimate the output weights of SLFNs.
Similarly to Bayesian modelling, Bayesian-ELM is carried out into
two steps [23, 34]:

1 Inference of the posterior distribution of the model param-
eters and the likelihood function P(w|D) / P(w)P(D |w),
where 0D 0 is the data set.

2 Calculation of the output distribution of the model �new for
a new input xnew , where the posterior distribution for w is:

P(�new |xnew ,D) =
π

P(�new |xnew ,w)P(w|D)dw (10)

From the de�nition of a linear model � = htx + � , � follows a
normal distribution with zero mean and variance N (0,� 2). Thus,
the conditional probability is computed as:

p(� |x,h,� 2) = N (htx;� 2) (11)

Similarly to [34], parameter distribution is p(h|�) = N (0;��1I),
where I is the identity matrix, and � a hyperparameter. In this
study, the prior probability and likelihood as well as the posterior
follow a Gaussian distribution, where the meanm and S are [34]:

m = ��2 · S · XT · y; S =
⇣
�I + ��2 · XTX

⌘�1
(12)

In this work, Bayesian-ELM is used to train a SLFN based on
Radial Basis Functions (RBFs). � is a regularisation term, where
each parameter in (13)-(14) are updated using the iterative evidence
procedure [34].

� = N � � · trace[S]; � = �/(m�Tm) (13)

� 2 =
P’
i=0

(�i �mTxi )/(P � � ) (14)

The iterative process of calculatingm is stopped when the di�er-
ence of the norm of m between successive iterations falls below
a prede�ned value [34]. Therefore, the output follows the distri-
bution p(�new |y,�,� 2) = N (hT · xnew ;� 2(x)) where the term
� 2(x) = � 2 + xTnewS · xnew , where xnew is a n.

2.5 Interval Type-2 Radial Basis Function
Neural Network (IT2-RBFNN)

The IT2-RBFNN is a neural network model based on the fusion
between fuzzy logic of Interval Type-2 (IT2) and Radial Basis Func-
tion neural networks (RBFNNs) theory. The IT2-RBFNN has proven
its e�ciency to system modelling in the presence of noisy signals
usually outperforming its type-1 counterparts such as the RBFNN
and fuzzy T1 SLFNs. In this work, an IT2-RBFNN of Mamdani type
having a center-of-sets type reduction, product inference rule and
a singleton output space is used. The type-reduced set [�l ,�r ] is
obtained by using a Karnik-Mendel algorithm (KM) [35]. Therefore,
according to Fig. 2, a matrix representation of an IT2-RBFNN output
must be obtained in order to apply ELM as follows:

�f =
1
2
(Yl + Yr )wT (15)

X
1
  

 X
2
  

 X
3
  

 

X
k
  

 X
p
  

 

f
3
   

f
3
   

f
1
   

f
1
   

f
2
   

f
2
   

f
i
   

f
p
   

f
i
   

f
p
   

y
L
   

y
R
  

 

y
j
   

[w , w  ]  r
  

l
 

 

j
  

j
  

Interval RBF layer

Type-reduction layer

Input vector layer

Figure 2: Neural structure of an IT2-RBFNN

in which �l = YlwT and �r = YrwT and

Yl =
fTQT ET1 E1Q + f

TQT ET2 E2Q

rTl Qf + s
T
l Qf

(16)

where each value in the reduced set [Yr ,Yl ] is calculated using
Yl = (�l ,1, . . . ,�l ,M ), E1 = (e1 |e2 | . . . |eL |0| . . . |0)T L ⇥ M , E2 =
(0| . . . |0|�1 |�2 | . . . |�M�L)T (M � L) ⇥ 1 [24, 30], ej 2 RL (j =
1, . . . , L), � j 2 RM�L, j = 1, . . . ,M � L, and the term Yr

Yr =
fTQT ET3 E3Q + f

TQT ET4 E4Q

rTr Qf + sTl Qf
(17)

where Yr = (�r ,1, . . . ,�r ,M ), E3 = (e1 |e2 | . . . |eR |0| . . . |0)T R ⇥M ,
E4 = (0| . . . |0|�1 |�2 | . . . |�M�R )T (M � R) ⇥ 1. The terms ej 2
RR (j = 1, . . . ,R) and � j 2 RM�R , j = 1, . . . ,M � R as the ele-

mentary vectors. f = (f 1, . . . , f M )T , f =
⇣
f 1, . . . , f M ,

⌘T
.

By using Karnik-Mendel algorithms [35], the reordered conse-
quent weights w̃ result from a permutation process to �nd the
switching points L and R are calculated w̃ = QwT , Q 2 RM⇥M . In
which w = (w1, . . . ,wM ) is the set of original rule-ordered conse-
quent weights and Q is the corresponding permutation matrix. A
�ring strength F i in the hidden layer of the IT2-RBFNN is a Gauss-
ian function having a �xed meanmi

s and an uncertain standard
deviation [� 1

i ,�
2
i ] when xs = x 0l , such as F i := [f i (Æxp ), f �si (Æxp )].

2.6 Online Extreme Learning Machine (OLEM)
OELM was assumes that all training data is available [21]. However,
for real time applications data usually arrive chunk-by-chunk or
one-by-one (a special case of chunk). In genereal, OELM can be ap-
plied to a large number of SLFNs including functionally equivalent
neural networks [21, 29]. O-ELM usually involves two main steps:

1) Initialisation Step: at this step, training is initialised by
using a small chunk of data @0 = {(xi , ti )}N0

i=1 from the
training data set @ = {(xi , ti )|xi 2 Rn, ti 2 Rm }, N0 � Ñ .
a) Assign random weights ai and bias bi (for additive nodes

in neural networks) or membership functions parameters
(ci ,ai ), i = 1, . . . , L for neural fuzzy networks [29, 31].

b) Calculate the hidden layer output matrix for either neural
networks or neural fuzzy networks H0.



2) Sequential Learning Phase. Present the (k + 1)th chunk
of new observations

@k+1 = {xi , ti }
Õk+1
j=0 Nj

i=(Õk
j=0 Nj )+1

in which, the term Nk+1 denotes the number of samples in
the (k + 1) chunk. Do the following:
a) Calculate the partial matrix Hk+1 that corresponds to the

k + 1 chunk of data @k+1 such as for neural networks with
additive nodes:

Hk+1 = H
✓
c1, . . . , cL,a1, . . . ,aL ;x(Õk

j=0 Nj )+1, . . . , x(
Õk+1
j=0 Nj )

◆
(18)

b) Calculate the output weight � (k+1)

Pk+1 = Pk � PkHT
k+1(I + Hk+1PkHT

k+1)
�1Hk+1P (19)

� (k+1) = � (k ) � Pk+1HT
k+1(Tk+1 � Hk+1�

(k )) (20)

c) Set k = k + 1, then go to step 2.
O-ELM �rst identi�es the parameters of SLFNs by implementing a
typical ELM with some initial batch of training data (initialisation
step). In the initialisation phase,H0 is �lled up where the size of the
data should be at least the number of hidden units. Once this process
is completed, O-ELM will learn new training data one-by-one or
chunk-by-chunk and then all the training data will be discarded.

3 EXPERIMENTS
In this paper, two types of experiments are performed, namely: a)
prediction of the number of properties with water containers con-
taminated withmosquito larvae (see Fig. 4), and for the b) prediction
of the type of water container (see Fig. 5) employed during each ex-
periment at Recife, Brazil. In this paper a number of three di�erent
ELM methodologies based on fuzzy logic of interval type-2 [29],
logistic regression [13] and Bayesian learning [34] are employed
to evaluate the performance of three di�erent OELM approaches,
i.e. 1) OELM, 4) Online Fuzzy ELM (OFELM) [28] and 6) an OELM
using a Radial Basis Function Neural Network (OELM-RBFNN) as
the main neural model [29]. Both type of experiments involve �ve
random simulations where for cross validation, the ZIKV data set
is divided into two subsets, i.e. 80% for training, and 20% for testing.
To predict the number of containers, each ELM structure is used
as a regression model whose inputs are the number of mosquitoes
and number of traps as shown in Fig. 3, where the desired output
tj of each ELM is de�ned as:

tj = TB Ae +Outros TB Ae +TB Al +Outros TB Al (21)

For the prediction of the type of water container, two di�erent
neural arrangements are implemented. The former involves a Multi-
Input-Multi-Output (MIMO) neural structure where the type of
container is binary codi�ed as follows:

1       0       1       0       0       1       1

A1 A2 B C D1 D1 E

=   Type of water container

The latter involves a number of seven Multi-Input-Single-Output
(MISO) neural structures, each one used to predict the probability

of what type of water container was used during the experiments
as illustrated in Fig. 4.
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Figure 3: OELM architecture used as a regression model for
the prediction of the number of Properties where mosquito
larvae were found in water containers.
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Figure 4: Neural arrangements used to predict the type of
water containers. (a) MIMO and (b) MISO neural structures.

This section presents results according to the prediction of the
number of properties contaminated with mosquito larvae, and the
prediction about the type of water container. For cross-validation
purposes, ELM models with the highest trade-o� between model
simplicity, average testing performance and training time are used
as reference models to illustrate prediction results.

3.1 Prediction of the number of Properties
with water containers contaminated with
mosquito larvae

This section uses the testing performance results obtained by an
OELM in order to provide a descriptive interpretation for the pre-
diction of the number of properties with water containers that were
contaminated with mosquito larvae during each experiments. To
illustrate such performance, the average testing behaviour that
corresponds to the year 2009, 2013 and 2017 are presented in Fig. 5.
For example, from Fig. 5(a) it can be noticed during the year 2009,
the highest suitability for ZIKV is found in northern regions of
Recife, where a high density of properties with water containers
contaminated with mosquito larvae are detected. Such distribution
reduces signi�cantly in 2013 (See Fig. 5(b)) with only three districts
having on average of at least 50 properties. By 2017, this distribution
increases signi�cantly, whereby the average number of properties
with contaminated water containers are more pronounced in the
north western parts of Recife (See Fig. 5(c)).



Figure 5: Average prediction of properties where mosquito
larvae was found in water containers for the year (a) 2009,
(b) 2013 and (c) 2017

Between 2009 and 2017, it can be concluded that the highest average
number of properties can be found in some northern and southern
districts, making those regions ideal to the spread of ZIKV. In this
sense, the highest concentration about the number of properties
can be found in a small southern district closely located to the
geographic coordinate (�8.15,�34.95). Opposite to this, districts

with the smallest number of properties with contaminated water
containers can be found in the south east area of Recife. In particular,
the district located at the geographical coordinate (-8.05, -34.87). To
con�rm this performance, a temporal description using time series
that correspond to the years 2009, 2013 and 2017 is presented in
Figures 6(a), 6(b) and 6(c) respectively.
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Figure 6: Testing Time series prediction obtained by an
OELM for the prediction of the number of properties with
water containers contaminated with mosquito larvae that
correspond to the years (a) 2009, (b) 2013 and (c) 2017.



Figure 7: Probability found by an OELM-RBF for the prediction of the water tank of type: (a) A1, (b) A2, (c) B, (d) C, (e) D1 and
(f) D2 for the year 2017.

As described in [4], in northern Brazil, most of the year is hot, humid and rainy. According to [4], rains in Brazil are more abundant
between December and May. This is re�ected in the suitability of environmental conditions to an increase in the number of mosquitoes in a
large number of districts in Recife. In general, it can be noticed from Fig. 6, an important increase about the amount of mosquitoes mostly
occurs between March and June. For example, in Fig. 6(a), a number of �ve peaks can be observed particularly between March and May. This
trend depicts a similar behaviour for years between 2013 and 2017 with outliers between March and May.



Figure 8: Probability found by an OEL-RBFNN for the pre-
diction of the water container E

.

.

3.2 Prediction of the type of water container
This section provides a probabilistic description about the results
obtained for the prediction of the type of water container used at
each district in Recife in the year 2017. Such experiment results are
obtained by using an Online Extreme Learning Machine (OELM)
whose main inference engine is based on a Radial Basis Function
Neural Network (OELM-RBFNN) [30, 32]. From Fig. 7, the map for
Deposits at ground level, domestic consumption (barrel, tub and
clay deposit (water container A2, See Fig. 7(b)) is the most popular
type of container, in particular in Northern regions of Recife with
a probability that ranges between 0.4 and 1.

In relation to the probability distribution for the water contain-
ers of type D1 - Tires, other rolling stock (water container D1)
and Garbage (plastic containers, bottles, cans), scraps on old iron
yards and debris (container D2), the level of highest occurrence
of mosquitoes are particularly concentrated in southern regions.
Equally, from the map used to illustrate the level of occurrence
for armpits of leaves, holes in trees and rocks and bark of animals
(water container E, See Fig. 8), a probability that typically ranges
between 0.4 and 0.8 is found in the majority of the districts in Brazil.
In general, from Fig. 7 and 8, it can be observed that those regions
that are susceptible to contribute to the spread of ZIKV are within
those districts where water containers of type A1, C and D1 have
been found, while the least popular are of type A2, B and E.

3.3 Model Validation Analysis
This section provides an analysis obtained by the six neural network
models implemented for the prediction of the number of properties
with water containers contaminated with mosquito larvae and to
determine the type of water container employed throughout the
experiments (A1, A2, B, C, D1 and D2) between the years 2009 and
2017. First, to evaluate the ability of OELM based neural networks
to predict the number of properties with water containers that

are contaminated with mosquito larvae at each district in Recife
Brazil, in Table 2, the average Root-Mean-Square-Error (RMSE)
of six random experiments is presented. Based on Table 2, OELM,
OELM-RBFNN and Bayesian-ELM produced the highest trade-o�
between generalisation performance, training time and model sim-
plicity. ELM is a batch learning method that requires a prede�ned
number of hidden neurons and parameters as well as a prede�ned
number of training samples. Compared to ELM, OELM can learn
training data in an online way either one-by-one or chunk by chunk
(with �xed or varying size) while updating its model parameters.

From Table 2, it can also be observed that the number of samples
that are required to train an ELM and IT2-ELM corresponds to one
chunk of 2965 random samples. From Table 2, it is evident that
for the prediction of the number of water containers, OELM-based
strategies and Bayesian ELM represent the best option, not only
because the number of hidden units is smaller compared to tradi-
tional ELM and the IT2-RBFNN, but also their are more accurate
and faster. In this sense, the correlation between the ZIKV data set
and the predicted number of properties with infected containers
using an OELM is shown in Fig. 9. According to From Fig. 9, OELM
is able to predict more e�ciently those points that are de�ned in
the interval [0-60], where predicted number of properties between
the year 2009 and 2017 are indicated by purple points. From Fig.
9(b), it can be noted that a certain level of outlierness is present in
the ZIKV data set. Particularly to predict unseen data. In relation to
the prediction of the type of water containers, in Table 3 and 4, the
average performance using MIMO and MISO neural arrangements
are presented respectively. Opposite to Table 2, in Table 3, MISO
models OELFM and OELM-RBFNN are the most suitable learning
methodologies to provide the highest trade o� between model accu-
racy and average training time. In Table 4, the average performance
of 7 MISO neural arrangements is presented, where the highest
performance is achieved by OELM and OELM-RBFNN.

4 DISCUSSION AND FUTUREWORK
According to our experiments, a high percentage of properties
with water containers is more clear between the months March
and May when the rainy season has reached its peak. Based on
the accuracy performance obtained by each neural structure, it is
clear that OELM o�ers the highest trade-o� between computational
load, model simplicity and generalisation performance. However,
a level of outlierness is observed by using any type of ELM-based
technique. In this sense, even the ZIKV data set is highly sparse
and shows a certain level of outlierness, the prediction accuracy
reached by OELMs as MISO engines is about 80%. This favours
an appropriate prediction of an average number of properties that
ranges between 0-60. Moreover, the number of properties with wa-
ter containers infected with mosquito larvae are high, specially in
the years 2009 and 2017. In terms of water container prediction,
it can be concluded that deposits at ground level (A1) and plastic
containers (D2) are the most common type of container where
mosquito breeds, while the less popular place for breeding among
mosquitoes are water tanks (A1) and water vases and fountains (B).
Thus, advantages/disadvantages are listed below:

• State-of-the-art online methods allow collating mosquito
data in real-time spanning over a period of time to make
spatiotemporal predictions of mosquito occurrence in Recife.



Table 2: Average RMSE achieved by OELM and ELM for the prediction of the number of properties.

Model # hidden units # samples per
training chunk Avg. Training time (sec) Avg. Training RMSE Avg. Testing RMSE

ELM 200 2965 4.54s 9.07 10.01
IT2-FELM 210 2965 7.82s 8.76 8.91
OELM 10 300 1.39s 8.02 8.31
OFELM 10 300 1.41s 8.36 10.49
OELM-RBFNN 10 2965 1.37s 8.27 8.53
Bayesian-ELM 12 2965 1.40s 8.55 8.72

Table 3: Average accuracy achieved by MIMO neural networks for the classi�cation of the type of water containers.

Model # hidden units # samples per
training chunk Avg. Training Time (sec) Avg. Training Accuracy Avg. Testing Accuracy

ELM 300 2965 7.23s 72.19% 69.09%
IT2-FELM 150 2965 8.79s 74.10% 68.29%
OELM 10 100 1.41s 69.87% 68.93%
OFELM 10 110 1.03s 70.65% 70.02%
OELM-RBFNN 10 100 1.12s 71.80% 71.32%
Bayesian-ELM 30 2965 2.59s 73.22% 68.08%

Table 4: Average accuracy achieved by MISO neural networks for the classi�cation of the type of water containers.

Model # hidden units # samples per
training chunk Avg. Training Time (sec) Avg. Training Accuracy Avg. Testing Accuracy

ELM 300 2965 8.22s 80.21% 79.04%
IT2-FELM 180 2965 9.10s 82.01% 81.29%
OELM 10 120 1.55s 83.02% 82.87%
OFELM 10 120 1.13s 80.04% 79.22%
OELM-RBFNN 10 110 1.22s 83.24% 81.17%
Bayesian-ELM 30 2965 3.11s 82.03% 80.11%

• This study uses a robust and interdisciplinary method which
connects di�erent theories from machine learning.

• One limitation of this study is that the predictions are made
at district-level (and not disaggregated to a household) - be-
cause interpretations are made at a district-level (instead of
household-level) one form of bias that might be present in
our result is called ecological fallacy.

• There are several other risk factors that must be considered
in future studies - these include vegetation index, tempera-
ture etc. so there is residual confounding.

• In its current form, the neural structures used for ZIKV pre-
diction are data-driven models based on the knowledge ac-
quired from a number of scienti�c experiments.

Future research work, involves the development of m-gami�cation
applications in mobile technology based on OELM and neural net-
works, as well as other type of geostatistical approaches that include
other variables such as climate, vegetation, population density, etc.
Thus, the results presented in this paper are the basis to create a
Geographic Information System (GIS) where mosquito data can be

collated in real-time spanning over a period to make spatial spatio
temporal predictions of mosquito occurrence in Recife.

5 CONCLUSIONS
In this study, a machine learning framework that is based on neural
networks and Online Extreme Learning Machine (OELM) is applied
to the prediction of susceptible areas in Recife, Brazil, where new
cases of ZIKA Virus may appear. Two key factors are predicted -
�rst, the number of properties across Recife with water containers
that are contaminated with di�erent type of mosquitoes such as
aedes aegypti and aedes albopictus. Secondly, this study aims at
predicting the type of water container at each district where usu-
ally mosquitoes breed. Data that results from a health surveillance
between 2009 and 2017 in Recife, and carried by the laboratory of
immunophatology Keizo Asami (LIKA) is employed to train the
proposed predictive framework. In order to identify a model that
o�ers the highest trade-o� between computational load, model sim-
plicity and generalisation accuracy, �ve di�erent neural structures
whose training is based on ELM and OELM are implemented.
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Figure 9: Random (a) training and (b) testing data �t ob-
tained by anOELM for the Prediction of the number of prop-
erties with water containers contaminated with mosquito
larvae.
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