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ABSTRACT

The aim of my Ph.D. research was the development and assessment of a time resolved 

near infrared (NIR) system for imaging through highly scattering media, with a view to 

its potential as a future breast imaging modality. This was motivated by the desire to 

produce a breast imaging system using harmless doses of NIR radiation as a more 

effective, less expensive and safer alternative to x-ray mammography.

The principal components of the time resolved NIR system are a picosecond pulse laser 

and a streak camera to record transmitted intensity as a function of time. My Ph.D. 

research has involved the development of an automation program to control the system, 

including two-dimensional translation of the object being imaged, data collection, and 

laser power monitoring. The implementation of the automation program increased the 

data acquisition rate by approximately a factor of ten. This enabled experiments to be 

performed which had previously been prohibited by time constraints.

Several different phantoms have been manufactured and imaged in order to assess the 

breast imaging potential of the approach. These have included phantoms with optical 

properties similar to breast tissue, edge-phantoms to evaluate the achievable spatial 

resolution, and phantoms with several embedded inhomogeneities of differing optical 

properties to evaluate the achievable contrast. Data processing software was also 

developed to produce images of the phantoms.

The time-gating principle has been employed to generate images which are superior to 

previous conventional CW transillumination methods. Further improvement in the 

images has been obtained by using a novel technique known as temporal extrapolation.

Overall, the research has demonstrated the success of the time resolved methodology to 

obtain images of breast-like phantoms. Furthermore, as a consequence of the research 

a clinical time resolved breast imaging system is currently being constructed at UCL.
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CHAPTER 1

INTRODUCTION

1.1 AIMS

The last decade has seen a dramatic growth in the field of biomedical optics 

accompanied by significant technological advancements. One of the major objectives of 

this expanding discipline is the development of a new non-invasive diagnostic imaging 

modality using harmless doses of near infrared (NIR) radiation. The work has been 

motivated by a number of clinical applications, with arguably the ultimate goal being 

the production of a more effective, less expensive and safer alternative to x-ray 

mammography.^ The main aim of my Ph.D. research was the development and 

assessment of a time resolved near infrared system for imaging through highly scattering 

media, with a view to its potential as a future breast imaging modality. This thesis 

presents a general introduction to the field of optical imaging followed by a description 

of the research that I have conducted in this area.

1.2 CLINICAL BACKGROUND

Breast cancer is the most common form of cancer to affect women in Europe and the 

USA, causing more than 15 000 deaths each year in the UK alone."̂  Unfortunately, the 

cause of breast cancer is still unknown and a means of primary prevention is not 

available. However, there are several factors which have been correlated with an 

increased risk of breast cancer development. These include a family history of breast 

cancer, not having a child before approximately 34 years of age, excessive fat and 

alcohol intake, exposure to ionising radiation and cigarette smoking, particularly in 

postmenopausal women.^ The disease is known to originate in the milk-producing cells 

and cells lining the small milk ducts. These malignant cells then spread outside the ducts 

and penetrate the vessel walls of the circulatory and lymphatic systems. The malignant
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tumour promotes this process by inducing its own blood supply (angiogenesis) to 

facilitate its survival. The malignant cells are then carried in the circulating fluids until 

they lodge or adhere in downstream capillary beds or lymph nodes. The cells then 

invade the vessel wall in an active process leaving the circulation. Once outside the 

circulation, the cells proliferate forming secondary tumours that repeat the process again 

which ultimately proves fatal.^ The term "metastasis", coined by Joseph Claude 

Recaimer in 1829, is used to describe this spreading of malignant cells throughout the 

body that induces the secondary tumours. Treatment of the disease may involve hormone 

therapy, chemotherapy, lumpectomy (removal of just the primary tumour and immediate 

surrounding tissue), a modified or radical mastectomy, or a combination of these. A 

radical mastectomy involves removal of the affected breast along with the underlying 

pectoral muscles and the axillary lymph nodes. Radiation treatment and chemotherapy 

may follow the surgery to try and ensure the destruction of any stray cancer cells.^ 

Unfortunately, once metastasis has occurred treatment of the disease becomes more 

difficult, usually limited to chemotherapy, and survival is less likely.^ A reduction in the 

mortality rate thus relies on the early detection of the primary tumour before metastasis 

occurs. Therefore it is generally accepted that the routine breast screening of 

asymptomatic women could substantially improve the survivability rate. At present, x- 

ray mammography is the most widely used non-invasive screening technique for breast 

cancer.^'However, it is far from infallible and there is a strong necessity for more 

effective, less expensive and safer alternatives.^^
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1.3 NON-INVASIVE BREAST IMAGING TECHNIQUES

I.3.I X-RAY MAMMOGRAPHY

X-ray mammography is by far the most widely used non-invasive breast screening 

technique to date. The technique is based on the observation that different tissue types 

absorb different amounts of x-ray radiation and that x-rays are negligibly scattered by 

soft tissues. The former observation generates the image contrast and the latter leads to 

high spatial resolution. In general, tumours absorb x-rays more strongly than the 

surrounding healthy breast tissue since they are more dense and 40% of them contain 

microcalcifications.In practice, the x-ray source is placed on one side of the breast and 

a photographic plate detects the transmitted x-rays on the other. The breast is 

compressed to increase image detail, decrease blurring and reduce the radiation dosage. 

Usually two images are taken of each breast, one from the top (supero-inferior 

projection) and one from the side (medio-lateral projection). The resulting two- 

dimensional shadow image or "mammogram" is capable of achieving a spatial resolution 

of approximately 0.1 mm and is widely used by clinicians to diagnose 93% of tumours. 

However, x-ray mammography still fails to identify a few percent of tumours during 

routine screening and the use of highly ionising radiation has led to a perceived risk 

associated with the technique and its subsequent under use.̂ "̂  Although the risk from x- 

ray mammography is negligible, (for every million forty year old women examined, 10 

will go on to develop radiation induced cancer, as opposed to 800 who will have 

tumours detected), the relative risk does increase in younger women due to both the 

reduced occurrence of natural cancer and an increased risk of radiation induced cancer. “ 

Furthermore, x-ray mammography can only be repeated on the same patient at a limited 

frequency to stay within x-ray exposure safety levels. Therefore breast screening would 

clearly benefit from a technique using safe NIR radiation with improved diagnostic 

capabilities.
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1.3.2 MAGNETIC RESONANCE IMAGING (MRI)

MRI is a relatively new imaging modality which offers high spatial resolution and has 

no known side effects or risks. The region of interest is placed in a magnet which causes 

the magnetic moment of certain nuclei to process around the magnetic field vector, Bq. 

Generally, hydrogen nuclei are chosen because of the body’s large water content. The 

angular frequency of the precession, w, known as the Larmor frequency, is dependent 

upon Bq and the gyromagnetic properties of the nucleus. In equilibrium the magnetic 

moments of the hydrogen atoms produce a net magnetisation vector M which is parallel 

to Bq. By applying a short pulse of an external radiofrequency field of frequency w, 

whose magnetic field component is generally perpendicular to Bq, the magnetisation 

vector, M, can be rotated through 90 degrees into the plane perpendicular to Bq, so that 

M processes around Bq at frequency w. This rotating magnetic field can induce a 

radiofrequency current to flow in a detecting coil. This detected signal than decays due 

to two mechanisms. One is due to the dephasing of the transverse spins (characterised 

by the transverse relaxation time Tj) and the other being the return of the spins to the 

orientation parallel to Bq (characterised by the longitudinal relaxation time T^). These 

relaxation times are tissue dependent and can be measured by applying suitable 

sequences of RF pulses. It is also possible to produce an image of the nuclei density, 

generally resulting in a hydrogen density map. Clinical research trials^  ̂ have 

demonstrated breast tumour detection using MRI with a spatial resolution of 

approximately 0.7 mm. Characterisation and enhanced detection of the tumour may also 

be aided by the incorporation of a paramagnetic contrast media such as Gd-DTPA,^^^^ 

although the technique then becomes invasive. Unfortunately, the use of MRI as a 

routine breast scanning method has been hindered by the exceptionally high cost 

associated with the technique, the large size of the equipment, and the requirement for 

the patient to remain motionless for approximately 30 minutes during the measurement. 

These factors have resulted in the lack of development of appropriate MRI breast 

imaging systems.
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1.3.3 ULTRASOUND

Ultrasound is a technique which involves transmitting high frequency sound waves into 

the body and detecting the reflected signal. Sound waves are mainly reflected at the 

interface between body tissues of different acoustic impedance, but also within tissues 

due to small scale inhomogeneities. The time-delay between the transmitted and 

reflected sound pulses indicates the boundary distance from the source. Different tissue 

types can be distinguished by the intensity of the sound wave they reflect. In medical 

applications frequencies ranging from 1 to 10 MHz are employed and the reflected 

pulses are detected and used to generate an image. At present, there is no clear evidence 

that diagnostic doses of ultrasound produces harmful effects in humans, although there 

are limits to the intensity and exposure time which can be used. One procedure for 

breast imaging is performed whilst the patient lies on her stomach in a specially 

designed hospital bed with her breast immersed in a tank of water to reduce impedance 

mismatch. The ultrasonic probe is then passed horizontally beneath the patient and the 

reflected wave is detected. Although ultrasound can neither detect microcalcifications 

nor tumours less than approximately 1 cm in diameter, it can be used to determine 

whether a large lump is a benign cyst or a malignant tumour. Therefore, ultrasound has 

limited use as a breast screening technique because detection of tumours approximately 

1 cm or greater in diameter is generally too late as metastasis will have already 

occurred.

1.3.4 THERMOGRAPHY

Thermography involves viewing the patient with an infrared camera and interpreting 

variations in the temperature at the surface of the skin. In 1956 Lawson observed that 

the skin over a malignant tumour in the breast was slightly hotter (1-3 degrees 

centigrade) than the corresponding area in the unaffected breast. This temperature 

change is determined by the heat generated from the tumour itself and by the usually 

associated hypervascularisation. Therefore, thermography appeared to be the ideal breast 

screening method because it was simple, non-invasive and cheap. However, the surface 

temperature pattern associated with the tumour is determined by the heat conduction
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path through adjacent tissues and the arrangement of blood vessels and lymphatics which 

drain the area. It is therefore evident that there is only a limited capability of the 

technique for detection of deep tumours and there are no clear discriminating features 

which can uniquely define the specific nature of a tum our.Therefore initial hopes for 

thermography were not realised and the technique is restricted to detecting tumours close 

to the skin surface.

1.3.5 OPTICAL IMAGING - CONVENTIONAL TRANSILLUMINATION

Optical imaging in medicine is a rapidly growing research area^’̂  and it is within this 

field that my Ph.D. research has been conducted. The possibility of using optical 

radiation for imaging arises because different tissue types have different optical 

characteristics.Therefore optical imaging can provide information that cannot be 

obtained by alternative techniques and which may potentially have improved diagnostic 

capabilities. Furthermore, optical imaging techniques are non-invasive and employ 

harmless doses of optical radiation. Using optical radiation for breast cancer diagnosis 

was first suggested by James Ewing and Frank Adair of the Breast Clinic at Memorial 

Hospital in New York. Their co-worker, Max Cutler, reported the first clinical results 

in 1929 where he described illumination of the breast with visible light from an electric 

lamp and direct observation of the transmitted light by eye in a darkened room.^^ He 

reported a noticeable difference in the transmission of light through normal tissue 

compared to pathological tissue, which produced darker shadows. However, he was 

unable to detect any differences in the shadows cast by benign and malignant tumours. 

In 1972, Gros et al (referenced from Profio et al)̂  ̂ reported that they were able to 

distinguish benign from malignant tumours using visible light and coined the term 

"diaphanography" to describe the transillumination process. This improvement was 

achieved by removing heat from the light source by water cooling, thus permitting a 

higher power source to be used and hence greater transmission through the breast. 

Spectroscopic measurements^^ had revealed that the transmission of optical radiation 

through biological tissue was maximised at near infrared wavelengths where the overall 

tissue attenuation was a minimum. This observation led Ohlsson et a P  to demonstrate 

that photographing the transilluminated breast with an infrared sensitive film
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considerably improved their ability to identify benign from malignant tumours. In 1982, 

Carlsen^^ modified this technique by eliminating all illumination wavelengths except for 

visible red and near infrared and viewing the breast in real-time with an infrared 

sensitive vidicon tube. He called this process "light scanning" and reported high 

accuracy in detecting breast cancers of all sizes. However, many other researchers have 

not been able to achieve these favourable results. Several clinical trials have compared 

light scanning and x-ray mammography and concluded that light scanning does not have 

adequate sensitivity or specificity to be used for breast screening. Light scanning was 

found to be particularly poor at identifying small, nonpalpable and deep tumours.

The optical imaging techniques described above have subsequently been classified as 

conventional transillumination techniques and are characterised by the use of a 

continuous wave (CW) light source to illuminate the breast and detection of the 

transmitted light intensity. Unfortunately, initial hopes for conventional transillumination 

as a breast imaging technique were not realised as it suffers from the highly scattering 

optical properties of breast tissue. The presence in the transmission image of highly 

scattered photons which have travelled unknown paths through the tissue severely limits 

the achievable spatial resolution. In practice, conventional transillumination of the breast 

has a limiting spatial resolution of approximately 2 cm and is not adequate for a breast 

screening method.^^ The results obtained from conventional transillumination of the 

breast have shown that large, well-developed tumours generally appear darker than the 

surrounding healthy tissue indicating greater attenuation. Oxygenated haemoglobin has 

been conjectured as the origin of this contrast, since tumours are usually hypervascular.^^ 

However, since perfectly healthy vascular tissue can appear similarly dark in a 

conventional transillumination image, it is likely that in order to identify tumours an 

effective system may have to rely as much upon detecting morphological differences as 

upon differences in contrast, and thus the necessity for better spatial resolution. 

Fortunately, the advent of new optical technologies during the past ten years has 

provoked an interest in new techniques to improve the spatial resolution of images 

obtained through highly scattering media. A more detailed discussion of the various 

optical imaging techniques currently being investigated is given in Chapter 4.
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CHAPTER 2

ABSORPTION AND SCATTERING OF LIGHT

In order to develop an optical imaging technique it is essential to understand the 

interaction of light and tissue. This chapter describes the basic optical interactions of 

absorption and scattering, and summarises the measured values of their associated 

coefficients for breast tissue.

2.1 ABSORPTION

2.1.1 LAMBERT-BOUGUER LAW

In 1729 Bouguer^ '̂ "̂  ̂ derived the first relationship between the attenuation of light and 

the thickness of a material. Lambert later expressed Bouguer’s relationship 

m a th e m a tic a lly T h is  is commonly called the Lambert-Bouguer law and states that 

the fraction, dl/I, of collimated radiation transmitted through a layer of purely absorbing 

medium depends exclusively on the layer thickness, dl, and a material constant, iLig, 

called the absorption coefficient. This may be expressed as dl/I = Hence for an 

incident intensity Ig, the transmitted intensity I after a distance / is given by

. (2.1)

The reciprocal of the absorption coefficient is known as the absorption length, and 

represents the mean free path travelled by a photon before being absorbed.^^

Eq.(2.1) can also be expressed in base 10:

/  = /g IQ-’̂' (2.2)

The constant K is called the extinction coefficient. By taking the logarithm of Eq.(2.2)
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the absorbance Ag can be defined as

^6= >OglO = k /
(2.3)

2.1.2 BEER-LAMBERT LAW

In 1852 Beer^^’̂  ̂ derived a similar absorption relationship which states that the 

absorption coefficient is proportional to the concentration of the absorber:

K  = aC (2.4)

The constant of proportionality, a , is called the specific absorption coefficient. By 

combining Eq.(2.1) and Eq.(2.4) we obtain the Beer-Lambert law:

/ = /„ e -a c l (2.5)

Eq.(2.5) can also be expressed in base 10:

1 = 1̂ (2.6)

where e is defined as the specific extinction coefficient.

For a non-absorbing solution containing a mixture of absorbing compounds the 

individual extinction coefficients are additive. Therefore the total absorbance is given 

by

(2.7)

The equations described above must be used with caution as they are only valid for non­

scattering media.
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2.2 SCATTERING

2.2.1 INTRODUCTION TO SCATTERING THEORY

The principal interaction of optical radiation in biological tissue is scatter. There are two 

main types of scattering which are known as inelastic and elastic scattering. For inelastic 

scattering the scattered photon has a lower energy than the incident photon due to 

energy absorption by the absorbing particle. The re-emission of the scattered photon can 

be either instantaneous or delayed depending on the exact nature of the scattering 

mechanism. For elastic scattering the energy of the scattered photon is the same as the 

incident wave, i.e. there is no energy loss. In biological tissue, at NIR wavelengths, the 

main type of scattering is elastic. By analogy with the absorption coefficient we can 

define another optical parameter, the scattering coefficient,^"  ̂ |ig:

/  = 7q e  ̂ , (2.8)

where I is the intensity of the transmitted unscattered light in a non-absorbing sample. 

The reciprocal of the scattering coefficient, known as the scattering length, is the mean 

free path of a photon between consecutive scatters. It is useful to define the optical 

thickness of a medium as its physical thickness, d, expressed in units of the scattering 

length. Therefore optical thickness is a dimensionless quantity equal to iLL̂d. A thin, low 

scattering media will have a low optical thickness, whereas a thick, highly scattering 

media will have a high optical thickness.

In practice both absorption and scattering occur in tissues and we can define a total 

attenuation coefficient fit as follows:

I  = e , (2.9)

where Pt = + p, and I is the intensity of the transmitted unscattered light.

The reciprocal of the total attenuation coefficient known as the attenuation length is the 

mean free path travelled by a photon before encountering either an absorption or
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scattering event.

The attenuation. A, (units of Optical Density (CD)), is simply defined as the log to base 

10 of the ratio of the input and transmitted light intensities.^^ The transmittance T is 

simply the ratio of the transmitted light I, to the input light Iq. Thus:

A = log 10

f   ̂ A
= logno

1 (2.10)

If I represents the intensity of the unscattered transmitted light, then attenuation may be 

expressed as

A = I loĝ qg . (2.11)

Note that the attenuation due to an absorbing, non-scattering media simply reduces to 

the total absorbance as defined in Eq.(2.7).

The development of single scattering mechanisms is essential if one is to understand the 

interaction of light with tissue. In the scattering process^^ a photon propagating in 

direction Q! is scattered by a particle into direction Q. In general the new direction of the 

particle, Q, does not occur with equal probability and can be described by the differential 

scattering coefficient, d|Lis(Q'->n). The total scattering coefficient is given by the integral 

over the solid angle.

' -^Q)dQ. (2.12)
4tc

It is customary to assume that the differential scattering coefficient is independent of the 

incident photon direction so that it becomes d|ig((l\Q). In other words, the differential 

scattering coefficient will only depend on the scattering angle, 0, between the 

unscattered and scattered light. This assumption is probably valid for randomly 

organised soft tissues but may not be true for highly structured tissues such as muscle.
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2.2.2 PHASE FUNCTION

In radiative transfer theory a normalised version of the differential scattering coefficient 

called the phase function is used. This probability density function, f(Q'.Q), is defined 

as

=#0S(8)) = , (2.13)

so that

J/[i2 ',i?dn=  1 (2.14)
471

The mean cosine of the scattering angle 0, (sometimes called the anisotropy factor) is 

the first moment of f(f2'.f2) and is denoted by g. Note that for isotropic scattering g = 0 

and that g->l as the scattering becomes forward peaked. For biological tissues at NIR 

wavelengths the g-value has been reported^® to range from 0.69 to 0.99 implying that 

the scattering is highly forward peaked.

This description of the phase function can be extended to include higher moments of 

f(f2'.f2) by expanding the phase function in Legendre polynomials."^° A commonly used 

analytic expression for the phase function when modelling low absorbing, highly 

scattering media is the Henyey-Greenstein"^^ phase function. This function gives a good 

approximation to the predictions of Mie theory (see Sec.(2.2.5)) and its coefficients in 

the Legendre polynomial expansion are simple functions of g.

Alternatively, the phase function of a sample can be measured experimentally using a 

goniometer tu rn tab le ,o r a diaphragm technique"^  ̂when the scattering is highly forward 

peaked.
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2.2.3 TRANSPORT COEFFICIENTS

In diffusion theory, where isotropic scattering is assumed, it is useful to define a 

quantity |i/, the transport scattering coefficient:

M-/ = (1-,?) (2.15)

The transport scattering coefficient is therefore a scaled version of the scattering 

coefficient which enables anisotropic scattering to be treated as "effectively" isotropic 

scattering for diffusion theory. Note that for isotropic scattering, where g = 0, | L i /  is 

equal to p.;.

The reciprocal of the transport scattering coefficient, known as the transport scattering 

length, is the path travelled by a collimated beam of light before becoming "effectively" 

isotropic.

It is possible to also define^^ a transport attenuation coefficient, ,

K  " ( l - g )  = \>-a*

The reciprocal of the transport attenuation coefficient, known as the transport attenuation 

length, is the mean free distance travelled by a photon before becoming either absorbed 

or "effectively" isotropically scattered. The transport attenuation length can therefore be 

considered as the mean free path of a photon in diffusion theory.

2.2.4 RAYLEIGH THEORY

Rayleigh theory"^ describes the scattering of light by particles which are much smaller 

than the wavelength of the incident light. The theory can be derived from dimensional 

analysis by considering the volume V of the particle, the distance r at which 

observations are made and the wavelength X of the incident light Ij. The intensity of the 

scattered light I, is given as.
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lo c i  .X L  (2.17)
' v w

However, Rayleigh scattering is of limited relevance to optical imaging of biological 

tissue as it is restricted to very small particle sizes.

2.2.5 MIE THEORY

Attributed to Gustav Mie (1908), this theory provides exact solutions of the Maxwell 

equations for the scattering of a plane electromagnetic wave by an isotropic 

homogeneous spherical particle of arbitrary size."  ̂For very small particle sizes the Mie 

solutions converge towards the Rayleigh equations. At large particle sizes the scattering 

characteristic becomes highly non-isotropic and strongly forward peaked. Additionally, 

the angular intensity distribution shows overlying oscillations as a result of interference 

effects. The ability of Mie theory to handle particles of arbitrary size has led to its 

widespread use in the field of light scattering in tissue.

2.3 ABSORPTION AND SCATTERING PROPERTIES OF TISSUE

2.3.1 ABSORPTION BY TISSUE

Absorption of light in biological tissues is dominated by several principal chromophores. 

The description given here will be limited to water, lipids, and haemoglobin.

Water

The primary component of most soft tissues is water, although it only makes up 21% 

of adipose tissue'^  ̂ which is a main constituent of the female breast. The absorption 

spectrum of w aterF ig .(2 .1), is therefore significant when considering the use of NIR 

for breast imaging. The absorption spectrum has a minimum at about 500 nm forming 

an effective "transmission water window" from UV to near infrared (200 nm to 1000 

nm) where the absorption coefficient is low.
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Figure 2.1 The absorption spectrum o f water.

Lipids

Absorption spectra of human lipids are uncommon in the literature, although the 

absorption spectrum of pork fat has been measured by Conway et al'̂  ̂ and is given in 

Fig.(2.2). There is an effective "transmission lipid window" in the range of 600-900 nm 

where the absorption is low. For the breast, which is mainly composed of adipose tissue, 

itself consisting of 75% lipid,"̂  ̂ the NIR absorption by lipids must be considered.
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Figure 2.2 The absorption spectrum o f pork fat.

Haemoglobin

Haemoglobin is found in red blood cells and is responsible for oxygen transport in 

blood. Its absorption spectrum^^ depends upon its oxygenation state, either oxygenated 

haemoglobin (Hb02) or deoxygenated haemoglobin ( Hb). From Fig.(2.3) it can be seen 

that both states are highly absorbing below 600 nm, although there is a drop in 

absorption coefficients above 700 nm. Combined with the previous chromophores, light 

transmission through thick tissue is limited to between 700 nm and 1000 nm, i.e. NIR 

radiation. The difference in the absorption spectra between the oxygenated and 

deoxygenated states is already being utilised in the closely related field of near infrared 

spectroscopy (NIRS) to evaluate tissue oxygenation in the brain.'^*'^  ̂Due to the generally 

high vascularisation of tumours, absorption by haemoglobin may also be a useful 

indicator in breast cancer diagnosis.
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Figure 2.3 The absorption spectra o f haemoglobin in both oxygenated 
and deoxygenated states.

Additional chromophores affecting tissue absorption include myoglobin, cytochrome and 

other haem proteins, but have negligible effect on the overall tissue spectra.

The previous absorption spectra are obtained via attenuation measurements of the pure 

chromophores and the application of the Beer-Lambert law to calculate The basic 

assumption made is that the attenuation by the pure chromophores are absorption 

dominated and that scattering is negligible. These pure absorption spectra are widely 

used in NIRS techniques which are generally concerned with measuring changes in the 

optical properties of large tissue volumes.

Unfortunately, the attenuation of light by biological tissue is scatter dominated and so 

application of the Beer-Lambert law is not adequate to calculate their absorption 

coefficients. However, there are more sophisticated techniques employed in NIRS which 

attempt to account for scatter.^^ The range of absorption coefficients which have been 

reported for breast tissue are stated in Table (2.1).
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2.3.2 SCATTERING BY TISSUE

Light scattering in tissue is due to the variations in the refractive index of its 

components. On the large scale this is due to overall changes in refractive index at the 

boundaries between one type of tissue and another. On the smaller scale, it is caused by 

small variations in refractive index within cells and the extracellular fluid. Scattering in 

tissue is therefore a highly complex problem due to its intricate structure. The variation 

in refractive index in biological tissues ranges from 1.33 (water) to 1.55 (fat). However, 

in many mathematical light transport models the internal refraction is often omitted for 

simplicity and a uniform refractive index is assumed. When modelling light transport 

in tissue it is not essential to fully incorporate the origin of the scattering, so long as its 

overall effect can be represented.

The scattering coefficient of a sample can be obtained directly with simple collimated 

attenuation measurements. However, thin samples must be used so that single scattering 

of light can be assumed. Eq.(2.9) can then be solved, employing a priori information 

of |ia, to obtain |Lig. Unfortunately, the optical properties of in vivo tissue can be radically 

altered during the preparation of thin, in vitro tissue samples. Therefore, for thick, 

multiply scattering samples, such as the breast, the more sophisticated techniques of 

NIRS are employed.^ ̂ The range of transport scattering coefficients which have been 

reported for breast tissue are presented in Table (2.1).

2.3.3 OPTICAL PROPERTIES OF BREAST TISSUE

The following table summarizes the ranges of optical properties that have been reported 

in the literature for breast tissue, both in vivo and in vitro, for wavelengths ranging from 

700 nm to 900 nm.
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Breast Tissue Type Pa (mm ') Ps' (mm ') g-value

Healthy 

(In Vitro)

0.005 - 0.075 0.53 - 1.42 0.92 - 0.985

Healthy 

(In Vivo)

0.0017 - 0.0078 0.63 - 1.22 Not available

Carcinoma 

(In Vitro)

0.002 - 0.05 0.5 - 1.8 0.88 - 0.985

Table 2.1 The reported optical properties o f breast tissue.

The study by Peters et on various in vitro healthy breast tissues suggested that at 

NIR wavelengths (700 nm to 900 nm) the optical coefficients are typically in the range 

ill/  = 0.53 - 1.42 m m '\ = 0.022 - 0.075 mm ' and g = 0.945 - 0.985. Another study 

of in vitro healthy breast tissues by Key et aP  ̂ reported p /  = 1.2 - 1.3 mm ' at 700 nm, 

Pa = 0.01 - 0.05 mm ' at 850 nm (assuming p /  = 0.75 nun ' ) and g = 0.92 - 0.95 at 700 

nm. A further study by Troy et aP'' reported p /  = 0.73 - 0.97 and p  ̂= 0.005 - 0.018 

mm ' over the wavelength range 749 - 836 nm. However, because of the possible 

chemical and structural changes during the preparation of these in vitro samples, there 

is naturally some concern that such measurements may not be representative of living 

breast tissues. Recently, however, estimates from in vivo measurements have become 

available. A study of the mean optical properties from six volunteers by Mitic et aP  ̂

confirm a similar range in p /  at 800 nm of 0.72 - 1.22 mm ', but suggest a significantly 

lower absorption coefficient in the range p  ̂ = 0.0017 - 0.0032 mm '. Meanwhile a 

smaller study by Suzuki et al,̂  ̂ provide values which suggest a strong dependence on 

age. Two volunteers, aged 30 and 58, yielded values of p /  = 1.13 and 0.76 mm ' and 

Pa = 0.0068 and 0.0028 mm ' respectively at a wavelength of 753 nm. Another study by 

Suzuki et aP  ̂on thirty Japanese women reported p /  = 0.63 - 1.08 mm ' and Pa = 0.0024 

- 0.0078 at 753 nm. As the broad variation in published values illustrates, every human 

breast cannot be simply characterised by a single set of optical coefficients. First, breast 

tissue varies depending on the age of the women. Second, the breast can be highly
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inhomogeneous, containing distinct regions of adipose, glandular and fibrocystic tissue 

etc.

Obtaining values for the optical properties of breast tumours poses an even greater 

problem. There are many manifestations of breast disease and a tumour may have 

optical characteristics which vary during its development. Diseased tissues generally 

show some wavelength dependent differences in optical characteristics compared to 

healthy tissues. However, the study by Peters et al̂  ̂ reported optical properties for in 

vitro carcinoma (p./ = 0.89 -1.18 m m '\ = 0.045 - 0.050 and g = 0.945 - 0.985 for a 

wavelength range 700-900 nm) which fall within the range of values stated for in vitro 

healthy tissues. Whereas, the study by Key et aP  ̂have reported carcinoma values of p /  

= 1.8 mm'^ ( g = 0.88) at 700 nm which is higher than healthy tissue values, but p  ̂= 

0.005 and 0.015 mm'^ at 850 nm (assuming p /  = 0.75 mm'^ ) which falls within the 

range of healthy tissue values. Meanwhile, the study by Troy et aP'̂  yielded carcinoma 

values of p /  = 0.5 - 1.3 mm'^ and p  ̂ = 0.002 - 0.026 mm * over the wavelength range 

749 - 836 nm. They reported that the study indicated no overall statistical difference in 

the optical properties of healthy or diseased breast tissue. However, for a given patient 

the values for p /  were generally greater in the diseased tissue than the healthy tissue. 

Although for a given patient the values for p  ̂were still similar, they suggest that their 

in vitro values for diseased tissue may underestimate the in vivo values because of the 

blood drainage that occurs during excision. Unfortunately, there are no reliable estimates 

of tumour properties obtained from in vivo measurements to date.

This Ph.D. research has employed optical coefficients for breast tissue within the ranges 

stated in Table (2.1). It is encouraging for optical imaging that the absorption 

coefficients for the more realistic in vivo measurements are significantly lower than 

previous in vitro measurements, as this implies greater light transmission through the 

breast. However, more optical measurements on in vivo breast tissues are clearly 

required in order to improve current estimates of their optical coefficients.
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CHAPTER 3

LIGHT PROPAGATION MODELS

This chapter outlines the principal models of photon migration that have been used to 

describe the propagation of optical radiation in tissue.

3.1 MAXWELL’S EQUATIONS

Light propagation in tissue can, in principle, be described using electromagnetic theory. 

Tissue could be considered as a random medium whose permittivity e(r) fluctuates with 

position about some mean value £(i) as follows:

e(r) = , (3.1)

where £(2 )(r) is governed by a random process whose characteristics ( ie variance ) are 

known. The statistical behaviour of the electric-field can then be described using 

Maxwell’s equations. While physically appealing, this formalism has yet to find 

application in tissue optics because of its complexity, the lack of readily applied 

solutions, and the lack of information about £(2 )(r).

3.2 TRANSPORT THEORY

Most of the recent advancements in describing the nature of light in tissue are based 

upon transport theory.^^ The main approach of transport theory is to ignore the wave 

nature of light and simply consider the flow of energy within the medium.

The general differential equation in transport theory is known as the Boltzmann or the 

radiative transfer equation, Eq.(3.2). For a photon source q, the photon intensity I (units 

of photons m'  ̂ sr *), at position r and time t in direction 2̂ is given by.
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lA l(r ,t,Q  + nv7(r,ï,Q +
^ *  i

Eq.(3.2) can be considered as an energy balance equation describing the flow of photons, 

with velocity c, in a given volume element. The first term represents the rate of change 

of the intensity with time; the second term is the net change due to energy flow; the 

third term is the intensity lost due to absorption and scatter; the fourth term is the gain 

in intensity from photons scattered into direction Q from all other directions; and the last 

term is the source term.

Note that for this radiative transfer equation the optical properties of the media are 

assumed to be both spatially and temporally independent which is only true for 

homogeneous media. For inhomogeneous media it is necessary to include spatial and 

temporal dependence terms for the media properties which greatly complicates the 

mathematics.

Unfortunately a general solution of the radiative transfer equation has not yet been 

obtained and so in practice approximate solutions or numerical methods must be used.

3.3 APPROXIMATE SOLUTIONS TO TRANSPORT THEORY

3.3.1 DISCRETE ORDINATE METHODS

The discrete ordinate methods^^ enable the time independent radiative transfer equation 

to be converted to a series of linear algebraic equations suitable for numeric solution. 

This is achieved by representing the intensity by its value at discrete values of the 

independent variables. The operations of differentiation and integration are replaced by 

their discrete counterparts, finite differences and summation. This set of equations are 

known as the equations and this approach has also been called the N-flux method.
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2-Flux model

Kubelka and formulated a basic 2-flux model which considers the forward

diffusive flux F, and the reverse diffusive flux R propagating in an infinite slab of 

thickness d. It is possible to derive expressions for the total diffusive reflectance, 

and the total diffusive transmittance, as,

^  _ R(x=d) ^ sinh(bSd)
7q a sinh(bSd) + b cosh(bSd)

(3.3)

/g a sinh(fcSi/) + b cosh(bSd)

where a and b are defined as

a = - 1 — , b = (fl^-1)^ , (^‘̂ )

and X  = 0 at the unilluminated face of the slab, I g  is the incident forward flux, and S and 

K are the Kubelka Munk scattering and absorption coefficients respectively. Therefore 

by the direct measurement of R̂ j and it is possible to calculate S and K. However, 

S and K are not directly equivalent to and and no simple general relationship 

exists. Furthermore, some assumptions made in Kubelka Munk (KM) theory are 

generally unrealistic which results in an inappropriate light propagation model. Various 

modifications have been applied to KM theory to incorporate the effects of collimated 

beams, anisotropic scatter and reflections at the slab boundaries. These modified KM 

theories all reduce to a simple relationship between S and K and and jLt̂  for the case 

when |i^ « ( l-g )  Pg as given by

, 5 = . (3.5)

However, as absorption increases the radiance becomes more anisotropic and a 2-flux 

model may be inadequate. Therefore, several researchers^^’̂  ̂ have advocated the use of 

more complex higher flux models which should give better predictions of R̂  ̂ and T̂ .̂
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3.3.2 FUNCTIONAL EXPANSION METHODS

An alternative to discrete ordinate methods, where a number of discrete directions of the 

intensity are considered, are functional expansion methods where the angular dependence 

of the intensity may be approximated by a finite series expansion of orthogonal 

functions.

To solve the time dependent radiative transfer equation one can use spherical harmonics 

to expand the intensity, source and phase functions in Legendre polynomials. This 

expansion, described in more detail by Kaltenbach and Kaschke,"̂ ® leads to a set of 

coupled linear differential equations, known as the Boltzmann Hierarchy, which is 

completely equivalent to the Boltzmann equation. Therefore the Boltzmann Hierarchy 

is, without further assumptions, not any simpler to solve than the Boltzmann equation 

itself. This is evident from the first two equations of the Boltzmann Hierarchy below:

_lA(D(r,f) + |Ll^O(r,0 + J.V. J{r,t) = q^{r,t) , (3.6)
c at c

+ ^V O (r,0  + = q^{r,t) . (3.7)
c at 3D 3 c

The zeroth moment of the intensity, 0(r,t), is commonly called the photon density and 

has units of photons m ^ The first moment of the intensity, J(r,t), is commonly called 

the photon current density, and has units of photons m"V\ The second moment of the 

intensity, To(r,t), has no direct physical meaning and has units of photons m'^s' .̂ Note 

that these first two equations cannot be solved directly as Eq.(3.6) for 0(r,t) contains the 

J(r,t) term and similarly Eq.(3.7) for J(r,t) contains the To(r,t) term.

The parameter D is known as the diffusion coefficient, and defined as

D = ----------------------  =-----  (3.8)
(1 -  3|i„
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It is worth noting that the diffusion coefficient, equal to one third of the transport 

attenuation pathlength, increases as g tends from zero to 1. In other words, as the phase 

function becomes more forward peaked, (g tends to 1), the diffusion coefficient 

increases.

The advantage of this Boltzmann Hierarchy is that it is now easier to define 

approximations and hence acquire approximate solutions to the Boltzmann equation .

The Diffusion approximation

The basic assumption in the diffusion approximation is that the photon current density 

is proportional to the gradient of the photon density as follows:

J{r,t) = constant . (3.9)

This approximation is only considered to be valid if r is not near boundaries or sources 

and the media is scatter dominated ( | L i a «  ( l - g ) |L i g ) .

By comparing Bq.(3.6), Eq.(3.7) and Eq.(3.9), the Boltzmann Hierarchy equations are 

therefore reduced to

J-^O )(r,0  + -  DV^O(r,r) = qj,r,t) , (3.10)
c at

and

J{r,t) =- Z)cVO(r,r) . (3.11)

Eq.(3.11) is Pick’s law for photon diffusion and so it is valid to refer to Eq.(3.10) as the 

time dependent diffusion equation. Note that the diffusion approximation is only valid 

for an isotropic source, qo, and that no account is made for anisotropic sources. 

However, it is possible to incorporate an anisotropic source term into the diffusion 

equation under certain boundary conditions.
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Higher order approximations

The diffusion approximation effectively truncates the Boltzmann Hierarchy to only the 

first two equations. By applying less severe assumptions to the Boltzmann Hierarchy it 

is possible to include higher order equations. However, as more of the Boltzmann 

Hierarchy equations are included the mathematics becomes more complicated.

3.4 SOLUTIONS OF THE DIFFUSION EQUATION

3.4.1 TIME INDEPENDENT

The solution of the time independent diffusion equation,obtained by neglecting the 

first term in Eq.(3.10), for the case of an isotropic point source in an infinite medium 

is the Green’s function as follows:

_ (271)
rcD

exp

r
r \ 1

V l̂ J
I
r
y

(3.12)

Therefore the diffusion equation predicts an exponential fall-off of 0(r) away from the 

isotropic point source. Thus, it is useful to define an effective attenuation coefficient,^^ 

p,ff, given by

^eff =

t  \ i
1 (3.13)

The reciprocal of the effective attenuation coefficient is sometimes known as the 

diffusion length. The time independent solution of the diffusion equation is particularly 

useful in an NIRS technique known as Spatially Resolved Spectroscopy.^^
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3.4.2 TIME DEPENDENT

The solution of the diffusion equation^ for the case of an infinitely short pulse from an 

isotropic point source in an infinite medium is the Green’s function as follows:

0(r,r) = c{A%Dct) ^ exp
W e t  ^

(3.14)

Semi-infinite slab geometry

The diffusion equation has been solved for various simple geometries.^^ For laboratory 

experiments involving phantoms, and ultimately for imaging the compressed human 

breast, the geometry will be approximated to a semi-infinite slab illuminated on the 

surface by a collimated laser source. By making some further assumptions, the Green’s 

Function, Eq.(3.14), can be used to solve the diffusion equation for this geometry.^ 

First, it is assumed that all the incident photons from the collimated laser pulse create 

an "effective" isotropic photon source at a depth Zq below the slab surface, where Zq 

equals the transport scattering length, (|i/)  ̂ Second, an assumption is made that the 

photon density at both surfaces of the slab is zero. It is by no means clear that this is 

an appropriate assumption to make, however it does simplify the mathematics 

considerably. This boundary condition can be stated in cylindrical co-ordinates as 

follows,

O(p,0,t) = 0 (3.15)
0(p,rf,t) = 0

where d is the thickness of the slab and p is the distance from the optical axis on the 

surface of the slab. The boundary condition can be met by adding an infinite series of 

dipole photon sources which is known as the mirror charge method.^ The time 

dependent distribution of the photon current density, T(p,r,t), detected at a distance p 

from the optical axis on the surface of a semi-infinite homogeneous slab of thickness 

d when illuminated by an infinitely short pulse of light on the opposite surface can then 

be derived and is given by,
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3 5

r(p ,J ,0  = {AnDc) ^exp(-|i^cr) exp 

where Q(d,t) is the dipole source term given by

ADctj
Q{d,t)

Q{d,t) =
n=l, k=2n-l

(kd -  Zo)exp

/  \  
(kd -  Zq)̂

ADct
-  (kd + Zo)exp

-(kd  + Zg)'

4Dcr

(3.16)

(3.17)

The quantity T(p,r,t) is essentially equivalent to that which is measured by a physical 

detector and is commonly referred to as the transmitted intensity.

Several authors have used a more complex approach which assumes that the photon 

density falls to zero at an extrapolated boundary beyond the physical boundary by 

considering the impedance mismatch at the physical boundary.

As mentioned earlier, the diffusion approximation may only be considered valid for 

cases where Pa«(l-g)|Xj, and the detector is far from sources and boundaries. The first 

condition is generally true for soft tissues. However, the second condition is violated in 

calculating the transmitted intensity at the slab surface, although comparison with Monte 

Carlo simulations^ have shown that accurate estimates of the relative, rather than the 

absolute, transmitted intensity can be obtained.

The incorporation of inhomogeneous regions into transport theory involves more 

complicated mathematics and at present analytical solutions only exist for a few simple 

cases such as for point-like absorbers.^^’̂  ̂To model light propagation in more complex 

inhomogeneous media there are several numerical methods available which are described 

below.
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3.5 NUMERICAL METHODS

3.5.1 MONTE CARLO METHOD

The term Monte Carlo refers to numerical evaluations or simulations based on random 

sampling from appropriate probability distributions/^ The two most common 

applications are particle transport simulation and numerical integration. While numerical 

integration could be used to evaluate the fourth term in the radiative transfer equation 

for both homogeneous and inhomogeneous media, particle simulations represent the 

great majority of Monte Carlo applications in transport theory, even though they do not 

actually give a direct solution to the radiative transfer equation.

In its simplest form, known as analog Monte Carlo particle simulation, the photons are 

injected one by one into the medium and their history is traced until they are either 

absorbed or permanently scattered out of the medium.

Parameters such as the pathlength between interactions and the scattering angle are 

randomly sampled from probability distributions based on the known physics of the 

problem and useful quantities, such as the absorbed energy, are stored at desired 

locations. The parameters required for the model are identical to those used in the 

radiative transfer equation, namely \L̂ , jij and the scattering phase function (often a 

Henyey-Greenstein approximation is used). It is also possible to calculate quantities such 

as the temporally resolved transmitted intensity and reflected intensity by keeping track 

of the total pathlengths of photon trajectories.

This method has the advantages of being conceptually simple and allows direct handling 

of complex geometries, optical inhomogeneities and variations in refractive index. The 

significant disadvantage of this method is that it is extremely computationally expensive 

and the accuracy of the useful quantities only increases with the square root of the 

number of photon histories. Techniques to improve the accuracy of Monte Carlo 

simulations, for a given computation time, are known as variance reduction methods. 

However, these should be applied with caution and initially checked against analog
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Monte Carlo results.

A particular variance reduction method suited to highly scattering media is survival 

weighting. In this method, the photons are never totally absorbed, but rather are 

transported through the media with an associated weight. At each interaction a fraction, 

p % / ^ , o f a  photons weight represents deposited energy while the remaining fraction, 

|Xs / Pt , is the factor by which the photons weight is reduced.

Another variance reduction method generally used in conjunction with survival 

weighting is known as Russian roulette. It involves random sampling that terminates a 

low weight photon with a probability 1-v, where (0<v<l), so that the photon survival 

probability of v is accompanied by a compensating weight increase factor of v '\

Although variation reduction techniques reduce the computation time, Monte Carlo is 

still the most computationally expensive of all light propagation modelling methods. 

Therefore faster techniques, such as those incorporating diffusion theory, despite their 

approximations, are the currently preferred methods used in practical imaging 

experiments.

3.5.2 FINITE ELEMENT METHOD (FEM)

FEM is a numerical approach which may be used to describe light propagation in 

inhomogeneous media. It involves dividing the media into a large number of smaller 

volumes or elements which each have a single set of optical properties. This 

arrangement can also be considered as a mesh consisting of many nodes. The photon 

density at each individual node can be obtained by finding a solution to the diffusion 

approximation for all the nodes simultaneously via complex matrix manipulation. For 

each element a matrix equation is obtained for its unknown node values. These element 

matrix equations are then assembled into a single system matrix equation which can be 

solved. Interpolation functions are then used to approximately evaluate the photon 

density distribution within each element from its nodal values. Finally, the piecewise 

assembly of the individual elements provides a continuous map of the radiation
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distribution within the media. The FEM model has been shown to be in good agreement 

with the predictions of Monte Carlo simulations and the analytical solutions of the 

diffusion approximation for simple geometries.^® For simplicity and reduced computation 

time the FEM study by Arridge et af® was limited to a two-dimensional mesh and 

employed a linear interpolation function. FEM has the advantage of being applicable to 

any geometry and it is significantly faster than Monte Carlo. However, the technique is 

still computationally expensive, particularly when it is extended into 3-dimensions. Note 

that a higher order approximation to the Boltzmann equation could be used to improve 

the model, although this would increase the complexity of finding a solution and hence 

the computation time.

3.5.3 RANDOM WALK

In the Random Walk approach^^’̂ ’̂̂  ̂the media is again divided into smaller volumes, or 

voxels, and the photon can either move into an adjacent voxel or be absorbed depending 

upon the optical properties of the voxel. Initially this method assumed equal probability 

in any direction, equivalent to isotropic scatter, although later models have incorporated 

different probabilities for photon propagation direction, equivalent to anisotropic scatter. 

Random walk theory can derive useful expressions such as the probability of finding a 

particular photon at position r after N steps for a given lattice arrangement. 

Unfortunately, the mathematics becomes very complex for small N and can only be 

solved numerically. However, for a large number of steps, ( ie N »  r/1 where 1 is the 

step size), it is possible to derive analytic solutions. It should be noted that a large 

number of steps corresponds physically to a low probability of absorption (ie |Xa«M's ) 

which is also described successfully by diffusion theory. It is not clear at present if there 

is any advantage in using one approach over the other.
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CHAPTER 4

OPTICAL IMAGING

This chapter provides a general introduction to the various techniques which have been 

proposed and investigated as a means of imaging through highly scattering media in 

general, and human tissues in particular. As discussed in Sec.( 1.3.5) conventional 

transillumination of the breast was hindered by highly scattered photons which travel 

unknown paths through the breast and degrade the spatial resolution. Fortunately, the 

introduction of new technologies during the past ten years has provoked a revival of 

optical imaging in medicine.^^ The various technologies are reviewed, followed by a 

description of the imaging methods being pursued at UCL.

4.1 OPTICAL IMAGING TECHNIQUES

4.1.1 COLLIMATED TRANSILLUMINATION

An approach to improve the spatial resolution has been based on the detection of 

photons which have travelled directly through a scattering medium between a source and 

detector along the line of sight. These unscattered photons, or ballistic photons, are only 

influenced by the optical properties along the line of sight and hence contain the highest 

spatial resolution information. Therefore, several methods have been developed to detect 

ballistic photons, whilst disregarding the transmitted scattered photons.

Perhaps the simplest method of discriminating between ballistic and scattered photons 

is collimated transillumination. The principle of the method relies on the preferential 

detection of ballistic photons which are transmitted through a scattering medium 

undeviated, whereas scattered photons emerge from the surface at all angles. This is 

generally achieved using a collimated CW light source and a coaxial collimated detector 

which only permits the detection of photons emitted over a small acceptance angle to
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the line of sight. Jarry et a P  developed a scanning collimated transillumination system 

and reported a significant improvement in the spatial resolution compared to 

conventional transillumination. They imaged small metal objects embedded in 15 mm 

thick samples of mammalian tissue. Although 3 mm wide blades could be observed deep 

inside the sample, 1 mm diameter needles could only be observed near the surface. 

Several other authors^^^  ̂ have also achieved gains in spatial resolution using similar 

systems when imaging through media of low optical thickness. Jackson et al̂  ̂developed 

a sophisticated computerised tomographic method based on collimated transillumination 

to obtain slice images. They observed two opaque rods, each 12 mm in diameter, 

embedded in a paraffin wax cone of 80 mm diameter. As expected, the rod embedded 

15 mm from the surface was relatively well resolved compared to the rod embedded at 

20 mm below the surface. Kaneko et al̂  ̂developed a laser scanning system, employing 

a degree of collimated detection, for breast imaging studies. Despite enthusiastic claims 

of some utility to detect certain tumours,^* the spatial resolution and the demonstrated 

specificity were both poor.

The spatial resolution achieved by collimated transillumination is hindered by the 

detection of scattered photons which are scattered back along the line of sight. For a 

medium of low optical thickness the ballistic photons are dominant over the detected 

scattered photons and hence the improvement in spatial resolution. However, as the 

optical thickness of the medium increases the probability of detecting scattered photons 

which have strayed further from the line of sight increases. Furthermore, as the 

scattering coefficient of the medium increases the number of ballistic photons decreases. 

Therefore, for media of high optical thickness the detected scattered photons are 

dominant over the ballistic photons and there is negligible improvement in spatial 

resolution. Collimated transillumination is therefore limited to imaging through media 

of low optical thickness.

The transmission of ballistic photons through the breast may be easily evaluated by 

substituting typical breast optical properties (|Lis= 30 mm'% \L̂  = 0.005 mm'^ and d = 50 

mm) into Eq.(2.9) and Eq.(2.10) which gives a transmission probability of approximately 

e-1500 (effectively zero). Therefore collimated transillumination of the breast only detects
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highly scattered photons and so there is no improvement in spatial resolution compared 

to conventional transillumination.

A similar approach to collimated transillumination, known as spatial Fourier filtering, 

has been suggested by Wang et al.̂ * Their technique uses a lens, focal length f, to focus 

the photons emitted from the surface of a scattering medium to a position in the focal 

plane dependent upon the angle at which they were emitted. By placing a small aperture 

at the centre of the focal plane only light emitted normal to the surface will be 

transmitted. A second lens, focal length f, is placed at a distance 2f from the first which 

forms an image using the light passing through the aperture. Therefore, the technique 

provides an image generated only from photons which are emitted normal to the 

medium’s surface. However, spatial fourier filtering is still subject to the same 

limitations of collimated transillumination and is therefore limited to imaging through 

media of low optical thickness.

4.1.2 COHERENT IMAGING

Attempts have been made to discriminate between ballistic and scattered photons 

interferometrically using coherent sources. Whereas ballistic photons retain the coherent 

properties of the incident light, multiply scattered photons are effectively rendered 

incoherent. There have been several different coherent detection methods developed.

Several authors^ '̂^  ̂ have successfully demonstrated holography as an effective way of 

detecting the transmitted coherent light through scattering media. Abramson and Spears^® 

developed the use of a pulsed light-in-flight (LIF) holographic technique. This involved 

transmitting an ultrashort picosecond laser pulse through the scattering sample while a 

reference pulse from the same laser was sent directly to a holographic plate where it 

arrived coincident with the emerging light from the sample. Coincidence was achieved 

by introducing a time-delay so that the reference pulse arrived at the holographic plate 

simultaneously with ballistic photons from the sample. Thus, a hologram is created 

between the coherent ballistic photons and the reference pulse, while the scattered 

photons contribute an incoherent background noise. In practice, laser sources have a
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finite coherence time which is shorter than the pulse duration. This means that photons 

which are slightly scattered and are transmitted within the coherence time will retain 

some coherent properties with the source. Therefore any slightly scattered photons which 

are transmitted within the coherence time can also form part of the hologram. Hence the 

spatial resolution of the technique is limited by the coherence time of the laser source. 

The desire for improved spatial resolution has provoked the development of more 

sophisticated systems using femtosecond pulses which have shorter coherence times. 

Chen et af^ describe a femtosecond system using a CCD camera to detect the hologram. 

Computer processing of the hologram is employed to remove the incoherent background 

to improve contrast and averaging multiple holograms to improve the signal to noise 

ratio (SNR). They have reported imaging three 1 mm diameter wires embedded in a 4 

cm wide tank filled with a diffusing medium. However, it is certain that the diffusing 

medium, consisting of latex microspheres of unspecified concentration suspended in 

water, was not as highly scattering as breast tissue. Hyde et al̂  ̂ describe a picosecond 

system which detects the reflected, rather than transmitted, coherent signal from an 

object which enables depth-resolved images to be obtained. They employ a 

photorefractive crystal to record the hologram and report imaging a test object, 

consisting of concentric cylinders, through a scattering solution with millimeter depth 

resolution.

An alternative to an ultrashort pulse is to use a long pulse or CW light source with a 

short coherence time. In practice, the coherence time can be much shorter than the pulse 

duration. As before, scattered photons which are transmitted later than the coherence 

time are rendered incoherent and so the spatial resolution is limited by the coherence 

time of the laser source. This principle was employed in the original LIF experiments 

pioneered by Abramson et al which used a short coherence time CW light source. More 

recently Spears et a f  ̂ have used long pulses (approximately 5 ns) with much shorter 

coherence times (approximately 1 ps) in their chronocoherent imaging technique. The 

technique was employed to image a black letter "E" (8 mm x 2.5 mm) obscured by two 

ground glass diffuser plates. They also reported imaging a black letter "C" (1 cm x 0.2 

cm) through 28 slabs of parafilm which corresponds to 1.8 cm of breast tissue. The 

possible advantage of using longer pulses or CW light is that they involve less expensive
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technology than those incorporating ultrashort pulses. It must be noted that generally 

these holographic techniques are hindered by the presence of an incoherent background 

of scattered photons which substantially reduces the hologram contrast for media of high 

optical thickness. However, the photorefractive effect employed in the technique by 

Hyde et al*̂  is insensitive to the incoherent background.

Discrimination between coherent ballistic photons and incoherent scattered photons has 

also been attempted using non-linear optical processes "̂ '̂*  ̂which are strongly dependent 

upon the degree of coherent correlation between two beams. Reintjes et al̂  ̂ have 

developed techniques using non-linear optical Raman interactions. These have either 

used short laser p u l s e s , o r  long laser pulses with short coherence t i m e s . O n e  

technique was based on the phenomenon known as coherent anti-Stokes Raman 

scattering (CARS).®  ̂ In the CARS experiment a long laser pulse (approximately 8 ns) 

with a short coherence time (approximately 250 fs) and wavelength of 566 nm is split 

into a pump beam and a sample beam. The sample beam passes through a Raman cell 

to produce Stokes radiation at 740 nm which is used to illuminate the scattering media. 

A time-delay is introduced to the pump beam such that it arrives at a CARS cell 

coincident with the ballistic Stokes radiation. The transmitted Stokes radiation and pump 

beam are then combined in the CARS cell where they undergo the CARS effect to 

produce anti-Stokes radiation at 458 nm. Therefore, the intensity of the anti-Stokes 

radiation produced, determined by the coherent correlation between the transmitted 

Stokes radiation and pump beam, is mainly influenced by the intensity of the coherent 

ballistic photons. As the anti-Stokes radiation is emitted from the CARS cell at a 

different angle than the transmitted Stokes radiation and pump beam it can be easily 

detected by a CCD camera. Reintjes et al*̂  have reported obtaining sharp images of test 

bars, 0.5 mm thick, hidden behind 6 mm of raw chicken tissue. One problem with the 

technique is that the transmitted Stokes radiation and pump beam must be crossed at an 

angle in the CARS cell to ensure phase matching. Unfortunately, this leads to a reduced 

spatial resolution of images in the plane of the crossing angle.

Reintjes et af^ have also developed a technique using the phenomena known as 

stimulated Raman scattering (SRS). This is very similar to the CARS method, although
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the CARS cell is replaced with a Raman cell. A potential problem with this technique 

is that the Stokes radiation produced is emitted from the Raman cell in the same 

direction as the transmitted scattered Stokes radiation. This will lead to an incoherent 

background in the detected image, as experienced in holographic techniques. However, 

as there is no requirement for phase matching, there is equal spatial resolution of the 

images in all directions. A recent improvement to the technique by Bashkansky et al̂  ̂

is known as coherently amplified Raman polarisation (CARP) and utilises the 

polarisation properties of the SRS effect. This involves linearly polarising the Stokes 

radiation before it enters the scattering medium and polarising the pump beam either 

circularly or linearly at 45 degrees to this direction. The Stokes radiation produced in 

the Raman cell will then be perpendicularly polarised to the original Stokes radiation. 

Placing a polariser after the Raman cell will preferentially allow ballistic Stokes light 

to be detected as opposed to scattered Stokes radiation which will be randomly 

polarised. They have reported imaging a cross pattern of 1 mm thick bars hidden behind 

a 1 cm wide scattering cell filled with a solution of microspheres (corresponding to p /  

= 0.2 mm'^).

Polarisation discrimination has also been investigated by other a u t h o r s . S c h mi t t  et 

al̂ * demonstrated the ability to measure 0.1 % fraction of circularly polarised light 

through scattering suspensions of polystyrene spheres which suggested that it should be 

measurable through tissues up to 10 mm thick. Monte Carlo simulations and laboratory 

experiments reported by Bruscaglioni et al̂  ̂indicated that total depolarisation is reached 

after a depth of ten transport scattering lengths, which again suggests a limiting tissue 

thickness of about 10 mm.

Alternative attempts to distinguish between coherent ballistic photons and scattered 

incoherent photons have also included heterodyne detection t e c h n i q u e s . I n  general 

these involve a laser beam being split into a sample beam which illuminates the 

scattering media and a reference beam which is passed through an acousto-optical 

modulator to produce a frequency shift. The reference beam is then directed so that it 

interferes collinearly with the transmitted beam from the scattering media, e.g. with a 

Mach Zender interferometer. A heterodyne detector is then used to detect the beat
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frequency produced by the reference beam and the transmitted beam. As only the 

ballistic photons retain coherence with the reference beam, the amplitude of the beat 

frequency is directly proportional to their intensity. The incoherent scattered light forms 

an effective constant background noise which can in principal be removed. More 

sophisticated systems using coherent imaging techniques to perform optical coherence 

tomography (OCT) have been developed. Inabâ "̂  has reported a heterodyne coherent 

system and imaged various objects in scattering media, e.g a metal clip made from 0.7 

mm diameter steel wire embedded in 10 mm of chicken tissue. Incorporation of 

tomographic backprojection enabled slice images to be obtained of a new-born mouse 

head, approximately 1 cm diameter, which identified the skull and various regions of the 

brain.

In summary, although the coherent imaging methods described above have demonstrated 

some utility for media of low optical thickness, they are unlikely to be of use in thick 

tissues, such as the breast, where all the transmitted light is highly scattered and 

rendered incoherent.

4.1.3 TIME RESOLVED IMAGING

Until the relatively recent advent of ultrafast optical sources and detectors, the possibility 

of acquiring high spatial resolution images through thick, highly scattering media 

seemed formidable. However, when a scattering medium is illuminated with a short 

pulse of light the transmitted photons will travel different paths through the scattering 

medium and therefore have different flight times. The temporal distribution of the 

transmitted light is known as a temporal point spread function (TPSF). It follows that 

the shorter the flight time of the photon, the shorter its path through the medium. 

Therefore, for thick, highly scattering media, where there are no ballistic photons, the 

early arriving photons must have travelled paths closest to the line of sight. Thus, these 

photons are only influenced by the optical properties of a small narrow volume 

surrounding the line of sight which contains all the possible early arriving photon paths. 

Obviously, later arriving photons may have taken longer paths through the medium and 

thus explored a larger volume surrounding the line of sight. Therefore early arriving
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photons will contain higher spatial resolution information than later arriving photons, as 

illustrated in Fig.(4.1).

U N E  OF 
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Figure 4.1 Generation o f a TPSF through a scattering medium.

Several authors have demonstrated the potential effectiveness of using temporal 

discrimination to improve transillumination imaging with Monte Carlo simulations^ '̂^^ 

and theoretical analysis.^^’̂  ̂This has provoked the development of several time resolved 

imaging techniques.

In 1971 Duguay and Mattick^®  ̂ described an ultrafast camera which employed short 

infrared laser pulses, 10 ps in duration, to induce temporary birefringence in a Kerr cell 

which thereby acted as a very fast shutter. They describe an experiment^®  ̂ that used the 

ultrafast camera to observe a 1 cm thick scattering cell, containing milk particles 

suspended in a water-alcohol mixture (p./ = 0.3 mm'^), which was illuminated with short 

green pulses of 10 ps duration. The infrared pulses were appropriately delayed to 

coincide with the green pulses passing through the cell. Therefore, the high speed film 

in the ultrafast camera was exposed for 10 ps and produced a photograph of the green 

pulse in flight through the cell. The ultrafast camera was subsequently used by Martin 

et al̂ °̂  to obtain reflection images from an isolated mammalian heart. More recently 

several researchers have used the optical Kerr gate for time-gated transmission imaging. 

Wang et al̂ °̂  have reported submillimeter resolution through 3.5 mm of human breast 

tissue using an optical Kerr gate system. A sophisticated Kerr gate system described by
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Kalpaxis et al’̂  employed a backprojection reconstruction algorithm to obtain three 

dimensional images of a rubber T-shaped object embedded in a 55 mm scattering cell 

containing 2% from stock intralipid solution (it is unclear whether it was a 100% or 

10% stock intralipid solution). Liang et al^^ have combined a Kerr gate system with 

spatial Fourier filtering in an attempt to further improve spatial resolution. They reported 

imaging a 2 mm thick object, containing various concentrations of intralipid solution, 

embedded in a 55 mm scattering cell containing 0.2% intralipid solution. Unfortunately, 

the main disadvantage of these Kerr gate techniques is the limited dynamic range in the 

opacity of the Kerr cell. M e a s u r e m e n t s h a v e  revealed a maximum Kerr-gate 

transmission of 2% when open compared to 0.005% when closed. Therefore, although 

the Kerr gate enhances detection of early arriving photons, the spatial resolution of the 

images is hindered by the presence of later arriving, highly scattered photons.

Alternative ultrafast technologies have enabled direct measurement of the TPSF. 

Time-gating can then be performed by integrating the TPSF over a desired time-window 

(Fig.(4.2)). The advantage of this approach over all previous methods is that time-gated 

images can be generated for any chosen time-window and, in principle, will have no 

contribution from later arriving light.

Intensity

TPSF

Early light 
arrives in the 
Tim e-W indow

Tim e-gated Im ages 
generated using the 
area o f  the T PSF in 
the T im e-w indow

Tim eTim e-W indow

Figure 4.2 Principle of time-gated imaging.
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Berg et describe a system based on the time-to-amplitude converter (TAC) for 

measuring the TPSF through a scattering object. A laser pulse is used to illuminate the 

scattering object and the transmitted photons are detected on a photon-counting micro- 

channel plate photo-multiplier tube (PMT). The signal from the PMT is fed through a 

fast amplifier and a discriminator to the TAC. The output signal from the TAC is then 

fed to a multichannel analyser in which a histogram of the photon arrival times (i.e. the 

TPSF) is formed and can be recorded on computer. The system was used to measure the 

TPSF through breast tissue samples and the first time-gated images of a tumour within 

a 30 mm thick breast sample {in vitro). The same system was employed by 

Andersson-Engels et al̂ °̂  to image 5 mm diameter black rubber cords embedded at 

different depths in both a 35 mm thick paraffin phantom and 34 mm thick sample of 

breast tissue {in vitro). They also used the system to scan across part of a human hand 

{in vivo) which identified the finger bones. Benaron and Stevenson^®  ̂developed a similar 

system, known as the time-of-flight and absorbance (TOFA) scope to obtain time 

resolved images of a dead rat. These revealed several major internal features of the rat, 

such as the heart, liver, spleen, pancreas, and intestinal gas. The system was adapted to 

obtain tomographic slice images of the neonate brain {in vivo) and was able to identify 

severe incidence of brain haemorrhage.However, the disadvantages of these TAC 

systems are the relatively low maximum photon count rate (around 2x10̂  ̂photons per 

second) and the low temporal resolution of the detector ( about 100 ps at best).

An alternative device which enables a TPSF to be sampled with very high temporal 

resolution when illuminated with a train of laser pulses is a streak camera. Photons 

transmitted through a small input slit at the front of the streak camera are incident on 

the photocathode of a streak tube which converts them into electrons. These electrons 

are directed towards a phosphor screen at the end of the streak tube by accelerating 

electrodes. A sinusoidal potential is applied to deflection plates within the streak tube 

which is synchronised to the train of laser pulses. Hence, the deflection plates cause the 

electrons to be continuously swept across the surface of the phosphor screen creating a 

streak image. Therefore the streak image represents an intensity versus time 

measurement of the photons transmitted through the slit. The streak camera is able to 

sum the streak images produced by multiple pulses with a temporal resolution of
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approximately 20 ps. Generally, a CCD camera is mounted on the rear of the streak 

camera to detect the streak image. By averaging the streak image along the slit axis a 

streak profile, i.e. a TPSF, may be obtained which can be stored on a computer. Hebden 

et al*̂ °'̂ ^̂  have reported the use of a streak camera system to measure TPSFs through 

various scattering media. One experiment^ involved two-dimensional imaging of 

opaque and transparent spheres (8 mm in diameter) embedded at different depths in a 

51 mm thick scattering cell containing a solution of latex microspheres ( |L i /  = 0.2 mm'^). 

This was further extended^ using tomographic reconstruction techniques to obtain slice 

images of six glass tubes of various diameters embedded in a larger cylinder (50 mm 

in diameter). The cylinder and tubes were filled with a scattering solution of nondairy 

creamer ( |L i /  = 0.3 mm ') and the tubes were filled with different concentrations of 

absorbing dye. A streak camera system, similar to that used by Hebden et al, is used in 

my Ph.D. research and is discussed in more detail later. The principal disadvantages of 

streak cameras are the relatively small effective light collection area (about 1 mm^) and 

the high cost (>£50K).

Time-gated imaging has been demonstrated, both by simulation and experiment, to 

significantly improve the spatial resolution of images obtained through highly scattering 

media compared to conventional transillumination. However, there are several main 

disadvantages of the technique. First, time-gating, by definition, is extremely inefficient 

as only the early arriving photons are used while later arriving photons are discarded. 

Second, although a smaller time-gate should, in principle, improve the spatial resolution, 

it is accompanied by a decrease in the number of detected photons. Therefore there is 

a limit to how small the time-gate can be made before there are insufficient photons 

transmitted to give adequate SNR, and the images become dominated by noise. Hebden 

et have reported that time-gated images through highly scattering breast-like

media are limited to a spatial resolution of approximately 1 cm compared to several 

centimetres for conventional transillumination. Therefore time-gated imaging can still 

not obtain the spatial resolution adequate for breast screening. A novel technique 

introduced by Hebden and Delpy"^ has attempted to enhance the performance of the 

time-gated method. This technique, called temporal extrapolation, is the principle method 

employed in my Ph.D. research and is discussed in Sec.(4.3).
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4.1.4 FREQUENCY DOMAIN IMAGING

Since any measurement in the time domain can be equivalently expressed in the 

frequency domain, researchers^^’̂ ’̂̂ ®̂’̂ ^̂  have sought to acquire transmitted light 

information in the frequency domain directly. The main advantage of this approach is 

that CW light sources and detectors can be employed which are generally significantly 

less expensive than the time domain systems. In theory, a time domain measurement, 

with 20 ps temporal resolution, could be achieved in the frequency domain by intensity 

modulating a CW light source over a range of frequencies from zero to 50 GHz and 

detecting the modulation depth and phase shift of the transmitted light. A Fourier 

transform of this hypothetical data could then provide the TPSF as measured in the time 

domain. Unfortunately, in practice there are severe technical lim itations.F irst, for low 

frequencies there is a very small change in the phase shift of the transmitted light which 

is hard to measure accurately. Second, for very high frequencies there will be phase 

shifts greater than 2n which can only be accounted for using phase unwrapping 

techniques. Also at high frequencies the modulation depth decreases and may be hard 

to measure. Finally, current technical limitations mean that gigahertz modulation 

frequencies are not available. At present, for several centimetres of tissue a frequency 

range between 200 - 500 MHz can be used where the modulation depth is still large 

enough to be measured and the phase shift is significant but still below 2n. At this 

limited range of frequencies it is not possible to fully reconstruct the TPSF with the 

equivalent temporal resolution of a streak camera. Duncan et al̂ ®̂ reported that for low 

frequencies up to approximately 300 MHz across 4 cm of adult head, their is a linear 

relationship between the phase shift, and the modulation frequency, co, given by

(j) =  CO .<t> , (4*1)

where <t> is the mean flight time of the TPSF. Therefore, for existing frequency domain 

systems it is possible to measure the mean flight time of the transmitted photons, 

although the shape of the temporal distribution can only be measured with around 2 ns 

resolution. The results reported by Duncan et al̂ *̂ are given in Fig.(4.3)-(a) and show 

a TPSF, with its corresponding <t>, measured in the time domain using a streak camera
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system across 4 cm of adult head. Also shown in Fig.(4.3)-(b) is the corresponding 

phase shift and modulation depth, M^, in the frequency domain, calculated as the 

Fourier transform of (a).
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Figure 4.3 A typical TPSF in the (a) time and (b) frequency domain.

Note that at frequencies from about 300 MHz up to 500 MHz there is a slight departure 

between phase shift and co.<t> due to the skewness of the TPSF. Unfortunately, present 

technological limitations prevent the direct measurement of any higher frequency 

information.

The closely related field of near infrared spectroscopy (MRS) is concerned with 

measuring changes in the average optical properties of a large tissue volume, e.g the 

brain, and relating them to changes in various tissue chromophore concentrations. As 

<t> is influenced by the optical properties of the average volume explored by all the 

transmitted photons it may be used to quantify these changes. Duncan et al̂ °̂ have 

reported the use of a frequency domain system for clinical measurement of <t> in 

preterm babies. An advantage of frequency domain systems is that they are small 

enough to be used clinically in intensive care units.

Whilst frequency domain systems have found great success in NIRS they have only 

recently been employed for optical imaging. Gratton et al^ ‘̂ used a frequency domain 

system to obtain images through a hand {in vivo) which revealed internal stmctures such 

as bones and blood vessels, claiming a spatial resolution of about 1 mm. Fantini et al̂ ^̂
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have reported the use of a frequency domain system for imaging the breast {in vivo) and 

detection of a tumour approximately 1.5 cm in size. The effectiveness of prototype 

frequency domain breast imaging systems is currently being assessed through clinical 

trials by Siemens AG and Carl Zeiss in Germany.

4.2 ITERATIVE RECONSTRUCTION IMAGING

The imaging techniques described so far have attempted to detect either ballistic photons 

or those confined to a small, narrow volume surrounding the line of sight, whilst 

disregarding the highly scattered transmitted photons. An alternative approach^^ "̂^^  ̂ is 

based on the assumption that given a set of measurements of transmitted light between 

pairs of points on the surface of an object, there exists a unique three dimensional 

distribution of internal scatterers and absorbers which would yield that set. The 

reconstruction of this distribution from the measurements is an example of an inverse 

problem. Schweiger et al̂ ^̂  have approached the inverse problem using an iterative 

reconstruction algorithm outlined in Fig.(4.4).
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Figure 4.4 Principle o f the iterative reconstruction algorithm,
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A photon propagation model is applied to an initial guess of the distribution to generate 

model measurements. The model used was a numerical solution of the diffusion equation 

using FEM (see Sec.(3.5.2)). Comparison of the actual and model measurements leads 

to a correction of the distribution, which can be iteratively re-fed into the model until 

the difference between the model and actual measurements is sufficiently small. The 

highly ill-posed nature of the inverse problem and noise in the actual measurements 

requires régularisation methods to be employed in the algorithm.

The measured quantity can, in principle, be any property of the transmitted light, even 

total transmitted intensity. However, in practice, higher moments of the TPSF are found 

to be more suitable. The mean flight time, <t>, for example, is found to be far less 

dependent on surface interactions than total transmitted intensity. If available, several 

independent measurement quantities are employed, since the more information provided 

about the transmitted light the better defined the inverse problem becomes. Schweiger 

et a l have used measurements of <t> to generate a two-dimensional slice image of two

5.1 mm diameter plastic rods of different scattering properties (p / = 6.5 mm'^ and 1.5 

mm'% Pa= 0.09 mm ’ for both) embedded in a larger 70 mm plastic cylinder (p / =1.5 

mm"’ and p  ̂ = 0.04 mm ’). Arridge et al’̂  ̂’̂  ̂ have demonstrated the same technique 

theoretically using computer simulated data. Although significantly faster than Monte 

Carlo an iterative FEM reconstruction algorithm is still highly computationally 

expensive, particularly when extended into 3-dimensions.

4.3 TEMPORAL EXTRAPOLATION

One of the objectives of my Ph.D. research has been to assess the utility and limitations 

of an extension of time-gated imaging known as temporal extrapolation. This concept 

was originally suggested by Hebden and Delpy”  ̂who used it to obtain two-dimensional 

time resolved extrapolated images of opaque and transparent spheres (8 mm in diameter) 

embedded at different depths in a 51 mm thick scattering cell containing a solution of 

latex microspheres (p / = 0.76 mm ’) and a NIR absorbing dye (p  ̂= 0.011 mm ’). The 

technique attempts to extract high resolution information by fitting a mathematical 

model of photon migration to all or part of the TPSF in order to improve the estimation
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of the short pathlength photons. The model is then used as if it represented a noise free 

estimate of the original data and images are created using the predicted intensities of 

short pathlength photons. Despite the limitations of using simple models which assume 

homogeneous media, the experimental results for inhomogeneous phantoms have so far 

been encouraging."^'^^^’̂ *̂'̂ ®̂

The argument in support of this method is based on the observation that the transmitted 

intensity of photons of all pathlengths are influenced to some degree by the optical 

properties along the line of sight. Thus the model fitting provides a means of 

extrapolating a TPSF, known to be smooth and continuous, to shorter flight times where 

the spatial resolution is higher. Obviously, this extrapolation technique cannot generate 

high resolution information from data in which it not already contained, and therefore 

relies upon how accurately the model can infer the true population of short pathlength 

photons from longer pathlength photons. Selecting the degree of complexity of the 

model involves compromise between the need to reproduce the shape of the data and 

the need to suppress the random effects of noise. So far in my Ph.D. research relatively 

simple models such as the semi-infinite slab solution to the time dependent diffusion 

equation (Eq.(3.20)) as formulated by Patterson et al^ (subsequently known as the PCW 

model), have been shown to satisfy this compromise particularly well. In practice, the 

transmitted intensity function, T(p,d,t), is integrated over a finite aperture of radius R 

centred on the line of sight, where R is the radius of the detector. However, since the 

apparatus used to measure the TPSF does not measure transmitted intensity in absolute 

units, when fitting to experimental data the function T(R,d,t), is scaled by an arbitrary 

constant A.

An inherent problem in using a diffusion theory model is its inability to describe the 

transmitted intensity of photons from an incident laser pulse at very short times. This 

is because these photons will not have had time to undergo multiple large angle 

scattering which is inadequately described by diffusion theory that assumes an isotropic 

source. Furthermore, the diffusion approximation does not satisfy the principle of 

causality. In other words, a transmitted intensity can only be measured at some distance 

from the source after at least the time for straight propagation from the source has
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elapsed. However, in the diffusion approximation a non-zero intensity exists at all points 

in the volume at the instant following the generation of the isotropic point source 

(approximated to the photon entry time) which is obviously non-physical. For time- 

gating experiments, time zero is chosen to be the time at which a ballistic photon 

emerges from the slab. Therefore when fitting the PCW model to a measured TPSF, the 

time, t, includes an offset, tg, equal to the ballistic flight time. Thus, in my Ph.D. 

research the actual expression used in the fitting procedure is given by

. 3  _5  -
T{R4,t) = AD ^exp(-|i^c(r-y) exp

,2 (4.2)
dç) ,

where Q(d,t-tg) is the dipole source term given in Eq.(3.17).

The appeal of this model is the relatively simple mathematics involved in fitting it to 

an experimental TPSF . Despite the various approximations and assumptions made in 

its derivation, it does nonetheless appear to correspond very well to experimental TPSFs 

obtained through homogeneous media, yielding realistic values for and ) L i /  (see 

Chapter 6). Although the PCW model is only strictly valid for homogeneous media it 

is still possible to obtain reasonable fits for inhomogeneous media if all the parameters 

(  | L i a ,  | L i / ,  A and tg) are allowed to vary during the fitting procedure (see Chapter 6 ) .  

Experiments show that although the final fit parameters themselves may not be 

particularly meaningful, it is still possible to use the fit for extrapolation.

A typical example of the PCW model fitted to an experimental TPSF obtained through 

an inhomogeneous medium, (see Sec.(6.2)), is given in Fig.(4.5),
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Figure 4.5 Principle o f temporal extrapolation.

This illustrates the inherent limitation of time-gating and also reveals the basis for the 

reasonable success of the temporal extrapolation technique. The PCW model curve 

(dashed line) aligns closely with the experimental TPSF (solid line) and is able to 

continue the general trend to smaller integration times where the experimental TPSF 

becomes dominated by noise. The accuracy of the extrapolation will decrease with 

decreasing flight time and research described in Chapter 6 has sought to investigate 

whether or not it is possible to extrapolate far enough to produce images with a spatial 

resolution adequate for breast screening.
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CHAPTER 5

THE TIME RESOLVED NIR IMAGING SYSTEM

This chapter describes the time resolved NIR imaging system which has been employed 

and developed during my Ph.D. research. The overall purpose of the time resolved NIR 

system is to obtain time resolved images of highly scattering media when illuminated 

with short pulses of NIR radiation. Described in more detail below is the experimental 

apparatus which is used to acquire the TPSFs and the data processing required to 

generate time resolved intensity images.

5.1 EX PER IM ENTAL APPARATUS

A schematic representation of the experimental set up, similar to that reported by 

Hebden et al,“®'“  ̂ is given below.

Mirror
Tr.sapphire laser Argon Ion laser

N D  F ilte r
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Figure 5.1 The time resolved NIR imaging system.

59



5.1.1 THE SYSTEM COMPONENTS

Near infrared pulses, a few picoseconds in duration, are produced at a rate of 82 MHz 

by a Spectra-Physics Tsunami Ti:Sapphire laser pumped by a Spectra-Physics 2040 

Argon-ion laser. The wavelength of the NIR pulses may be tuned between approximately 

700 nm to 900 nm. The maximum average output power of the Tsunami is 

approximately 1.5 Watts when pumped at approximately 8 Watts. A beam splitter is 

used to divide the beam of pulses into a reference pulse and a much more intense 

diagnostic pulse. The diagnostic pulse, 3 mm in diameter, is directed, via mirrors, onto 

the object’s surface. The light emitted from a small area on the opposite surface of the 

object, collinear with the diagnostic pulse, is collected by a 2 mm wide optical fibre 

bundle coupled to the input slit of a Hamamatsu C l587 streak camera. Meanwhile, the 

reference pulse is relayed via another fibre directly to the input slit of the streak camera. 

Generally, the optical pathlengths of the reference and diagnostic arms are adjusted such 

that the reference and diagnostic pulses arrive at the streak camera simultaneously in the 

absence of an object. The reference pulse therefore allows absolute temporal alignment 

of the TPSFs at a later stage in the data processing (see Sec.(5.2.1)). The streak camera 

(see Sec.(4.1.3)) is synchronised with the train of pulses using the modelocker signal 

from the Ti:Sapphire laser. This measures the temporal distribution of the light 

transmitted through its input slit which is exhibited as a streak image on the phosphor 

screen. The streak camera generates streak images with a temporal resolution of 

approximately 20 ps. It is important to ensure that the streak camera is not damaged by 

excessive exposure by inserting appropriate neutral density (ND) filters into the beam 

when necessary.

A Hamamatsu C3640 CCD camera is mounted on the rear of the streak camera to record 

the streak image on the phosphor screen. It is operated for routine usage via 

Hamamatsu’s own software, PCTA version 6.0a. The camera is based on a 1024x1024 

CCD which, in practice, is binned to a 512x512 array to decrease the streak image 

transfer time between the CCD camera and the computer. As discussed in Sec.(4.1.3), 

when the streak image is averaged in the spatial direction of the streak camera it 

produces a streak profile (TPSF). The random noise in the TPSF is reduced by
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accumulating several streak images and averaging. The acquisition parameters consist 

of an integration time, i.e. the exposure time per frame, and an accumulation count, i.e. 

the number of frames taken. Therefore the total exposure time per TPSF is equal to the 

integration time multiplied by the accumulation count. To obtain the optimum dynamic 

range for the TPSF the integration time should be sufficiently long for the streak image 

to totally fill the memory buffer available for a single frame. To obtain the optimum 

SNR for the TPSF the accumulation count must be maximised in accordance with the 

computer memory limitations. The PCTA software outputs a single frame as 12-bit data 

and has a maximum available storage memory of 16-bits. This implies an acquisition 

of 16 full frames before saturation. However, in practice, the integration time and 

accumulation count are not fully optimised in order to maintain the experiment duration 

within a comfortable limit (e.g. a few hours).

The software also performs a dark correction, shading correction, and linearity correction 

to the streak image. The dark correction compensates for the dark current produced by 

the CCD camera by subtracting an image recorded with the shutter closed from each 

streak image. The shading correction compensates for the non-uniform gain across the 

phosphor screen of the streak camera by normalising the streak image to a calibration 

image obtained under uniform illumination. The linearity correction compensates for the 

non-linear sweep of the photon electrons across the phosphor screen in the streak 

camera. Non-linearity arises from the sinusoidal form of the sweeping voltage which 

causes the sweep speed to be lower at the beginning and end of a sweep. This non- 

linearity causes a distortion to the temporal axis of the streak image which becomes 

more pronounced at slower sweep speeds. The Hamamatsu C l587 has four sweep speeds 

which correspond to maximum temporal widths across the phosphor screen of 0.75, 1.0, 

2.0, and 3.6 ns. These are subsequently referred to as streak times 1, 2, 3, and 4 

respectively. Unfortunately, in order to acquire the majority of the TPSF through breast­

like media it is necessary to use the slower streak s p e e d s ^ f o r  which the non- 

linearity is more significant. The linearity correction is performed by approximating the 

sweep speed of the streak camera to a fourth or fifth order polynomial function. The 

polynomial coefficients, known as linearity coefficients, are determined for each streak 

time from a calibration experiment, and are used to rescale the temporal axis of the
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TPSF following each acquisition. Therefore, a possible source of error in the temporal 

axis of the TPSF arises from the approximations in the linearity correction. Finally, the 

resulting dark-, shading-, and linearity-corrected TPSF, with its corresponding reference 

pulse profile, are stored on the computer disk as two separate data files, each consisting 

of 512 time, intensity data pairs.

5.1.2 AUTOMATION OF THE SYSTEM

In order to obtain a time resolved image it is necessary to acquire TPSFs corresponding 

to multiple lines of sight through the object. For this single channel system this may be 

achieved by scanning the diagnostic beam and streak camera fibre bundle in parallel 

across the surface of the object. In practice, however, it is easier to translate the object, 

while the streak camera fibre bundle and diagnostic beam remain stationary. Previous 

experiments have employed motorised translation stages to move the object either in one 

dimension (ID) or two dimensions (2D) relative to the diagnostic beam and streak 

camera fibre. When a 2D time resolved image is required the object is translated in a 

raster-scanning fashion. The resulting time resolved image may consist of a single image 

row, for a ID scan, or multiple image rows, for a 2D scan. However, this procedure 

involves the use of translation stage software to move the object, in addition to the CCD 

camera software to acquire the TPSFs. In practice, running two programs simultaneously 

proved to be both time-consuming and tedious and the procedure was in desperate need 

of automation.

The initial stage of my Ph.D. research involved the development of an automation 

program which combined and improved the existing translation stage and CCD camera 

software. The automation program, which I developed in the C programming language, 

is provided a list of instructions that are contained in a "script" file. These instructions 

are used to operate either the translation stage or CCD camera. Several script files were 

created to control various imaging procedures. For example, one script file automatically 

raster-scans the object in two-dimensions, whilst acquiring and storing a TPSF and 

reference pulse profile at 2 mm intervals. The implementation of the automation 

program has significantly reduced the previous tedious nature of imaging experiments.

62



simplified the user operation, and increased the rate of data acquisition by a factor of 

ten. This has enabled more ambitious imaging experiments to be performed which were 

previously impractical due to time constraints. However, total automation of the system 

has been hindered by several technical limitations. One significant problem is the 

inherent laser instability. In practice, a person must be present at all times during an 

imaging experiment to ensure that the laser tuning is optimum. Small adjustments are 

required about every 15 minutes to optimise the Tsunami output power and to ensure 

pulse stability. That person must also check that the streak camera fibre remains in 

contact with the object’s surface during scanning. Should any problems occur, the 

automation program includes a pause command which halts the imaging procedure until 

prompted by the user to continue. This allows the apparatus to be checked and any 

problems rectified during the imaging experiment.

Obviously, an inherent limitation on the experimental duration is the exposure time, 

which, for a given diagnostic pulse intensity, cannot be decreased without compromising 

the SNR of the data. However, in practice this only accounts for a small proportion of 

the overall experimental time. At present, the majority of the time per acquisition is 

consumed transferring the streak image to the computer via the CCD camera and 

applying the various corrections to it. In principal, this time could be decreased by 

storing each streak image on the computer and applying the various corrections after the 

experiment. However, there is a large cost in computer memory by storing large streak 

image files rather than smaller streak profile files. Furthermore, it is useful to check the 

streak profiles throughout the experiment for any distortions that may occur which 

require corrective action.

5.2 DATA PROCESSING

The TPSFs and reference pulse files that are generated by imaging experiments are 

normalised for variations in exposure time and converted into time resolved intensity 

images via several automated data processing steps outlined below.
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5.2.1 TEMPORAL ALIGNMENT

The triggering circuit in the streak camera, which synchronises the sweep voltage to the 

modelocker of the Ti:Sapphire laser, will cause streak images to experience small, 

random, temporal shifts, known as trigger jitter. This will affect the temporal position 

of the TPSFs acquired during an imaging experiment. Therefore the initial step of the 

data processing involves absolute temporal alignment of the TPSFs. This is achieved by 

least-squares fitting a Gaussian function to each reference pulse profile, see Fig.(5.2)-(a), 

and aligning the Gaussian centres to a common zero time. As the reference pulse and 

diagnostic pulse were initially aligned in the absence of an object it is necessary to 

temporally offset the reference pulses by a constant, tg, to account for the refractive 

index of the object. This value is calculated as follows,

= — in -  1) , (5.1)

where d = the object thickness, n = the refractive index of the object, and Cq = the speed 

of light in a vacuum.

The same temporal shifts are then applied to the corresponding TPSFs, such that zero 

time is the time at which a ballistic photon would be detected. This new set of TPSFs 

are subsequently known as temporally aligned TPSFs.

5.2.2 DECONVOLUTION - GAUSSIAN SUBTRACTION

The temporally aligned TPSFs represent the true TPSFs convolved with the response of 

the detector. The detector response can be considered to be a smooth narrow function 

with a FWHM of about 20 ps, plus a very broad, low power component due (according 

to Hamamatsu Photonics) to the scatter of light in the optics that couple the CCD and 

streak camera. Consequently, the true TPSF appears to be very slightly broadened and 

superimposed upon a broad, low intensity background. This convolution effect is evident 

in the temporally aligned TPSFs which have non-zero intensity values at zero, and even
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negative times, which is obviously non-physical. Although the slight broadening effect 

is not a particular hindrance to data analysis, the broader low intensity background is 

a major source of uncertainty in evaluation of the low level signal in the TPSF. 

Deconvolution of this detector response is technically very difficult and a reliable 

method has not yet been devised. Instead, the slight broadening effect is taken to be 

negligible and the broad low intensity background is assumed to be an addition to, rather 

than a convolution with, the true TPSF. This broad low intensity background can 

therefore be accounted for by the subtraction of a broad low level Gaussian from each 

temporally aligned TPSF. This background Gaussian, see Fig.(5.2)-(b), is calculated as 

follows. First, the centre of the Gaussian is assumed to occur at a position on the time 

axis corresponding to the centre of gravity of the temporally aligned TPSF. Second, the 

maximum amplitude of the Gaussian is assumed to be a constant proportion, k, of the 

total area of the temporally aligned TPSF. The value of k is estimated empirically from 

a mean TPSF generated from all the temporally aligned TPSFs. Finally, the Gaussian 

width is fixed by anchoring the Gaussian to a point on the temporally aligned TPSF 

corresponding to a negative time where only the convolved signal can exist. This anchor 

point is characterised by an anchor time and an anchor intensity. The temporally 

aligned, Gaussian subtracted TPSFs are then taken to be the true TPSFs and are 

subsequently known as corrected TPSFs.
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Figure 5.2 (a) Reference pulse (solid line) with corresponding Gaussian 

fit  (dashed line), (b) TPSF (solid line) with corresponding background 

Gaussian fit  (dashed line).
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5.2.3 TIME RESOLVED INTENSITY IMAGES

Time-gated images are generated by integrating the corrected TPSFs over the time- 

window of interest and displaying the integrated intensities as a function of position. In 

practice, the actual percentage of the total transmitted light obtained through an object 

with a streak camera is object dependent. Typically about 90% of the TPSF is sampled 

for the breast-like phantoms described in Chapter 6. Therefore a conventional 

transillumination image can be approximated by integrating the corrected TPSFs over 

all the available time-window. As discussed in Sec.(4.1.3), due to the lack of early 

arriving photons, time-gated images acquired at small time-windows can be dominated 

by noise which limits the image spatial resolution. However, a further improvement in 

spatial resolution may be achieved using the temporal extrapolation technique as 

described in Sec.(4.3). This involves fitting the PCW model to the corrected TPSFs. By 

substituting the corrected TPSFs with their PCW model fits it is possible to generate 

temporal extrapolation images.

Computer software was written in the C programming language which applies all these 

data processing steps, both automatically and systematically, to the data files generated 

from the imaging experiments described in the next chapter. Further development of the 

system and software became necessary during the course of my research and is also 

described in the following chapter.
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CHAPTER 6

EXPERIMENTAL STUDIES

This chapter describes the experimental studies conducted with the time resolved 

imaging system described in the preceding chapter. The main motivation of these studies 

is to assess the ability of the time resolved NIR system to image through highly 

scattering media and quantify the performance in order to indicate the potential of the 

methodology for breast imaging in the future.

6.1 EVALUATION OF SPATIAL RESOLUTION PERFORMANCE

6.1.1 INTRODUCTION

An imaging experiment was devised to determine the optimum spatial resolution that the 

temporal technique could achieve through a breast-like medium. The spatial resolution 

measurements were performed using the method developed by Bentzen.^^^ This method 

is based upon the reasonable assumption that the Line Spread Function (LSF) of an 

imaging system may be approximated by a Gaussian distribution. The LSF for a linear 

system is the derivative of the edge response function (ERF) and Bentzen provides an 

approximate expression for the finite integral of a Gaussian, consisting of an inverse 

polynomial. Previous work involving this technique has given sensible results. However, 

it should be noted that time resolved imaging is nonlinear and therefore the Bentzen 

method should be applied with some caution. The ERF may be obtained by recording 

the modulation in signal corresponding to the detection of a sharp boundary between 

media of highly contrasting transmittance. Four parameters which describe the response 

(the edge position, the maximum and minimum intensities of the edge profile, and a 

width parameter (a) corresponding to the standard deviation of the corresponding 

Gaussian LSF) may be obtained by least squares fitting the inverse polynomial to the 

measured signal. Since the modulation transfer function (MTF) of the system is equal

67



to the Fourier modulus of the LSF, the width parameter is inversely proportional to the 

spatial frequency at which the MTF falls to some arbitrary fraction of its maximum. The 

spatial resolving power of a medical imaging system is often defined as that 

corresponding to a 10% response on the MTF curve, which can be shown to imply 

a spatial resolution (Ax) given by

Ar=2.93(T (6.1)

6.1.2 EXPERIMENT

In order to obtain ERFs from which the spatial resolution could be evaluated the 

phantom shown below, Fig.(6.1), was constructed.

O p a q u e
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Highly scattering  
breast-like m edium  
( = 0.8 mm ’) —

= 0.01 m m ’)

Laser Pulse
51 mm

E dge

Transparent
box

Figure 6.1 The ERF phantom.

It consists of a rectangular, transparent, plastic box (internal dimensions 

150x100x51mm), containing an opaque mask located parallel to and halfway between 

the two largest sides. The vertical edge of the mask was located approximately halfway 

between the two smallest sides of the box. The box was filled with a scattering solution 

comprised from an aqueous suspension of non-absorbing 1.27p.m-diameter latex
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microspheres. The scattering properties of the solution, as calculated from Mie theory, 

were g = 0.918 and |Ltg = 9.80 mm'^ at 790 nm, the wavelength at which the experiment 

was performed. This implies a transport scattering coefficient of 0.803 m m '\ The 

refractive index of the scattering solution at 790 nm was 1.33. A near infrared dye was 

then added that produced an absorption coefficient of = 0.01 m m '\ These optical 

coefficients are within the range of values expected for breast tissue (see Table (2.1)).

The time resolved imaging system was used to automatically translate a beam of pulses, 

wavelength 790 nm and incident power 0.75 W, 50 mm horizontally across the object 

in 1 mm steps, while recording the TPSF at each position. The acquisition parameters 

used were a fixed accumulation count of 10 and an integration time increasing from 0.5 

s to 5 s as the mask moved across the line of sight. The vertical edge of the mask was 

aligned such that it intercepted the line of sight midway through the 50 mm scan. Streak 

time 3 (corresponding to a full temporal width of 2.3 ns) was used to obtain the majority 

(~ 90%) of the power in the TPSF. ERFs were then generated from the corrected TPSFs 

and PCW model fits. Note that when this experiment was performed the Gaussian 

subtraction had not yet been incorporated into the automatic data processing software 

and so a Gaussian was manually fitted to and subtracted from each TPSF.

6.1.3 RESULTS

Corrected TPSFs

ERFs were generated by integrating the intensity of each corrected TPSF over a 

specified time-window. At, and displaying the integrated intensities as a function of the 

displacement across the mask edge. Fig.(6.2) shows a series of normalised ERFs from 

the corrected TPSFs for time-windows of 300 to 1500 ps at intervals of 100 ps.
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Figure 6.2 (a) Corrected TPSFs obtained through the ERF phantom,

(b) ERFs obtained from the corrected TPSFs for time-windows ranging 

from 300 to 1500 ps in 100 ps steps.

In Fig.(6,2)-(b) the vertical axis represents the relative intensity of the detected light and 

the horizontal axis the position of the line of sight relative to the object in millimetres. 

The actual position of the edge is 25 mm ± 1 mm. As observed in an earlier experiment 

by Hebden, there is a gradual increase in the slope of the curves as the time-window 

decreases indicating an improvement in spatial resolution. However, as expected, this 

increase in the slope of the curves is accompanied by a decrease in SNR. When the 

time-window is reduced below 300 ps the SNR becomes very low due to a lack of 

detected photons. Fig.(6.3) shows the ERF obtained for a time-window of 100 ps.
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Figure 6.3 The ERF obtained from the corrected TPSFs for a time- 
window o f 100 ps.

The manifestation of an "edge" ( i.e. a gradient in the integrated intensity) is due almost 

entirely to the fact that the residual background intensity remaining after Gaussian 

subtraction is greater for data acquired on the side of the edge where the line of sight 

is unobscured by the mask.

The Bentzen model was least squares fitted to each of the ERFs and an estimation of 

the spatial resolution Ax was acquired for each value of At. The values of Ax and their 

associated uncertainties derived from the fitting procedure are plotted against At in 

Fig.(6.4). A steady improvement in spatial resolution as the time-window is decreased 

is evident.
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Figure 6.4 The estimated spatial resolution as a function o f time- 
window derived directly from the corrected TPSFs.

However, due to insufficient signal for time-windows below 300 ps the spatial resolution 

appears to be limited to 13 mm. The spatial resolution performance of conventional 

transillumination can be estimated as At tends to infinity, which from Fig.(6.4) would 

appear to be well over 2 cm. Although time-gating has provided an improvement by 

roughly a factor of two, a resolution of 13 mm is still below the performance required 

of a breast imaging system for routine screening.
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PCW Model Fits

A further improvement in spatial resolution was attempted using the temporal 

extrapolation technique. This involved employing the automatic data processing software 

to fit the PCW model to all of the corrected TPSFs. As mentioned previously, the PCW 

model is only strictly valid for homogeneous media and the object including an opaque 

mask is certainly not homogeneous. In order that the PCW model could accurately 

represent the shape of the early part of the corrected TPSFs it was necessary to let all 

the parameters vary in the fitting procedure. To decrease sensitivity to noise it is 

obviously necessary to fit each corrected TPSF over the widest possible time period. 

However, for PCW model fits generated with time periods greater than approximately 

one nanosecond, the PCW model was unable to adequately represent the shape of the 

early part of the corrected TPSFs. This is due to the limits of the PCW model in 

representing the TPSF of this highly inhomogeneous object. Therefore the PCW model 

was only fitted to the first nanosecond of each corrected TPSF. Thus, a second set of 

ERFs were generated as described above, but substituting the PCW model fits in place 

of the corrected TPSFs. Fig.(6.5) shows the ERF obtained by the PCW model fits for 

a time-window of 100 ps.
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Figure 6.5 The ERF obtained from the PCW model fits for a time- 
window of 100 ps (solid line) and its corresponding ERF model fit  
(dashed line).

Unlike the ERF generated from the corrected TPSFs, Fig.(6.3), this clearly identifies the 

edge of the opaque mask. Also shown in Fig.(6.5) is the ERF model generated by fitting 

the Bentzen model to the ERF which corresponds to a spatial resolution of 8.8 mm. A 

fairly large uncertainty of ± 3.1 mm was derived from the fitting procedure, which 

results from the noise in the ERF. As the PCW model fits themselves are noiseless, the 

fluctuations in the ERF profile must be due to systematic noise or poor photon statistics 

in the original data. Potential sources of systematic noise which may possibly be 

eliminated were carefully considered and are described below.
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Sources of Systematic Noise

A principal source of systematic noise is due to trigger jitter which, in addition to 

causing small temporal shifts to the TPSFs (see Sec.(5.2.1), generates a variation in the 

temporal resolution of the streak camera. This effect is evident in the width variation of 

reference pulse profiles (ranging from 10 ps to 30 ps for streak time 3) and will 

certainly introduce a variable broadening to the TPSFs. A possible solution to the 

problem is deconvolution of each TPSF with its corresponding reference pulse. 

However, this approach is far from trivial and has not been attempted.

Variability in the ERF intensity could be due to laser power fluctuation during the 

experiment. This was only measured with a power meter at the beginning and end of the 

scan, as measurement between each TPSF acquisition is too time-consuming and tedious. 

Although both these measurements gave a laser power reading of ~ 0.75 W, small 

fluctuations in the laser power during the scan cannot be ruled out. Unfortunately, such 

fluctuations may be misinterpreted in the final scan as regions of either high or low 

transmittance in the object. An initial attempt to normalise all the TPSFs for laser power 

fluctuations was performed by rescaling their intensities by the area of the corresponding 

reference pulse. As the reference pulse was recorded directly from the laser, in principal 

its area should be proportional to the power of the laser. However, due to the errors 

introduced by trigger jitter and the streak image corrections, the reference pulse area 

proved to be a poor indicator of variation in laser power. Therefore the laser power was 

assumed to have remained constant( ~ 0.75 W) throughout the scan. A subsequent 

modification to the imaging system was the introduction of a means of continuously 

monitoring the laser power throughout an experiment, as discussed in Sec.(6.3.2).

Imprecise temporal alignment of the TPSFs is another potentially significant source of 

systematic noise. Unfortunately, a realignment of the TPSF on the temporal axis by a 

few picoseconds can produce a very large change in the integrated intensity for short 

time-windows. Imprecise temporal alignment can be due to residual error in the 

correction for the non-linear sweep of the streak camera and by uncertainty involved in 

the estimation of the centre of the reference pulses. The former error can be assumed
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to be already optimised by an accurate calibration of the streak camera. However, the 

latter can be corrected for by applying small additional temporal shifts, within the 

uncertainty of the reference pulse centre, to the PCW model fits in order to minimise 

the random fluctuations in the integrated intensity. This is achieved by first calculating 

the times, t̂ , at which the PCW model fits correspond to a fixed intensity Î . Second, 

a profile is generated from the values of tj which is then very slightly smoothed. Finally, 

the difference between the original and smoothed profiles is used to calculate the small 

temporal shifts which are applied to the PCW model fits. The assumption of smoothness 

is based on the a priori assumption that the sampling interval (1 mm) is well below the 

expected spatial resolution from the system. If non-linear errors are insignificant then 

any value of Ij can be chosen which is conunon to all PCW model fits. However, if 

non-linear errors are not negligible, then the smoothing process will preferentially 

improve an ERF with a time-window corresponding to the approximate time that an 

intensity of Ij is reached. In practice, an intensity Î  is chosen which corresponds to the 

time-window of the ERF required. This process, which will subsequently be called the 

shift-smoothing procedure, was incorporated into the data processing automation 

software. The shift-smoothing procedure was performed to the PCW model fits, with t, 

-1 0 0  ps, to generate "shift-smoothed PCW model fits" which were used to create a third 

set of ERFs.

Another source of error worthy of note is that due to finite temporal sampling. The 

TPSFs are sampled by effectively integrating the detected light over 512 individual small 

time-windows, with a mean width of approximately 4.5 ps. The mean photon 

transmission time of each time-window is assumed to be the centre of the window. 

However, if the gradient of the TPSF changes rapidly within a single time-window then 

the actual mean transmission time will be slightly shifted from the centre. This error 

distorts the TPSF on a scale of about half the sampling rate which is approximately 2 

ps for streak time 3. Therefore this source of error is assumed to be insignificant 

compared to other error sources and is ignored.

76



Shift-smoothed PCW Model Fits

Fig.(6.6) shows the ERF obtained from the shift-smoothed PCW model fits for an 

integration time of 100 ps. The profile is considerably less noisy than the corresponding 

ERF obtained from the PCW model fits directly, Fig.(6.5), without any noticeable loss 

in the edge sharpness.
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Figure 6.6 The ERF obtained from the shift-smoothed PCW model fits 
fo r a time-window of 100 ps (solid line) and its corresponding ERF 
model fit  (dashed line).

Also shown in Fig.(6.6) is the appropriate ERF model fit which now corresponds to a 

spatial resolution of 7.0 mm, with an associated uncertainty of ± 0.6 mm.
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The graph shown in Fig.(6.7) shows the spatial resolution, Ax, and their associated 

uncertainties plotted against the time-window. At.
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Figure 6.7 The estimated spatial resolution as a function o f time- 
window derived from the shift-smoothed PCW model fits.

The improvement in spatial resolution as the time-window decreases is evident again, 

but now we have achieved sub-centimetre spatial resolution for time-windows less than 

200 ps. For time-windows less than 20 ps the ERFs become noisier without any 

discernable further improvement in spatial resolution. As the value of t̂  was chosen to 

be approximately 100 ps in the shift smoothing procedure, the uncertainty in the ERF 

model at 100 ps is a local minimum. Residual non-linearity errors still produce noise in 

the ERFs for smaller and larger time-windows resulting in larger uncertainties. The 

uncertainty decreases again at very large time-windows as the sensitivity to the shift- 

smoothing procedure decreases.
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6.1.4 DISCUSSION

The experiment has demonstrated that the temporal extrapolation technique can 

significantly increase the spatial resolution obtained by the time-gating method, which 

in this case corresponds to an improvement in spatial resolution from about 13 mm to 

5 mm. This result is highly encouraging and suggests that temporal extrapolation may 

eventually offer adequate spatial resolution for a breast screening modality in the future.

During the data analysis it was possible to improve the ERF for short time-windows by 

applying the shift-smoothing procedure. This was achieved via the application of a 

priori information. Specifically, it was assumed that the variation in the intensity of the 

TPSFs as the mask edge was translated across the line of sight should be smooth. 

However, in a general case, inhomogeneities might exist closer to the object’s surface 

where the spatial resolution would be inherently superior and may be of the order of the 

sampling interval. In such circumstances, the assumption of smoothness may not 

necessarily be valid. Nevertheless, it is anticipated that the application of a priori 

information may have a valuable role to play in the development of time resolved 

imaging as a breast imaging modality.

Although this experiment has demonstrated that temporal extrapolation can be effective, 

it has yet to be established what factors limit the degree to which spatial resolution can 

be improved. One would expect, for example, the achievable spatial resolution to be 

ultimately limited by the finite temporal resolution of this system, since this limits the 

accuracy with which the TPSFs can be measured. For this experiment no improvement 

in the spatial resolution was observed for time-windows below about 20 ps, the finite 

temporal resolution of the streak camera. However, it is unlikely that this technique can 

always produce a gain in spatial resolution limited only by temporal resolution. It is 

more likely that the achievable gain in spatial resolution will depend upon the extent to 

which the TPSFs can be extrapolated with reasonable accuracy. Thus, for a given object, 

the resolution limit will depend upon the minimum photon flight time at which a 

measurable flux of photons is obtained, approximately 300 ps for this experiment.
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6.2 IMAGING OF A SOLID BREAST PHANTOM

6.2.1 INTRODUCTION

Until recently tissue imaging experiments have been hindered by the lack of suitable 

tissue-equivalent phantoms. Liquid phantoms, such as that described in Sec.(6.1.), are 

cumbersome and could not be used for long durations due to the tendency of the 

scattering particles to settle out of solution. Furthermore, liquid phantoms require 

containers which can lead to impedance mismatch problems and, moreover, the 

introduction of well-defined regional variations in the optical properties is difficult to 

achieve. However, research at UCL by Firbank et has resulted in a design for

the manufacture of inexpensive, stable, solid phantoms with precisely defined regions 

of absorbing and scattering properties. Such phantoms have enabled experiments to be 

performed which had previously been impractical using liquid phantoms. The experiment 

described here^‘̂ ’̂ ^̂  is probably the first ever attempt to acquire two-dimensional time 

resolved images of multiple objects inside a solid phantom with physical dimensions and 

optical properties matched very closely to those of the human breast.

6.2.2 EXPERIMENT

The recipes developed at UCL for the manufacture of solid phantoms have been 

described extensively elsewhere."^^’̂ ’̂̂ ^̂ ’̂ ^̂  The phantom made for the experiment 

described here was constructed from clear polyester resin in which was suspended 

titanium dioxide particles. Absorption was introduced by the addition of a small quantity 

of near infrared dye. The first stage of construction involved making a single solid slab. 

The concentrations of titanium dioxide and dye were pre-calculated to provide a 

transport scatter coefficient p./ = 1.0±0.1 mm'* and an absorption coefficient of = 

0.01+0.001 mm'* at a wavelength of 800 nm. These values are consistent with the range 

of values obtained from both in vitro breast tissue samples and in vivo breast 

measurements, (see Table (2.1)), although the latter generally show somewhat lower 

absorption coefficients. The final slab had dimensions of 54 mm x 75 mm x 135 mm 

and a refractive index at 800 nm of 1.56. Secondly, four small, solid cylinders were
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made corresponding to various contrasting optical properties. Each cylinder was 5 mm 

in length and had a diameter of 5.75 mm. These were embedded in the slab by drilling 

four separate holes, 6 mm wide, in the middle of one face, as illustrated in Fig.(6.8).

Breast 
Phantom 
p/=1.0 mrh 
p,=0.01mm

Horizontal scan (50mm)

^3miTLd3m

u ’(mm) Uimm )

Laser
Pulse

Vertical
scan
(36mm)

54mm

Embedded
Inhomogeneity
(5mmx5.75mmJ0)

Figure 6.8 The imaging volume o f the breast phantom.

After depositing each small cylinder in a hole, the space above was filled with 

cylindrical rods having the same optical properties as the slab. Finally, the remaining 

space around the cylinders and rods was filled with an epoxy resin, again with the same 

optical properties as the slab, which held the rods permanently in place. This process 

was researched and tested very thoroughly on clear transparent blocks of solidified resin 

until we were sure that it could be performed repeatedly without trapping any air 

bubbles capable of producing signal artifacts. The absence of bubbles in the completed 

phantom was confirmed by acquiring suitable x-ray images. Furthermore, a fifth hole.
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not shown in the illustration, was drilled in the slab and contained a small cylinder of 

the same optical properties as the slab. As expected, this cylinder was undetected in a 

test scan across the phantom and confirmed that there was no contrast due to the 

cylinder-slab interface. The optical properties of the four small cylinders correspond to 

relatively large changes in both optical coefficients relative to the surrounding slab. This 

was due in part to a desire to ensure that the contrast produced by at least two of the 

cylinders would be high enough to observe any gains in spatial resolution achieved by 

the imaging technique independent of the SNR. Cylinder B corresponded to a factor of 

1.66 increase in scatter and a factor of 4 increase in absorption, while cylinders C and 

D corresponded to a further order of magnitude increase in scatter and absorption 

respectively. Finally, cylinder A represents a region of twice the scatter, but zero 

absorption. These properties were not chosen to correspond to any particular diseased 

or healthy breast tissues.

The imaging system was used to automatically raster-scan a beam of pulses in 2D, with 

a wavelength of 800 nm and incident power of ~ 1 watt, in 2 mm steps across the surface 

of the breast phantom while recording the TPSF at each position. The total area imaged 

was 18 cm ,̂ as illustrated in Fig.(6.8), with the centre of the raster-scan aligned to the 

centre of the phantom. The acquisition parameters used were a fixed accumulation count 

of 5 and an integration time of 1.5 s. Streak time 4 (corresponding to a full temporal 

width of 3.6 ns) was used to obtain the majority (60%) of the power in the TPSF. Laser 

power was measured at the beginning of each imaging row and found to vary throughout 

the experiment, 1.75 ± 0.05 W. Therefore the TPSFs underwent an image row 

normalisation which rescaled the intensity of the TPSFs in proportion to the output laser 

power. This step was incorporated into the data processing software via an "adjustment 

file" which contained the rescaling intensity coefficients. As with the ERF experiment, 

described earlier, no account was made for laser power fluctuations within the same 

imaging row which were assumed to have remained at constant power. Time resolved 

images were then generated from the corrected TPSFs, PCW model fits, and shift- 

smoothed TPSFs.
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6.2.3 RESULTS 

Corrected TPSFs

Images of the breast phantom were generated by numerically integrating the intensity 

of each corrected TPSF over a specified time-window. Fig.(6.9) shows the image 

obtained for the time-window of 1750 ps, which corresponds to more than 60% of the 

power in the TPSFs, and represents the largest integration time we were able to 

accommodate given the finite temporal range of the data. Note that all the images in this 

thesis are displayed using a linear grey-scale which is digitized 0-255.

Figure 6.9 Integrated intensity image generated from the corrected 

TPSFs for a time-window of 1750 ps. White crosses indicate the centres 

of the embedded cylinders.

The image is dominated by the highly absorbing cylinder D. Although there is some 

contrast also produced by cylinder C, and perhaps A, the spatial resolution is too poor 

to distinguish them as distinct objects.
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Fig.(6.10) shows four images obtained for much smaller integration times of 800 ps, 700 

ps, 600 ps, and 500 ps.

Figure 6.10 Integrated intensity images generated from  the corrected 

TPSFs fo r  decreasing time-windows.

This figure illustrates the fundamental problem of time-gated imaging. Decreasing the 

integration time produces the expected gain in spatial resolution, but at a drastic cost in 

terms of SNR, as increasing numbers of photons are discarded. As the time-window is 

reduced from 800 ps to 500 ps we become able to identify cylinders A, C, and D as 

distinct objects, but the contrast is soon overcome with noise. A time-window of 500 

ps represents the minimum below which all the cylinders become unidentifiable.
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PCW Model Fits

The automatic data processing software was used to fit the PCW model to all of the 

corrected TPSFs. Although the breast phantom is not homogenous, provided all the 

parameters were allowed to vary during the fitting process excellent fits were obtained. 

For the previous ERF experiment, where the media contained a gross inhomogeneity, 

excellent fits were also obtained, albeit with values of |Lia and p,/ which were not 

particularly meaningful. However, the fits obtained for the data described here, where 

the inhomogeneities are relatively small and embedded deep within the slab, yielded 

coefficients which varied little from the known values for the slab (p^- 0.01 mm'^ and 

p /  - 1 . 0  mm'^). Fitting was performed over flight times between zero and 1750 ps, the 

maximum range of our acquired data. Thereafter images were generated by integrating 

the PCW model profiles in a manner identical to that employed for the original corrected 

TPSFs.

Although there was a noticeable improvement in the image quality for time-windows 

below 700 ps, the images obtained directly from integration of the PCW model profiles 

still contained noise, particularly of a systematic nature.

Additional Sources of systematic noise

In addition to the sources of systematic noise outlined earlier for the ERF experiment, 

several other error sources were also identified and are described below.

In the ERF experiment the background Gaussians were manually fitted to each TPSF 

where the anchor intensity of the Gaussian (see Sec.(5.2.2)) could be optimally chosen 

by the user. However, for a large number of TPSFs, as in this experiment, this would 

be far too time-consuming. Therefore the Gaussian subtraction process was automated 

which required the automatic calculation of the anchor intensity. To reduce the 

susceptibility to noisy fluctuations in the background signal the anchor intensity was 

calculated by averaging the TPSF intensity over a small time period (-  20 ps) centred on 

the specified anchor time. While this approach appeared to work for the majority of the
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TPSFs, the anchor intensities of a few TPSFs (approximately 1%) were still too large 

or too small due to noise which generated an error in the time resolved images. For 

TPSFs where such errors became apparent, Gaussians still needed to be fitted manually.

Another source of systematic noise arises from the manner in which the dark correction 

was performed. Ideally, each TPSF should be individually dark corrected by subtraction 

of its corresponding dark image. However, the acquisition of a dark image for each 

TPSF would have substantially increased the experiment duration. Therefore, only one 

dark image, recorded at the beginning of the experiment, was subtracted from every 

TPSF. This assumed that the background signal would remain constant throughout the 

experiment. However, continual exposure of the streak camera creates an after-glow on 

the phosphor screen which gradually increases the background signal. Furthermore, the 

after-glow intensity is considered to be a function of the incident intensity on the 

phosphor screen. In principle, the TPSFs obtained through a homogenous phantom 

should all be identical and hence any variation due to after-glow can be removed. 

However, obviously the same approach cannot be applied to TPSFs obtained through an 

inhomogeneous phantom where the addition of after-glow to each TPSF is unknown. At 

present, apart from individual dark correction of each TPSF, there is no obvious 

correction which can be applied to the TPSFs to account for after-glow.

Following the usual corrections to the data, the shift-smoothing procedure was applied 

in both the image row and image column directions to generate a set of shift-smoothed 

PCW model fits.
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Shift-smoothed PCW Model Fits

Images acquired from the models after performing the shift-smoothing procedure are 

shown in Fig.(6.11) for time-windows of 500 ps, 400 ps, 300 ps, and 200 ps.
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Figure 6.11 Integrated intensity images generated from  the 

shift-smoothed PCW model fits  fo r  decreasing time-windows.

Although the contrast is low, the SNR for the images corresponding to time-windows 

of 400 ps and 500 ps is sufficient to reveal all four cylinders. Most encouragingly, 

cylinder B, which had been indistinct in all the images obtained directly from the 

corrected TPSFs, can now be identified in all the images. Unfortunately, extrapolation 

below about 200 ps resulted in images which again became dominated by noise which 

is considered to be mainly systematic. Although the PCW model profiles are themselves 

noiseless, the corrections for the various systematic errors are just not sufficient to 

continue the extrapolation to smaller integration times.
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To provide an even clearer indication that all four cylinders have been resolved, the 

mean of the three centre rows of pixels in each image in Fig.(6.11) are shown in 

Fig.(6.12).

At = 500 ps

At = 400 ps

<
At = 300 ps

At = 200 ps
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Millimeters

Figure 6.12 Profiles across the images shown in Fig.(6.11), indicating 
the presence o f the four embedded cylinders.

Although it is difficult to quantify spatial resolution from this data, the clear delineation 

between the cylinders in the 200 ps profile suggests that a spatial resolution better than 

1 cm has been achieved.

6.2.4 DISCUSSION

Although the experiment described was performed for demonstrative rather than 

quantitative purposes, the results do provide some useful indications of the performance 

of the method applied to breast imaging. The visibility of the high contrast cylinders C
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and D in Fig.(6.11) and Fig.(6.12) suggests that although a gain in spatial resolution of 

roughly a factor of two can be obtained in comparison to conventional transillumination, 

the resolution achievable using straightforward integrated intensity measurements is 

unlikely to exceed 1 cm for breast imaging. This result is in agreement with previous 

studies of the probable performance of time resolved imaging m e t h od s . Th i s  is 

unlikely to be sufficient for the purposes of screening for breast disease, where it is 

necessary to detect tumours at an earlier, smaller stage before metastasis occurs and 

treatment becomes much more difficult. The extrapolation technique, as demonstrated 

by the results shown in Fig.(6.11) and Fig.(6.12), suggests that resolution can be 

improved further, and the identification of tumours of a few millimetres in size may yet 

be possible.

In order to obtain the best PCW model fits to the corrected TPSFs it was necessary to 

let all the parameters vary in the fitting procedure. As a consequence, the actual fit 

parameters were not particularly meaningful and images generated from them did not 

yield useful information. Therefore, although the temporal extrapolation technique can 

identify regions of varying attenuation it cannot yet indicate whether this is due to 

changes in absorption or scattering, or a combination of both. However, for breast 

tumour diagnosis it may be sufficient to rely on attenuation variations and high 

resolution morphological information.

Detection of small tumours will depend strongly on their optical properties relative to 

surrounding healthy tissue. The experiment described here did not employ particularly 

subtle features within our phantom, and further experiments with phantoms incorporating 

more tumour-like objects were clearly required. Such inhomogeneities also need to be 

more isolated within the phantoms. It is evident that the appearance of cylinder B in the 

images in Fig.(6.11) would have been far more dramatic had it not been located in such 

close proximity to other cylinders of much higher contrast.

While offering some positive encouragement for time resolved techniques as a breast 

imaging modality, the experiment revealed quite overwhelmingly that imaging a real 

human breast using a streak camera system is not a realistic proposition. Although the

89



data collection time of 8 hours can in principle be reduced, the exposure time of 1 hour 

could not be decreased without compromising the SNR. Furthermore, the average laser 

power output exceeds the safety limits of NIR radiation exposure to the skin. The 

maximum permissible exposure (MPE)  of NIR radiation to the skin, for durations 

ranging from 10 seconds to approximately 8 hours, is an average irradiance of 2 

mWmm'^. In this experiment, using a 3 mm diameter beam, an average irradiance of 

approximately 140 mWmm'^ was used. Therefore, in order for this experiment to satisfy 

the MPE, the incident photon energy could be spread over a longer time period. 

Alternatively, one could decrease the average irradiance by effectively increasing the 

illuminated area, e.g. using a sophisticated flying-spot arrangement. However, for a 

future clinical system, the possible risks introduced by exceeding the MPE must be 

weighed against the potential benefits of breast cancer diagnosis.

6.3 EVALUATION OF SPATIAL RESOLUTION AS A FUNCTION 

OF THICKNESS

6.3.1 INTRODUCTION

The objectives of this s t u d y w e r e  twofold. The first objective was to experimentally 

measure the relationship between the spatial resolution achieved using a time-gated 

technique and the thickness of the object being imaged. It was anticipated that a study 

of the likely dependence of resolution and SNR on tissue thickness would indicate the 

merits, if any, of breast compression for a clinical implementation of the method. The 

second objective was to confirm or otherwise the effectiveness of the temporal 

extrapolation technique using a series of separate measurements, and observe the range 

of object thicknesses over which its application has a significant effect.

6.3.2 EXPERIMENT

In order to study the spatial resolution performance of time resolved methods as a 

function of tissue thickness, a phantom was required which i) contained a sharp opaque 

boundary from which the ERF could be evaluated, and ii) had an adjustable thickness.
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To avoid difficulties associated with having to retain liquids in suitable vessels, it was 

decided to manufacture a single solid phantom which could be machined to successively 

smaller thicknesses. The phantom constructed for the experiments described here is 

illustrated in Fig.(6.13).

Highly scattering  
breast-like m edium  
( n.’ = 0.9 mm ')
(p , = 0.006 mm ’)

l55mrr>
O p a q u e
mask

65mm

Laser Pulse

Figure 6.13 Variable thickness ERF phantom.

It consists of a rectangular block of polyester resin in which is suspended a uniform 

distribution of titanium dioxide particles. The concentration of particles provides a 

transport scatter coefficient p /  of about 0.9 mm'^ at a wavelength of 800 nm, and a 

small quantity of NIR dye provides an absorption coefficient of about 0.006 m m '\ 

These optical properties fall within the range of reported values for human breast tissues 

measured in vivo, (see Table (2.1)). The refractive index at 800 nm is about 1.56 .

The phantom material was initially cast into a rectangular slab of dimensions 155 mm 

X 65 mm x 55 mm with a thin rectangular black plastic mask located in the midplane 

as illustrated in Fig.(6.13). The mask, which had a measured optical density of about six 

at 800 nm, was positioned parallel to, and halfway between the two largest sides of the
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slab, and with the vertical edge located halfway between the two smallest sides. 

Reduction of the phantom thickness from 55 mm to smaller values was achieved by 

milling away the two largest surfaces of the phantom by equal amounts so that the 

opaque mask remained in the midplane. The principal disadvantage of this approach is 

that, having completed the experiment for a series of thicknesses, the experiment could 

not be repeated with the same phantom! Nevertheless, because of the time and effort 

required to manufacture solid phantoms, this method appeared significantly more 

attractive than having to generate a series of phantoms with different thicknesses. 

Furthermore, using a single phantom also ensures that the optical properties are always 

identical for each measurement.

To generate a set of time-dependent edge response functions for each thickness, the 

system was used to horizontally translate the phantom a distance of 50 mm in 1 mm 

steps and a TPSF was recorded at each position. Note that for this and later experiments, 

the Hamamatsu C l587 streak camera was replaced with a brand new Hamamatsu C5680 

model. The C5680 had similar streak times to the C l587, but with a more uniform gain 

across the phosphor screen. The vertical edge of the mask intercepted the optical axis 

at precisely midway through the 50 mm translation. The time over which the transmitted 

signal was integrated was varied between 2.5 seconds and 150 seconds consistent with 

maintaining a reasonably constant SNR. For a given phantom thickness, the integration 

time increased as the mask moved across the beam, but integration times became smaller 

as the thickness of the phantom was reduced. The full temporal window recorded by the 

camera was about 3.2 ns for the larger thicknesses and about 2.2 ns for the smaller 

thicknesses.

As discussed in Sec.(6.1.3), small fluctuations in laser output power throughout the 

experiment would distort the ERFs generated from the data. Therefore it was decided 

to monitor the laser output power continuously throughout the experiment. In order to 

avoid the tedious and time-consuming procedure of manually inserting a power meter 

into the main beam between each TPSF acquisition, an additional beam splitter was 

positioned between the Ti:Sapphire output and the first mirror, (refer to Fig.(5.1)). This 

enabled a small percentage of the laser output beam to be continuously monitored by
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the power meter. The automation software was adapted to include the control of a digital 

meter, manufactured by Blue Chip Technology, which measured the power meter output 

voltage, proportional to the laser power. Therefore for each TPSF acquisition the power 

meter output voltage could be automatically recorded, with negligible increase in the 

overall experiment time. These voltage values were then used by the data processing 

software to normalise the TPSFs for variations in laser output power.

The experiment was repeated for seven different thicknesses from 55 mm to 25 mm at 

5 mm intervals over a period of one month, and then once more for a thickness of 15 

mm. The reason for the later addition of a 15 mm measurement is explained in the next 

section. Each experiment resulted in a set of 51 TPSFs which were processed in several 

discrete steps as described in detail in Sec.(6.1.3).

6.3.3 RESULTS

Corrected TPSFs

For each phantom thickness a set of ERFs were obtained directly from the corresponding 

set of TPSFs in a manner identical to that described in Sec.(6.1.3). This involved 

numerically integrating the intensity of each TPSF between zero (the time at which an 

unscattered photon would be detected) and a range of specified integration times. ERFs 

were generated by displaying the integrated intensity for each integration time. At, as a 

function of the spatial displacement across the edge of the mask. The value of At was 

incremented in 100 ps intervals from 100 ps to 1700 ps, which was the approximate 

temporal width of the narrowest TPSF. The Bentzen model was then fitted to each ERF 

to produce an estimate of the width parameter a  and hence the spatial resolution Ax. 

The values of Ax, and their associated uncertainties derived from the fitting process are 

plotted against At for each phantom thickness in Fig.(6.14).
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Figure 6.14 Estimated spatial resolution as a function o f time-window 
derived directly from the corrected TPSFs for all thicknesses.

In agreement with the previous investigations, Fig.(6.14) confirms that for a given 

phantom thickness there is a steady improvement in spatial resolution as At decreases. 

Here, however, it is also observed that for a given value of At the spatial resolution is 

worse for larger thicknesses. The spatial resolution Ax is expected to increase with At, 

converging asymptotically towards the value obtained when all the available light is 

used. The asymptotic value of Ax corresponds to the resolution expected using CW 

transillumination methods. For smaller thicknesses the resolution obviously reaches the 

asymptotic value at a shorter integration time because the TPSFs are correspondingly 

narrower. Although each curve would be expected to converge towards the system 

response function as At decreases, there is a limit below which the integrated intensity 

becomes too small to evaluate the spatial resolution. Hence the missing data at shorter 

integration times for larger thicknesses.
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PCW Model Fits

The temporal extrapolation method was again explored as a means of evaluating the 

spatial resolution performance for integration times over which the recorded flux of 

photons was below the measurable limit. By employing a protocol identical to that used 

previously, the PCW model was least-squares fitted to each of the TPSFs. Fitting was 

performed over the first 1500 ps of the data. Although the assumption of homogeneity 

is clearly unrealistic for this experiment, as it was for the previous ERF experiment, the 

PCW model was again able to represent the shape of each TPSF very adequately over 

the fitted range, albeit with fit parameters of and p /  that were not particularly 

meaningful. Models derived from the fitting procedure were used to generate a second 

set of ERFs for each phantom thickness in a manner identical to that employed for the 

original TPSFs. The ERFs were acquired for values of At at 50 ps intervals in the range 

from 50 ps to 500 ps, and at 100 ps intervals from 600 ps to 1700 ps. Spatial resolution 

Ax was then evaluated for each new ERF using a least-squares fit to the Bentzen model. 

The values of Ax and their associated uncertainties are plotted against At for each 

phantom thickness in Fig.(6.15). The ability to extend the gain in spatial resolution using 

temporal extrapolation is clearly demonstrated.

Although the uncertainties in the values obtained for the largest thicknesses and the 

smallest values of At were several millimeters, Fig.(6.15) clearly indicates a convergence 

of the curves towards a minimum at At = 0. A number of factors dictate the size of the 

minimum Ax, and the smallest At at which that minimum is reached. First, there is the 

dependence on the spatial extent of the detector and the illuminating beam. Their 

contribution to the spatial resolution measurement was evaluated empirically by scanning 

the beam across the edge of an opaque sheet. Since there was no scattering involved, 

the total integrated intensity was sufficient to acquire an edge response, which yielded 

a value of Ax equal to about 1.5 mm. Second, the minimum Ax is limited by the 

inherent inability to define a value of At with greater precision than the temporal 

resolution of the system. If temporal resolution is denoted by ôt, then each value of At 

essentially has a corresponding uncertainty of around ±6t. Since the number of detected 

photons rises dramatically with flight time, this uncertainty in At will produce an
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overestimate of the spatial resolution Ax. However, this effect will only be significant 

when At is of the order of ôt, which was estimated to be never worse than 30 ps overall. 

A third and far less quantifiable factor which limits spatial resolution is the presence of 

systematic noise in the data. The potentially most serious source of systematic noise is 

the temporal non-linearity, which is an unfortunate feature of data acquired with a streak 

camera. Despite attempts to reduce its influence, residual temporal non-linearity certainly 

produces an additional uncertainty in At which is difficult to quantify and which is likely 

to vary from experiment to experiment.
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Figure 6.15 Estimated spatial resolution as a function o f time-window 
derived from the PCW model fits for all thicknesses.

Finally, another factor which almost certainly influences the minimum spatial resolution 

as exhibited in Fig.(6.15) is the limited accuracy with which the extrapolation process
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is able to predict the true intensity of short flight-time photons. The error in the 

extrapolated values will naturally be largest when the extrapolation is attempted over a 

greater interval. It is also important to note that a model based on diffusion theory is an 

inaccurate predictor of photon behaviour at short flight times, and therefore the 

extrapolated intensities for At less than approximately 100 ps are inherently unreliable. 

Extrapolation errors may be the cause of the apparent convergence of the extrapolated 

values in Fig.(6.15) towards a value of around 8 mm at an integration time of 50 ps, 

which is significantly higher than the limit expected due to other contributing effects.

For phantom thicknesses of 25 mm or larger, there was no measurable flux of photons 

for integration times less than 100 ps. Thus a further measurement for a thickness of 15 

mm was obtained in order to acquire a direct evaluation of the minimum spatial 

resolution for a value of At at or near the inherent temporal resolution of the system. A 

measurement of the ERF at At = 30 ps yielded a spatial resolution of about 5 mm. This 

provides a reasonable empirical estimate of the minimum spatial resolution achievable 

with the system when all contributing systematic factors are included, and independent 

of the extrapolation process. For a linear imaging system, a combination of blurring 

effects produces a spatial resolution characterized by the geometric mean of the blurring 

produced by each effect individually. Although the effect of the detector and beam size 

probably contribute in such a manner to the measured value of Ax, contributions due to 

uncertainty in At or extrapolation errors certainly do not.

Spatial resolution as a function of detected intensity

As has frequently been stressed, the factor which ultimately limits the spatial resolution 

performance of time-gated imaging is the availability of photons with sufficiently short 

pathlengths through the object. Although experiments have demonstrated the utility of 

temporal extrapolation to predict the very small intensities of photons having the shortest 

pathlengths, the technique can only hope to be effective over a finite range dependent 

on the SNR of the original data. The rapid decrease in detected intensity as integration 

time is decreased is illustrated in Fig.(6.16).
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Figure 6.16 Normalized integrals o f the PCW models obtained for  
homogeneous slabs having the same thicknesses and optical properties 
as the phantom.

These curves represent the normalized integrals of diffusion model TPSFs obtained for 

homogeneous slabs having the same thicknesses and optical properties as the phantom 

described above, in the absence of the opaque mask. Although, as already mentioned 

above, a diffusion model becomes increasingly unreliable at shorter photon flight-times 

(particularly below 100 ps), these curves indicate the enormous difficulty of measuring 

or estimating the intensity of light at short integration times for thick objects. This 

difficulty, and the limited effectiveness of temporal extrapolation, can be emphasized 

further by using the curves in Fig.(6.16) to re-display the spatial resolution 

measurements shown in Figs.(6.14) and (6.15) as a function of the relative fraction of 

integrated intensity. This is shown in Fig.(6.17).
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Figure 6.17 Spatial resolution shown in Figs.(6.14) and (6.15) re­
displayed as a function o f the relative fraction o f integrated intensity 
obtained from Fig. (6.16).

Spatial resolution estimates obtained only by extrapolation are indicated using open 

circles, while estimates obtained directly from the data are indicated using filled circles. 

Error bars, which would be the same as indicated in Fig.(6.15), are not shown for 

reasons of clarity. Note that since the integrated intensities were calculated for a 

homogeneous medium, Fig.(6.17) can be considered representative of the resolution 

performance for detection of relatively low contrast embedded features (such as a breast) 

rather than the phantom containing the large opaque mask. The figure indicates, rather 

discouragingly, that extrapolation over several orders of magnitude in detected intensity 

is only rewarded by an improvement in spatial resolution of a few millimeters.
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6.3.4 DISCUSSION

There have been several recent theoretical and experimental studies of the spatial 

resolution performance of time resolved imaging technique^^’̂ ’̂̂®®’̂ ^’̂ ^̂ ’̂ ^̂ '̂ '̂ ® 

Unfortunately comparison of the results of these studies has been hindered by the variety 

of the definitions for spatial resolution. For example, Mitic et al̂ ^̂  performed ERF 

measurements on a 40 mm thick liquid phantom, defining resolution as the base-width 

of a right-angled triangle fitted to the ERF. A spatial resolution of 12 mm was 

demonstrated. Studies by de Haller et al̂ ^̂  involved comparison between time resolved 

measurements of in vitro breast tissue and Monte Carlo simulations. Instead of 

measuring spatial resolution directly, the researchers defined the ability to visualize 

small structures in terms of the image quality index (IQI), which is equal to the diameter 

of the smallest detectable object. IQI depends on all three of the most fundamental 

image parameters: contrast, spatial resolution, and the SNR. In this case, however, 

spatial resolution was defined in terms of the spread of light on the surface of a slab 

illuminated from behind at a single point.

A theoretical relationship between spatial resolution and sample thickness has been 

explored by several researchers. A diffusion-based analysis by Moon et al̂  ̂ suggested 

that for minimum integration times sufficient to collect light above a detectable 

threshold, the spatial resolution Ax scales with the thickness d of the sample as Ax « 

0.2d. A subsequent study by the same researchers^^^ inferred that there can be no 

improvement upon this diffusion limit of spatial resolution for samples thicker than ~ 35 

transport lengths by using arbitrarily short time-gates. However, once again spatial 

resolution was defined in terms of the photon distribution on the exit surface. A 

definition of resolution more consistent with that employed here was used by Joblin,^^  ̂

who investigated resolution performance in the specific case of an imaging system 

involving a gating mechanism with a finite contrast, such as the Kerr cell. Spatial 

resolution was defined as the FWHM of the photon distribution at the midplane of a slab 

using a confocal geometry. Analysis based on the diffusion equation indicated that for 

some types of gating mechanism there exists a minimum gating time below which the 

image resolution is not improved. From a consideration of the minimum detectable
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intensity and the finite contrast ratio of a typical Kerr gate mechanism, Joblin deduced 

that the limiting resolution would be approximately 20% of the medium thickness.

The most comprehensive theoretical examination of spatial resolution of time resolved 

imaging systems has been conducted by Gandjbakhche et al,^ ’̂̂ ^ who employed a model 

based on random walk theory to calculate the LSF of photons as they cross the midplane 

of a homogeneous slab of finite thickness. A relationship was derived between the 

spatial resolution (precisely equivalent to that defined here) and the excess time, t̂ j, by 

which a photon is delayed by scattering in reaching the detector. Strong support for the 

model has been provided by previous comparisons with experimental results obtained 

for media with two different values of |x/ but similar th i ckness .Thi s  comparison 

involved an assumption that t̂ s could be substituted by At, which is reasonable over the 

earliest region of the TPSF where the detected intensity increases rapidly and most of 

the detected photons will have flight times at or near t̂ , = At. A surprising feature of the 

model is the suggestion that the spatial resolution is independent of medium thickness. 

However, whatever contributions to the data there may be from detector temporal non- 

linearity, extrapolation error, and other sources of uncertainty in the resolution 

measurements, Fig.(6.14) and Fig.(6.15) clearly shows that the spatial resolution 

achieved at a given At has dependence upon the phantom thickness. This appears to be 

true even at the larger thicknesses and small values of At where the approximation of 

t̂ s = At is most valid.

Overall, the implications of this experiment for the likely performance of a breast 

imaging modality based on time-gating are moderately encouraging. Fig.(6.15) supports 

previous claims that sub-centimeter spatial resolution is achievable for objects with 

breast-like properties and thicknesses. It is also important to note that, using a collinear 

arrangement as employed here, lesions located nearer to either the detector or source 

will be imaged with superior spatial resolution. Meanwhile the data presented here can 

also be used to assess any benefit derived from compression of the breast. Published 

measurements of the effective attenuation coefficient of breast tissue^^’̂  ̂suggest that the 

total intensity transmitted across the breast will increase by about a factor of three for 

each centimeter of compression. This implies that for a given source and detector
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sensitivity, a 1 cm compression allows a further 67% of the available transmitted light 

to be discarded by reducing At without a net loss of signal. Fig.(6.17) indicates that the 

combination of a 1 cm compression and a factor of three decrease in the fraction of 

available signal can improve spatial resolution by perhaps as much as 7 mm. 

Unfortunately part of this gain will be offset by the requirement for shorter exposure 

times due to the discomfort caused by significant compression. Less encouraging is the 

implication from Fig.(6.17) that extrapolation over several orders of magnitude in 

intensity is required to obtain a similar gain in resolution. However, it is feasible that 

the future employment of models able to predict the behaviour of the shortest pathlength 

photons with more accuracy may yield higher resolution than that currently achieved 

using a simple model based on the diffusion approximation.

6.4 EVALUATION OF CONTRAST LIMITS

6.4.1 INTRODUCTION

In the 1980’s, several studies by other researchers investigated the potential contrast 

performance of conventional transillumination methods. Ertefai and Profio*'̂  ̂ applied a 

one dimensional K-M discrete ordinate analysis to describe light propagation through 

a three layer model. The transmitted signal was calculated when all three layers were 

normal breast tissue, i.e. the healthy case, and also when a cancerous breast tissue layer 

= 0.4 m m '\ D = 0.778 mm) was surrounded by two normal layers (|Xeff= 0.255mm'\ 

D = 1.027 mm), i.e. the cancerous case. The contrast due to the introduction of the 

cancerous layer was defined as the difference in the transmitted signal between the 

healthy and cancerous case divided by the transmitted signal in the healthy case. For a 

5 mm thick cancerous layer, midway within an overall thickness of 35 mm, the contrast 

was 0.519. As expected, if the cancerous layer was increased to 10 mm thick, and the 

overall thickness remained constant, the contrast increased to 0.767. However, the ability 

of the ID model to represent the physical situation was limited. Navarro and Profio '̂^  ̂

extended the analysis to a 2D discrete ordinate K-M analysis. They concluded that a 5 

mm thick tumour would probably not be detected using conventional transillumination 

methods if located deeper than 5 mm below the tissue surface. Its contrast would be
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about ten times smaller than the contrast observed if the same tumour was located at the 

tissue surface. For surface tumours the contrast was found to decrease by a factor of 3 

or 4 when the tumour size was decreased by 50%, although a decrease in the breast 

thickness from 4 cm to 3 cm had negligible effect on the contrast. This and other CW 

transillumination studies generally support a rough "rule of thumb" that a breast tumour 

with a diameter d mm would only be detectable using CW techniques if located within 

about d mm of the surface.

As discussed previously, these early results demonstrated that conventional 

transillumination methods were unacceptable for detecting small tumours, embedded 

deep within the breast. However, quantitative studies of contrast performance using a 

time resolved methodology are scarce in the published literature. Recently, Berg et 

al̂ "̂  investigated, both theoretically and by experiment, the contrast of a 5 mm hole in 

the middle of a 30 mm thick slab of the highly scattering plastic Delrin ( |i /  = 2.3 mm'^ 

and jLig = 0.002 mm'^). The contrast of the hole was defined as the signal detected during 

the first 230 ps when the measurement was on-axis with the hole, divided by the signal 

detected in the same time-window when the measurement was 15 mm off-axis from the 

hole. The contrast was measured using their TAG system as the optical properties of the 

hole were varied by filling it with different solutions of intralipid and dye. The 

experimental results were shown to be in good agreement with the theoretical predictions 

from a numerical solution of the diffusion equation, and for various simulated optical 

properties for the hole (|Xa= 0.005 - 0.1 m m '\ |x/ = 0.2 - 2.2 mm'^) the contrast was 

found to vary from 0.5 to 2.2. They also reported that for a given time-gate there are 

critical combinations of jî  and p./ for the hole, different from the surrounding media, 

when the contrast is equal to 1. However, they add that this limitation can be overcome 

by using various time-gates.

It is clear from the solid breast phantom experiment described in Sec.(6.2), that the 

temporal extrapolation technique is capable of detecting small inhomogeneities within 

a breast-like phantom. However, this study was of a qualitative, rather than a 

quantitative, nature and the minimum values of and Ap./ that can be detected using 

time resolved optical imaging methods could not be evaluated. Such limits will be a
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critical factor in the detection of small breast tumours in a future clinical breast imaging 

system. The imaging experiments described below were devised to investigate the limits 

of the methodology when attempting to detect small absorbing or scattering 

inhomogeneities of low, but known, contrast embedded in breast-like phantoms.

6.4.2 EXPERIMENT

A pair of contrast phantoms were constructed, one containing scattering inhomogeneities 

and the other containing absorbing inhomogeneities. The initial stage of the manufacture 

involved the production of two solid breast-like slabs in a similar manner to that 

previously described in Sec.(6.2.2). The optical properties of the slabs were = 0.006 

mm'^ and = 0.9 mm'^ and fall within the reported range of values for healthy breast 

tissue (see Table (2.1)). The slabs had a refractive index of 1.56 at 800 nm and 

dimensions of 55 mm x 82 mm x 166 mm.

The next stage involved the production of several small, cylindrical, inhomogeneities of 

various optical properties to be embedded in the slabs. Given the practical limitations 

of an imaging experiment duration, together with the necessity for the inhomogeneities 

to be well separated and of reasonable size, it was decided to construct four 

inhomogeneities for one phantom and four p./ inhomogeneities for the other. It was 

estimated from previous experiments that inhomogeneities with a factor of 4 increase 

in either the p.̂  or p./ compared to the slabs should be detectable, whereas those with 

a factor of 1.1 increase would probably not be detectable. Therefore the inhomogeneities 

were manufactured with p.̂  or p /  4, 2, 1.5, and 1.1 times greater than the slabs, with 

dimensions of 5 nun (length) x 5 mm (diameter). In a similar manner to the breast 

phantom manufacture, described in Sec(6.2.2), four holes of 5.5 mm diameter were 

drilled in each slab, an inhomogeneity deposited in each hole, and the remaining gaps 

filled in with exactly the same material as used to manufacture the slabs. Fig.(6.18) 

indicates the position of the inhomogeneities within both slabs in relation to the volume 

scanned by the system.
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Figure 6.18 The imaging volume o f the absorbing/scattering 
contrast phantoms.

The phantoms, known as the "absorbing contrast phantom" and the "scattering contrast 

phantom" were imaged using the system in separate experiments. As for the previous 

breast phantom experiment, a beam of pulses was automatically raster-scanned in 2D, 

at a wavelength of 800 nm and incident power of ~ 1 Watt, in 2 mm steps across the 

surface of each phantom while recording the TPSF at each position. The total area 

imaged on each phantom was 22 cm^, as illustrated in Fig.(6.18), with the centre of the 

raster-scans corresponding to the centre of each phantom. The acquisition parameters 

were the same for each experiment, consisting of an accumulation count of 5 and an 

integration time of 1 second. Streak time 4 ( corresponding to a full temporal width of 

3.2 ns) was used to obtain the majority of the power in the TPSF. The power meter 

output voltage was recorded for each TPSF acquisition and used to normalise the TPSFs 

for variations in laser power throughout the experiment. Time resolved images were 

generated from the corrected TPSFs and PCW model fits in a similar manner as 

described previously. However, for these experiments the small differences in the TPSFs 

due to the embedded inhomogeneities proved to be comparable to or smaller than the 

uncertainty in the estimation of the background Gaussian component. Therefore, 

Gaussian subtraction was not performed, which unfortunately limited the ability to 

accurately estimate short At intensities.
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6.4.3 RESULTS

Corrected TPSFs - Absorbing Contrast Phantom

Images of the absorbing contrast phantom were generated by numerically integrating the 

intensity of each corrected TPSF over a specified time-window. Fig.(6.19) shows the 

image obtained for a time-window of 2500 ps and represents the largest integration time 

that could be accommodated given the finite temporal range of the data.

Figure 6.19 Absorbing contrast phantom time-gated image generated 

from the corrected TPSFs for At = 2500 ps. Expected positions of 

inhomogeneities marked with white crosses.

The highest absorbing inhomogeneity, D, can be easily identified in Fig.(6.19), and the 

ability to detect the other inhomogeneities decreases with the magnitude of their contrast 

factor. As expected for a time-window of 2500 ps, effectively the same as CW 

transillumination, the spatial resolution is poor, and probably no better than 2 cm since
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the inhomogeneities are ~ 2 cm apart. It is worth commenting that in this and subsequent 

images the observed positions of the inhomogeneities do not necessarily correspond 

exactly with their expected positions. Reasons for this discrepancy are discussed later.

Fig.(6.20) shows the time-gated image generated from the corrected TPSFs for a time- 

window of 1000 ps.

m

f  ,  a

Figure 6.20 Absorbing contrast phantom time-gated image generated 

from the corrected TPSFs for At = 1000 ps.

As in Fig.(6.19), inhomogeneities B and D can be identified in Fig.(6.20), with no 

observable increase in spatial resolution. However, somewhat surprisingly, the contrast 

is apparently worse, and A and C are barely detectable. Explanations for the apparent 

decrease in contrast of the absorbing inhomogeneities by time-gating are discussed in 

Sec.(6.4.4). Unfortunately, even though there is plenty of transmitted light detected for 

At = 1000 ps, the contrast produced by the inhomogeneities becomes overwhelmed by 

systematic noise for smaller values of At.
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Corrected TPSFs - Scattering Contrast Phantom

Using the same procedure as described for the absorbing phantom, Fig.(6.21) shows an 

image of the scattering contrast phantom for a time-window of 2500 ps.

Figure 6.21 Scattering contrast phantom time-gated image generated 

from the corrected TPSFs for Ar = 2500 ps. Expected positions of 

inhomogeneities marked with white crosses.

As for the absorbing contrast phantom, the highest scattering inhomogeneity, D, can be 

identified in Fig.(6.21), and the ability to detect the other inhomogeneities decreases 

with the magnitude of their contrast factor. As expected for a time-window of 2500 ps, 

effectively the same as CW transillumination, the spatial resolution is poor and again 

probably no better than about 2 cm.
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Fig.(6.22) shows the time-gated image generated from the corrected TPSFs for a time- 

window of 1000 ps.

Figure 6.22 Scattering contrast phantom time-gated image generated 

from the corrected TPSFs for A? = 1000 ps.

As in Fig.(6.21), the ability to identify the inhomogeneities in Fig.(6.22) decreases with 

the magnitude of their contrast factor, with perhaps a slightly observed increase in 

spatial resolution and contrast. As before, for At less than 1000 ps the images become 

dominated by systematic noise. A quantitative evaluation of the contrast produced by 

the inhomogeneities in the previous images is described later.

PCW Model Fits - Absorbing Contrast Phantom

Generating images from PCW model fits to the corrected TPSFs was again explored as 

a means of improving the images via temporal extrapolation. Unfortunately, the small 

differences in the TPSFs due to the embedded inhomogeneities proved to be comparable 

to or smaller than the uncertainty in the estimation of the photon intensity from fitting

109



the PCW model. Therefore, unfortunately the resulting images did not show any 

evidence of increased contrast of the inhomogeneities.

PCW Model Fits - Scattering Contrast Phantom

Temporal extrapolation was also attempted on the scattering contrast phantom data. 

Unlike the absorbing contrast phantom the results were much more encouraging. 

Fig.(6.23) shows an image of the scattering contrast phantom for a time-window of 300 

ps using PCW model fits.

j

Figure 6.23 Scattering contrast phantom time-gated image generated 

from the PCW model fits for Ar = 300 ps.
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Despite the presence of some systematic noise, it is still possible to identify the 

inhomogeneities in Fig.(6.23) with varying ability. The apparent spatial resolution and 

contrast are perhaps superior to Fig.(6.22), and again indicates the success of temporal 

extrapolation. Unfortunately, for At less than 300 ps the temporally extrapolated images 

become totally dominated by systematic noise.

As mentioned earlier, the observed positions of the inhomogeneities in the previous 

images do not necessarily agree with their expected positions. Although one could argue 

that this could be due to errors in the actual positioning of the inhomogeneities inside 

the slabs, it is unlikely to fully account for the discrepancy. Another factor could be the 

ensemble effect of multiple inhomogeneities. In the ideal ballistic imaging scenario, the 

observed position of the inhomogeneities should correspond with their expected 

positions. However, as At increases the photons are able to explore more than one

inhomogeneity before being detected. Therefore the observed position of an

inhomogeneity in the image will be influenced by the presence of the surrounding 

inhomogeneities. This would explain the difference between the expected and observed 

positions of the inhomogeneities. Furthermore this effect will certainly be nonlinear with 

At and unfortunately at present there is no obvious correction that can be made.

Evaluation of Inhomogeneity Contrast - Absorbing Contrast Phantom

The contrast produced by each embedded inhomogeneity in the absorbing contrast 

phantom images was evaluated as follows. First, the image pixel corresponding to the 

expected centre of the inhomogeneity was identified and indicated by a white cross in 

the images. The inhomogeneity intensity, I^, was then calculated as the mean intensity 

of the nine pixels contained in a 3 x 3 pixel matrix centred on the inhomogeneity. A 

background region of the image were then identified well away from the 

inhomogeneities covering an area of 46 pixels. The background intensity, Ig, was 

calculated as the mean intensity of the pixels contained in the background region.

Therefore the % contrast, C, was defined as,̂ "̂ ^
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c  = -  h X 100 % (6.2)

An uncertainty value for each estimate of C was derived from the standard deviations 

of Ih and Ig. Fig.(6.24) shows the contrast evaluated for each inhomogeneity in the time- 

gated images derived from the corrected TPSFs.
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Figure 6.24 Ajiî  factor versus % contrast evaluated from the time- 
gated images o f the absorbing contrast phantom.

Fig.(6.24) confirms the earlier suspicion that the % contrast of all the inhomogeneities 

decreases as At decreases from 2500 ps to 1000 ps. It is interesting to note that the
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absolute decrease in % contrast between 2500 ps and 1000 ps is approximately 3 % for 

all the inhomogeneities. For At of 1500 ps and 1000 ps the error bars for the lower 

contrast inhomogeneities became extremely large, due to the presence of systematic 

noise, and hence the missing data points. The data also indicates that the relationship 

between A\x  ̂factor and % contrast is reasonably linear.

Evaluation of Inhomogeneity Contrast - Scattering Contrast Phantom

In an identical manner to that already described for the absorbing contrast phantom, the 

contrast of each inhomogeneity in the scattering contrast phantom images was evaluated.

Fig.(6.25) shows the contrast of each inhomogeneity in the time-gated images derived 

from the corrected TPSFs for At > 750 ps and the PCW model fits for At < 750 ps.
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Figure 6.25 Ap,/ factor versus % contrast evaluated from the time- 
gated images o f the scattering contrast phantom.
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As expected, Fig.(6.25) confirms the earlier suspicion that the % contrast of all the 

inhomogeneities increases as At decreases from 2500 ps to 300 ps. It is worth re­

emphasising that this is the opposite trend to that observed for the absorbing contrast 

phantom. Fig.(6.25) also indicates that the larger the Ap/ factor, the greater the gain in 

% contrast from At = 2500 ps to 300 ps. Furthermore the maximum % contrast that can 

be achieved for of all the inhomogeneities is much larger than the corresponding values 

achieved for the inhomogeneities in the absorbing contrast phantom. For At less than 

1500 ps, the error bars for the lowest contrast inhomogeneity became extremely large, 

due to the presence of systematic noise, and hence the data points have been omitted.

6.4.4 DISCUSSION

One of the surprising conclusions of this study is that time-gating appears to decrease 

the contrast of a small, absorbing inhomogeneity, embedded in a highly scattering slab, 

whereas the opposite is true for a scattering inhomogeneity. Unfortunately, at present, 

there are no other experimental studies reported in the literature with which to compare 

this observation. However, Hebden and Arridgê "̂  ̂ have theoretically investigated the 

contrast produced by a point-like inhomogeneity in the midplane of a slab using a model 

based on diffusion theory, and Gandjbakhche et al̂  ̂ have performed a similar analysis 

using a random walk theory. The model developed by Hebden and Arridge was used to 

generate a graph, Fig(6.26), of contrast versus At for either an absorbing or scattering 

point-like inhomogeneity embedded in the midplane of a breast-like slab. Strictly, the 

curve for the scattering inhomogeneity was generated from a perturbation in the 

diffusion coefficient, rather than p /, but the approximation is valid for p /  »  p  ̂ as is 

the case here. The model incorporated the optical properties and geometry of the slab, 

and assumes that the detector and source are collinear with the inhomogeneity.
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Figure 6.26 Model predictions of contrast versus At for an absorbing 

inhomogeneity (solid line) and a scattering inhomogeneity (dashed line) 

embedded midplane in a breast-like slab.

Fig.(6.26) demonstrates that as the time-window is decreased, the contrast of an 

absorbing inhomogeneity ( solid line ) slowly decreases to a minimum at At ~ 1000 ps 

and then dramatically increases for At < 300 ps. Fig(6.26) also demonstrates that as the 

time-window is decreased, the contrast of a scattering inhomogeneity ( dashed line ) 

always increases and does so dramatically for At < 1000 ps. The experimental results 

from this study support the predictions of the model. Fig.(6.25) indicates a slow increase 

in the contrast of the scattering inhomogeneities from At = 2500 ps to 1000 ps, followed 

by a dramatic increase in the contrast for At < 1000 ps. Fig(6.24) indicates a slow 

decrease in the contrast of the absorbing inhomogeneities from At = 2500 ps to 1000 ps, 

below which the data becomes dominated by systematic noise which cannot be

115



overcome by temporal extrapolation. Therefore, it is not possible to confirm whether 

there is a rapid increase in the contrast of the absorbing inhomogeneities for At < 300 

ps, as predicted by the model.

Although the behaviour of contrast for an inhomogeneity is apparently in accordance 

with theory, these results can initially seem counter-intuitive. They can perhaps be best 

explained by considering two effects that influence the contrast of the inhomogeneities 

as At is increased.

The first effect is that the volume sampled by the photons becomes less dominated by 

the inhomogeneity. This effect will tend to decrease the contrast for both types of 

inhomogeneity. The second effect is that the photons will have spent longer in the 

phantom and thus have had more opportunity to interact with the inhomogeneity. 

Therefore, for an absorbing inhomogeneity more of the photons will become absorbed 

and tend to increase the contrast. However, for a scattering inhomogeneity, since the 

photons are already scattered isotropically, the additional scatter cannot make them 

"more isotropic" and therefore has no effect on the contrast.

Combining the above two effects it can be seen that as At is increased the contrast of 

a scattering inhomogeneity will always decrease. Whereas, for an absorbing 

inhomogeneity, the first effect initially decreases the contrast, until the second effect 

becomes dominant and gradually increases the contrast. Since the model assumes point­

like inhomogeneities their finite size has been neglected in this analysis and furthermore 

only a qualitative comparison to the experimental results is valid.

Quantifying the contrast limits of the system is by no means trivial. The results from 

Fig.(6.25) indicate that for At > 2000 ps the scattering inhomogeneity with a A|x/ factor 

of 1.1 can be separated from the background, including the error, with a % contrast of 

approximately 3 %. However, for At < 2000 ps, the lowest scattering inhomogeneity that 

can be separated from background has a Ap./ factor of 1.5 with the % contrast 

increasing to approximately 12 % at 300 ps. Meanwhile, Fig.(6.24) indicate that for At 

> 2000 ps the absorbing inhomogeneity with a Ap  ̂factor of 1.5 can be separated from
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background with a % contrast of approximately 2 %. However, for At = 1500 ps the 

lowest absorbing inhomogeneity that can be separated from background has a Ap,̂  factor 

of 2, and a % contrast of approximately 3 %, or for At = 1000 ps it is Ap  ̂= 2, the % 

contrast being approximately 2 %. Since the previous studies have demonstrated that the 

spatial resolution improves with decreasing At, as observed here, the problem becomes 

one of defining the contrast limit for a given spatial resolution. If however, as was found 

here for the absorbing inhomogeneities, the time-gated images becomes dominated by 

systematic noise before its contrast begins to increase, a compromise must be found 

between the inhomogeneity contrast and the spatial resolution.

In practice a clinician would be more concerned with the visualisation of a tumor, which 

is dependent upon several image parameters, including spatial resolution, contrast and 

SNR. Visualisation is a large research topic in its own right and outside the scope of this 

thesis. Whether the values for the achievable contrast presented here are clinically 

acceptable in terms of visualisation is unclear. It is certainly difficult to justify a claim 

that in the images, all the inhomogeneities whose contrast can be separated from 

background can be identified. However, the experiment was designed to investigate the 

contrast limits and therefore inhomogeneity identification was not intended to be easy. 

Finally, it must be remembered that the inhomogeneities were not meant to accurately 

represent any real breast tumour. Current estimates of the optical properties of breast 

tumours have been limited to in vitro measurements (see Table 2.1). The values reported 

for p /  are generally found to be higher than those of healthy breast tissue. The recent 

study by Troy et al̂ "̂  reported one patient with a p /  of 1.04 ± 0.2 mm'^ for healthy 

tissue and 1.48 ± 0.2 mm'^ for a ductal carcinoma. It is worth noting that these values 

for Ps' closely correspond to the values employed for the scattering contrast phantom and 

its inhomogeneity B. Unfortunately, the reported values for the p  ̂of breast tumours fall 

within the range reported for healthy breast tissue. However, since in vivo breast 

tumours are usually hypervascular, the associated increase in p  ̂ should improve the 

contrast.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

7.1 CONCLUSIONS

This thesis has presented research concerning the development of a near infrared time 

resolved imaging system, and the assessment of the methodology with a view to its 

potential as a future breast imaging modality. Overall the research has made valuable 

contributions to the field of biomedical optics and has resulted in several 

publications.^’**̂ ’̂ ^̂ ’̂ ^̂  ’̂ *̂ The main results and conclusions of this research are 

summarised below, followed by a brief discussion of the possible directions for future 

work.

Chapter 5 discussed the development of the time resolved NIR imaging system 

employed in the research. It was demonstrated that the automation of the system 

increased the data acquisition rate by approximately a factor of ten. This enabled the 

imaging experiments described in Chapter 6 to be performed, which would have been 

impractical using the previous system due to time constraints. Other important 

improvements to the system involved linearity correction of the streak camera via 

calibration experiments and the addition of automatic laser power monitoring. 

Additionally, computer software was developed throughout the research to apply data 

processing steps semi-automatically and systematically to the TPSFs in order to produce 

the final images. The system was also employed by other members of the department 

to conduct various time resolved experiments. For example, Schweiger et al used the 

system to image the breast-like phantom, described in Sec.(6.2), using a fanbeam source- 

detector geometry and an iterative FEM reconstruction algorithm. Hebden and Arridge "̂^  ̂

used the system to collinearly scan across a breast-like phantom containing a small 

inhomogeneity and investigated the ability of an analytical perturbation model to predict 

the true displacement of the inhomogeneity from the line of sight. Finally, an M.Sc.
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project by Tzirakî "̂  ̂ employed the system to image a breast-like phantom containing a 

small inhomogeneity using a dual wavelength technique known as

Chapter 6 described the experimental studies conducted with the system in order to 

assess the methodology, with a view to its future application to breast imaging. This 

involved the manufacture of phantoms with optical properties similar to breast tissue, 

edge-phantoms to evaluate the achievable spatial resolution, and phantoms with several 

embedded inhomogeneities of differing absorption and scattering properties to evaluate 

the achievable contrast.

The first experiment performed with the system, Sec.(6.1), was an evaluation of its 

spatial resolution performance for a breast-like scattering medium."^ The results 

indicated that temporal extrapolation has the potential to substantially improve the 

spatial resolution performance of time-gated imaging. A spatial resolution of ~ 5 mm was 

achieved using temporal extrapolation, compared to ~ 13 mm for time-gating and >21 

mm for conventional transillumination.

The imaging experiment described in Sec.(6.2) represents the world’s first attempt to 

obtain 2D time resolved images of a solid phantom with breast-like optical 

p r o p e r t i e s . ' Im a g e s  generated using the earliest arriving light substantially improved 

the identification of embedded inhomogeneities compared to conventional 

transillumination, although those images corresponding to At less than around 700 ps 

were severely degraded due to a lack of photons. This degradation was partially 

overcome, while still achieving a significant gain in contrast and spatial resolution, by 

temporal extrapolation. However, this experiment also confirmed that implementing the 

technique clinically using a single streak camera would be highly impractical due to the 

prohibitively long data acquisition times.

An investigation of the relationship between spatial resolution and the phantom thickness 

was presented in Sec.(6.3).'^^ As for the previous experiments, the ability of temporal 

extrapolation to improve the spatial resolution performance of time-gating was 

demonstrated. For a given time-gate, an improvement in the spatial resolution was
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observed as the phantom thickness was reduced. The results indicated that a breast 

compression of 1 cm may improve the limiting spatial resolution by as much as 7 mm. 

Less encouraging was the implication that temporal extrapolation over several orders of 

magnitude in intensity is required to achieve a comparable improvement in spatial 

resolution.

Finally, a study was performed, Sec.(6.4), to evaluate the contrast of small 

inhomogeneities embedded inside a breast-like phantom. This is arguably the most 

challenging time resolved imaging experiment to date. The very small differences 

between the optical properties of the inhomogeneities and those of the surrounding 

medium were close to the expected differences between normal and diseased tissues. 

The results indicated that small, low contrasting inhomogeneities can be identified. 

Although temporal extrapolation was able to improve the contrast of the scattering 

inhomogeneities, the data became dominated by systematic noise for the absorbing 

inhomogeneities. Furthermore, the results indicated that as the time-window is decreased 

the contrast of scattering inhomogeneities always increases, whereas the contrast of 

absorbing inhomogeneities gradually decreases, although the model does predict a rapid 

increase in contrast at small At.

Overall, the research has demonstrated that the time resolved methodology can image 

small, low contrast inhomogeneities embedded in breast-like phantoms with high spatial 

resolution ( ~ 5 mm). The success of temporal extrapolation indicates that it is possible 

to extract high resolution information from the data by inferring the population of short 

pathlength photons from longer pathlength photons, even when only a simple diffusion 

model (PCW) is employed. The implications from the research are highly encouraging 

with regard to using the time resolved methodology in a future clinical breast imaging 

system. Indeed, the research contributed to the decision to develop such a system at 

UCL (see Sec.(7.2)).
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7.2 FUTURE WORK

The time resolved imaging methodology requires further research in a number of areas. 

Although the phantoms employed in this research were generally of a realistic clinical 

thickness, they were largely unrepresentative of the female breast geometry. 

Furthermore, the PCW model used in the temporal extrapolation technique assumes a 

semi-infinite slab geometry which takes no account of edge effects. Therefore it will be 

necessary to investigate the distortions that edges and different geometries have on the 

temporal extrapolation technique. Corrections for any distortions will be essential for a 

future imaging systems using real patients. Similar research is already being pursued by 

Fantini et al̂ ^̂  using frequency domain technology.

During the research, the simple PCW model was used for temporal extrapolation and 

yielded encouraging results. However, as discussed in Sec.(4.3), the PCW model is 

theoretically inappropriate for accurately representing the transmission of early arriving 

photons through inhomogeneous media, despite giving reasonable results. Therefore it 

is worth investigating more sophisticated analytical photon propagation models which 

could provide superior predictions of early photon behavior for temporal extrapolation.

A future avenue of research is to investigate time resolved imaging at multiple 

wavelengths. One approach may involve comparing breast images obtained at specific 

NIR wavelengths which target certain spectral characteristics of breast tumours and may 

aid their diagnosis .Another  possibility is to generate a single image by combining 

TPSFs acquired at several different wavelengths. This approach may cancel out certain 

artifacts common at all wavelengths and thereby improve breast tumour diagnosis. 

Already, a technique known as TEAM*"̂ * (temporal extrapolation absorbance method) 

has been investigated to produce images from the ratio of TPSFs obtained at two 

different wavelengths. By assuming that p./ is the same at both wavelengths the effects 

due to photon scatter are effectively cancelled out and images are produced 

corresponding to the wavelength dependent differences in p .̂ Although the TEAM 

algorithm is only strictly valid for the trivial case of homogeneous media, some utility 

for imaging inhomogeneous phantoms has been demonstrated.
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Currently, a clinical time resolved breast imaging system is being constructed at UCL. 

This will utilize 32 photon counting detectors, which are considerably less expensive 

than streak cameras, and a pulsed NIR laser source. The source and detectors will be 

arranged around the breast and for each source position the TPSF will be simultaneously 

measured at each detector position. Multiple detector time resolved systems are also 

known to be under construction by groups at Stanford University^^* (USA) and 

Hamamatsu Photonics K.K.^^  ̂ (Japan). Meanwhile, clinical frequency domain systems 

have been developed by Carl Zeiss*^  ̂and Siemens (Germany), although at present 

they provide less information than time domain systems due to the limited range of 

modulation frequencies available.

Information provided from future clinical systems, either time or frequency domain, 

could be used as input to the iterative reconstruction algorithms described in Sec.(4.2). 

This approach is showing great promise and current research involves extending the 

numerical FEM model into complex 3D geometries and including numerous measured 

quantities into the reconstruction algorithm. One possible measured quantity that has yet 

to be incorporated is the predicted intensity of early photons obtained from temporal 

extrapolation.

In the next few years it is expected that there will be a significant increase in clinical 

breast imaging trials using the latest time and frequency domain NIR imaging systems. 

If successful they will herald the arrival of a new breast imaging modality, though 

possibly as a complement rather than as an alternative to x-ray mammography.
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