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Abstract

It is now possible to create “wires” consisting of a single chain of atoms on an 
insulating substrate, with possible applications in nanoscale circuitry. However, 
experimental data on such systems are currently rather limited and as such a 
thorough theoretical investigation of such systems is required.

In particular, it is useful to know to what extent the behaviour of such wires 
is one-dimensional—purely one-dimensional systems display Luttinger liquid 
behaviour, as opposed to the Fermi liquid behaviour characteristic of higher 
dimensional systems. However, conventional techniques in theoretical surface 
science are unable to provide a description of electronic correlations at the level 
required for one dimensional systems.

The existing literature on such atomic wire systems is first reviewed. A 
discussion of physics in one spatial dimension follows, with a thorough intro­
duction to both the Luttinger liquid and the analytical solutions of the Luttinger 
model. These concepts are then applied to a simplified model of an atomic wire 
system—two coupled chains of atoms, on just one of which electron-electron in­
teractions are included. The chain which includes interactions thus represents 
the wire, while the non-interacting chain represents, albeit incompletely, the 
influence of the insulating substrate upon which the wire is embedded. Evi­
dence for Luttinger liquid behaviour would be found in the excitation spectra 
and correlation functions of the system.

A Fortran 90 code was written to implement the above, and both a de­
scription of the code and numerical results are presented. The results from 
excitations and correlation functions of the system indicate that, within the 
limitations of the model, Luttinger liquid behaviour may well survive. It is 
possible to calculate for larger and more complicated systems by use of the 
Density Matrix Renormahzation Group (DMRG) algorithm, which relies on 
keeping only those states of the many particle system needed to describe the 
ground state and the low-energy excitations. The underlying theory of DMRG 
is discussed and followed with presentation of preliminary results based on a 
Hubbard model Hamiltonian.
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Chapter 1

Introduction

You should never cease to be aware that all aspects 
of the learning you have acquired, and will acquire, 
are possible because of their relationship with 
negation—with that which is not, or which appears 
not to be.

Glenn Gould, Advice to a Graduation, 1964
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Chapter 1: Introduction Background

1.1 Background

The aim of this work is to investigate the nature of the electron-electron interac­
tions in wires only one atom wide — essentially a chain of atoms. In particular, 
if such wires are to be used in future atomic-scale circuitry, it is necessary to 
determine to what extent the wire interacts with its substrate, and if the nature 
of any such interaction destroys the one-dimensional characteristics of the wire. 
While the problem of interacting electrons in purely one-dimensional systems, 
such as an isolated chain of idealized atoms or two coupled chains, has already 
been the subject of much research [4,8,16,18,21-24,28,34,35,40,42,43,46,47, 
56-60,72,76,79,82-85,102,115,120,123,125,132,133,140,144,156,168] the case 
of a chain of real atoms on a substrate has received less attention.

The work is structured as follows. I begin with a discussion of the aims and 
motivations underlying the work. The rest of chapter 1 is concerned with the 
background to the current project—a discussion of what I mean by the term 
atomic-scale wire, the distinction between this and the term “quantum wire”, 
discussion of the physical systems we are aiming to model, plus a summary of 
the current state of play of research on these systems.

Chapter 2 is an overview of the theory of physics in one dimension, and 
in particular a discussion of the Luttinger liquid state and the corresponding 
Luttinger model, on which most of the current calculations are based. This 
includes a description of the spectral properties of Luttinger liquids, which is 
one of our main probes for Luttinger liquid behaviour in the atomic wire system.

Chapter 3 contains a detailed description of our model, with a thorough 
review of the theoretical and numerical methods we have utilized, particularly 
exact diagonalization methods for calculating eigenstates and Green’s functions 
of the system.

This is followed in chapter 4 by a full account of the Fortran 95 code written 
to implement the methods of chapter 3. This includes a discussion of how the 
Hilbert space is represented numerically and the assumptions and simphfica- 
tions it was necessary to make.

Chapter 5 consists of the main body of results for the current work. It 
contains the results for the calculation of eigenstates and correlation functions 
for two classes of coupled-chain systems, together with a discussion of which 
aspects of these results lead us to conclude that, within the limitations of the 
model, such an atomic wire will retain Luttinger liquid properties.

Chapter 6 is concerned with further calculations made using the Density 
Matrix Renormalization Group (DMRG) method, which allows us to calculate 
for larger systems than is possible for exact diagonalization techniques.

11



Chapter 1: Introduction Aims and motivations

Finally, chapter 7 summarizes the successes and not-quite-successes of the 
current work, together with suggestions for future work.

1.2 Aim s and motivations

The motivations of this work are twofold. Firstly, from a purely scientific 
perspective the problem of a one-dimensional system coupled to a higher­
dimensional system is inherently interesting and, as yet, has not been fully 
investigated. Developments in STM techniques have now made it possible to 
create atomic scale wires, however at present it has not been possible to attach 
leads to these structures in order to perform transport experiments and thus a 
theoretical prediction of transport properties would be most useful. Secondly, 
there are obvious technological applications of such as system, for instance as 
possible interconnects in a quantum electronic circuit.

1.3 Strong interactions in one dimension

While a full description of physics in one dimension, and the associated concept 
of a Luttinger liquid is left until chapter 2, it is appropriate at this point to 
introduce the basic concepts and discuss briefiy how and why we expect this to 
apply to the atomic-scale wire systems in which we are interested.

In a nutshell, physics in one spatial dimension differs greatly from that in 
higher dimensions, as the phase space available for excitation is so very highly 
restricted. Consequently, whereas in higher dimensions even strong electron- 
electron interactions tend to lead to only weak correlation effects, in one di­
mension even very weak interactions will lead to strong correlations. However, 
such one-dimensional systems are particularly prone to instabilities, the most 
important of which is the Peierls distortion.

1.3.1 The Peierls distortion problem

One of the instabilities displayed by one-dimensional conductors is the Peierls 
distortion, which transforms any one-dimensional conductor to a semiconduc­
tor, and can be explained as follows (reference [114], pllOff).

If we take a one-dimensional linear chain with lattice spacing a, and displace 
every rth  atom by a small amount, then the translational symmetry of the 
system is immediately reduced. The lattice vectors are no longer multiples of a 
but now of ra, and the basic cell in reciprocal space runs not over ~ f  < ^ < f  
but over the interval ^ We can treat the effect of the displacements

12



Chapter 1: Introduction Strong interactions in one dimension

perturbatively by considering the resultant change in the periodic potential 
SV(x). The energy curve E(k) is distorted, with discontinuities at k = and, 
analogous to the splitting at the Brillouin zone edge for the undistorted chain, 
the vertical extent of the discontinuities is given by twice the matrix element 
of the perturbation SV(x) between the wavefunction of the undistorted chain 
i>k(x)

A E  = 2 j d x  iPk{xySV{x)ipk{x). (1.1)

This is shown in figure 1.1. Now if one of these discontinuities occurs across 
the Fermi level of the system, then the energies of the highest occupied states 
will be lowered, whereas the energies of the lowest unoccupied states will be 
raised. This will lower the overall energy of the system, making the distorted 
chain energetically preferable to the undistorted chain, and also transforming 
the system from metallic to semiconducting. Since for any system there will 
be some value of r  for which the discontinuities in E{k) will occur at Ep, a 
pure one-dimensional conductor is never going to be metallic and will always 
be subject to this Peierls distortion. As we shall see in later sections, this will 
occur whenever there is an excitation with momentum transfer exactly equal 
to 2kp- This effect is greatest for small values of r, and so the most common 
manifestation of the Peierls distortion is where r  =  2 and the lattice sites of the 
one-dimensional system pair up to form a dimerized semiconductor. For finite 
size chains a similar effect occurs, known as the Jahn-Teller distortion.

E(k)

Figure 1.1: Effect on band structure of the Peierls distortion. Reproduced from 
reference [114].

In practice, however, there exist many one dimensional surface systems that 
do not experience a Peierls distortion — this occurs when the atoms forming 
the one-dimensional conductor are rigidly held in place by the substrate atoms, 
as we shall see in section 1.5, and as a result the effect of Peierls distortion 
is either decreased, as for the systems discussed in section 1.5.1, or, for all 
practical purposes, completely suppressed (possibly by the presence of a step

13



Chapter 1: Introduction Strong interactions in one dimension

edge on the surface), as in the An wire system discussed in section 1.5.2.

1.3.2 Luttinger liquids

Although there are many states of matter resulting from the electron-electron 
interactions in one dimension, depending on the exact nature of the interactions 
and correlations, the one we are interested here is that of a pure one-dimensional 
conductor, known as Luttinger liquid, a term first introduced by F.D.M. Hal­
dane [58,60], which has several distinctive properties. The most notable of 
these is the existence of power-law dependencies in many of the system’s prop­
erties, such as the density of states and the conductivity, where the exponent of 
the power laws is a system-wide constant. In addition, the fundamental excita­
tions of a one dimensional conductor are not fermion-like, but bosonic collective 
excitations of charge and spin which move at different velocities, leading to un­
coupling of the charge and spin degrees of freedom—spin-charge separation.

Luttinger liquids themselves have been well studied, both as isolated entities 
and as coupled systems [4,7,8,11,12,16-18,21,23,24,26,28,29,34-37,40-43,
45,46,49,52,53,56-60,62,66,68,69,72,73,78,79,82,87-90,93-95,97,98,100,101, 
103,104,110-112,115,119-121,123-125,129-133,135,137,140,143,144,148,150- 
153,155,156,161,170]. However, Luttinger liquid systems coupled to higher 
dimensional systems have, until now, been largely neglected [2,30].

Much work, however, has been done on “quantum wires”, and it is necessary 
to draw a distinction between these systems, which will be discussed briefiy in 
section 1.4, and the atomic-scale wires of the current work. Typically, quantum 
wire systems are both much larger than the atomic wires considered here and 
are semiconductor based. Consequently, although (as their name suggests) they 
do indeed exhibit quantum effects, such as the quantization of conductance into 
units of 2e^//i, the structure is generally large enough that the electrons still 
behave fundamentally as a Fermi liquid, rather than the Luttinger liquid pre­
dicted for a pure one-dimensional conductors that we believe may be present 
in quasi-one-dimensional structures such as the true atomic-scale wires such 
as those under consideration here. However, there has been recent experimen­
tal evidence [10] that quantum wires in a GaAs/AlGaAs heterostructure may 
exhibit properties consistent with Luttinger-liquid like electronic interactions.

14



Chapter 1: Introduction Quantum wires

1.4 Quantum wires

1.4.1 Length scales

Normally, macroscopic conductors are expected to behave according to Ohm’s 
law, and in particular their conductance G is inversely proportional to their 
length L and the width W  :

G =  ^  (1.2)

This would seem to imply that the conductance will increase indefinitely as the 
length of the wire is reduced. However, once certain length scales are reached, 
this behaviour is destroyed and the conductor behaves in a quite different way. 
These lengths represent fundamental characteristics of the way individual elec­
trons behave inside a conductor and as such are masked at macroscopic lengths. 
The first of these is the Fermi wavelength of the conductor, which is propor­
tional to the square root of electron density Ug.

Af  =  (1.3)

We also need to consider the mean free path of the electrons in the conductor, 
Lmi and the phase-relaxation length, the distance that an electron travels 
in the conductor before its initial phase is destroyed [31].

1.4.2 Quantum waveguides

By analogy with electromagnetic waveguides, a narrow conductor will have 
tranverse modes of electron transmission. These modes, or channels, have well- 
separated energies if the wire is narrow enough, splitting the dispersion relation 
into sub-bands. The number of transverse modes is proportional to the width of 
the conductor, so that in a narrow enough wire, only one channel of conductance
will remain. In addition, it is found that the conductance of very small, perfectly
transmitting wires no longer decreases linearly with W  but is restricted to 
integer multiples of the quantum of conductance Gq = ^ .

1.4.3 Connection to macroscopic leads

Obviously, in order to be able to measure the conductance of a quantum wire we 
need to attach leads to it and apply an external bias. If these leads are macro­
scopic, then we have a problem. We saw in section 1.4.1 that the conductance 
should be proportional to the length of the wire, and an infinitely narrow wire 
(i.e. a single channel conductor) should therefore have infinite conductivity, in
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Chapter 1: Introduction Atomic scale wires

other words zero resistance. However it is found that the conductance of such 
a wire has a maximum limiting value as the length of the wire falls below the 
mean free path Lm- As L < Lm we expect the electrons’ passage through the 
conductor to be free of collisions, which would also imply zero resistance. In 
fact the observed resistance is owing to the interface between the macroscopic 
leads and the wire, where the many transverse modes of the leads have to give 
way to the single mode of the wire itself, and thus we have a resistance that is 
independent of the length of the wire.

1.4.4 Single channel conductance

For a single-channel Fermi liquid wire (see section 2.2.1), we can derive the value 
of the conductance quantum as follows [72]; First we assume that the chemical 
potentials of the two macroscopic leads (which act as electron reservoirs) are 
separated by eV. There will then be an excess of states carrying current 
away from the lead at the higher potential, where « =  is the compressibility. 
For a non-interacting one-dimensional electron gas the compressiblity is given 
by ^

The current carried by each state will be dependent on the Fermi velocity and 
the charge, thus giving a total current I  of

2Trh

Dividing by V  to give the conductance thus gives G =  ^ ,  and including spin 
gives an extra factor of 2 to yield the conductance for a single-channel Fermi 
liquid conductor:

Go = (16)

1.5 Atom ic scale wires

While the above discussion serves well for these “conventional” quantum wires, 
we need to bear in mind that owing to the width of the atomic scale wires we 
are investigating here, one-dimensional properties will increasingly come into 
play, and hence we cannot ignore the role of the electron-electron correlations.

Since part of the aim here is to investigate to what extent the Luttinger 
liquid wire interacts with the surface, and in fact whether the Luttinger liquid
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Chapter 1: Introduction Atomic scale wires

survives the interaction, it is useful to consider the type of physical systems 
that are relevant to our model (see section 3.1). At present there are sev­
eral candidate systems that may show Luttinger liquid behaviour, the most 
promising of which are self-assembled An lines on silicon, and systems based on 
dangling-bonds on hydrogen terminated Si surfaces, where the dangling bonds 
may be left unterminated or saturated with Ga atoms. However, there have 
been precious few studies of the transport properties of these systems, and ef­
fort has been concentrated theoretically on electronic structure calculations, 
and experimentally on spectroscopic studies.

1.5.1 Dangling bond systems

There has been recent interest in the electronic structure of wires fabricated 
by taking a hydrogen-passivated Si surface and removing a line of H atoms. 
The remaining Si atoms thus form a wire of “dangling bonds” which, although 
obviously too chemically reactive to be of much use in an atomic-scale device, 
have the advantage of being a relatively simple system on which to perform 
calculations [33,158,159].

For instance, the S i(lll)-H  system has been examined using density func­
tional theory by Watanabe et a l [158]. Here the geometry and electronic struc­
ture was calculated using a local-density-functional approach with a pseudopo­
tential used to model the electron-nucleus interaction, with the results showing 
that the the dangling bond wire is structurally stable. Band structure calcula­
tions show that states with a highly one-dimensional character arise in the band 
gap that are absent from a pure S i(lll)-H  system, implying that the wire is 
metallic. It was also shown that no dimerization along the wire of the dangling 
bonds caused by the Peierls distortion (see section 1.3.1) occurs in this system, 
but that instead a small (0.023Â) height difference occurs between the Si atoms 
with dangling bonds and neighbouring Si atoms. This leads to a splitting of 
the midgap states and the wire becoming semiconducting, although as the mag­
nitude of the splitting is 38meV and the energy gain owing to the distortion 
only 6.5meV, corresponding to a thermal energy of 75K, the distortion will not 
occur at room temperature and the wire will be metallic in this regime.

Similar results have been obtained for dangling bond wires on the hydrogen 
terminated Si(100)2xl surface [157,159]. This surface is more anisotropic than 
the Si(100)lxl surface and hence more wire geometries are possible. The 2x1 
surface reconstruction leads to a dimerization of the H-atoms and dangling bond 
wires can be formed either along these dimer rows or perpendicular to them, 
although the geometry of the wires is crucial to the electronic properties—in fact
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Chapter 1: Introduction Atomic scale wires

only the single dangling bond wire parallel to the dimer rows is metallic in this 
instance, again only above the Peierls threshold, calculated as 75K. Ga atoms 
can be adsorbed on these dangling bond structures to form rather less reactive 
wires that promise to be more useful in technological situations [64, 65,157,159]. 
However these structures appear to be largely semiconducting, and none of them 
purely metallic.

Atoms of As can also be adsorbed onto dangling bonds and it is possible that 
these may be more promising candidates for metallic wires [165]. In addition, 
attempts are being made to find a “formula” for both adsorbates and substrates 
to form “designer” systems with specific required properties [166,167].

^ G i i  (nielal atom )

s

-s

Figure 1.2: Diagram of a Ga atomic wire on the
Si (100) surface (Hitachi Advanced Research Laboratory, 
http: / /hatoyama.hitachi.co.jp/english/research/hashizu/text.htnil)

While the distorted and semiconducting forms of these wires will have their 
transport properties dominated by polaronic transport [19,105-107], it is pos­
sible that metallic atomic wires will exhibit one-dimensional properties despite 
being coupled to the surface. As yet there have been no published attempts 
to determine whether or not these infinite wires behave as Luttinger liquids, or 
indeed any comprehensive work on their electronic transport properties. How­
ever, a recent study by P. Doumergue et al. [33] used elastic scattering quan­
tum chemistry (ESQG) to calculate the conductance of a finite DB wire on a 
Si(001)-(2x 1)-H surface between two An contact pads, as in figure 1.4. The 
conductance was calculated both for a (metallic) undistorted chain and a (semi­
conducting) Peierls distorted chain. They concluded that the undistorted wire 
acts as a single ballistic quantum channel, whereas for the Peierls distorted wire
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Chapter 1: Introduction Atomic scale wires

Figure 1.3: STM picture of a dangling bond wire on the Si(100)2xl surface, 
from reference [65]

DB wiro

Si slab

Au pads

H-passivated

Figure 1.4: Finite DB wire with contact pads (Reproduced from [33])
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Chapter 1: Introduction Atomic scale wires

transport occurs through tunnelling but with a very short inverse decay length. 
However, neither electron-electron interactions nor electron-phonon interactions 
were taken into account and since a full description of transport properties of 
the metallic wire is dependent on the correct treatment of the electron-electron 
interactions, the results of this paper may not reflect the physical reality of such 
a system.

1.5.2 Au chains on S i ( l l l )

There has been recent controversy over the potential Luttinger liquid nature 
of Au chains on a S i(lll)  substrate [3,63,86,136]. Initially, photoemission 
data was used to infer spin-charge separation owing to the chains, and hence 
Luttinger liquid behaviour [136], but more recent work has indicated that this 
may not be the case [3,63, 86].

Photoemission is an important spectroscopic probe for many body effects— 
not least because the data can be directly related to the spectral function, which 
will be discussed in detail in section 2.4. The process is shown schematically in 
figure 1.5. An incoming photon ejects an electron from the surface, transferring

\ N -  I ,ni l )
\ N - 1,7712)

I AT -  1,771,)

\ N -  l , m „ )

l iV.O) « l iV .O )

Figure 1.5: Schematic diagram of the photoemission process.

the system from an AT-electron state to some combination of {N — 1)-electron 
eigenstates. The energy of the emitted electrons can be measured and this 
data is equivalent to the electron part of the spectral function. The momen­
tum parallel to the surface &|| is conserved during this process, and is equal to 
y/2mEk / h? sin 6 ,̂ where is the energy of the emitted electron and Be is the 
angle between the direction of the emitted photon and the normal to the surface 
[75], and so by varying /c|| or 9̂  it is possible to build up a detailed picture of 
the spectral function in the vicinity of the Fermi energy.

In the photoemission experiments performed by Segovia et ai [136], sam-
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Chapter 1: Introduction Atomic scale wires

pies consisting of vicinal S i( lll)  cut at an angle of 9.45° were prepared, upon 
which Au chains were self-assembled by evaporation and annealing, to form 
the S i(lll)5x l-A u structures (equivalently Si(557)-Au) shown in figure 1.6. 
Angle-resolved photoemission data was collected at 12K using linearly polar-

111]

[112]

110]

[112]

Figure 1.6: S i(lll)5x l-A u (Si(557)-Au) side and pian views, from reference 
[136]

ized monochromatic ultraviolet photons, and no dispersion perpendicular to 
the chains for the chain state was found, indicating that the chains form a one­
dimensional metallic system, and there is no evidence of a Peierls distortion. 
The results are shown in figure 1.7. The authors claim that the removal of spec­
tral weight at Ep indicates non-Fermi liquid behaviour, and moreover, that the 
double peak structure visible most clearly at 9e = —13.5° is attributable to two 
separate peaks for the spin and charge excitations. The combination of these 
two factors is therefore an indicator of potential Luttinger liquid behaviour.

However, the work of Losio and Altmann et al. refutes this claim [3,86]. 
They too performed angular-resolved photoemission experiments on this system 
(at the rather higher temperature of lOOK), but with higher energy photons 
{hiy = 34eV rather than 21.2eV in reference [136]), and find that while the 
double peak structure is still observed, it does not disappear at E  = Ep-, and 
therefore is inconsistent with the attribution of the double peak structure to 
spin charge separation (the spin and charge peaks converge at Ep  in a Luttinger 
liquid). Instead, the authors propose that the double peak structure is owing to
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Figure 1.7: Photoemission results from reference [136]
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Chapter 1: Introduction Summary

two nearly degenerate bands. This is further borne out by the recent electronic 
structure work of Sanchez-Portal et ai [126] which uses DPT methods to reach 
the same conclusions—that there are two almost degenerate bands associated 
with the chains. X-ray diffraction studies [122] also support this. This does 
not, however, rule out the possibility of a Luttinger liquid in this system.

1.5.3 Other candidate Luttinger liquid systems

While the atomic-scale wires presented in the previous section are the main 
focus of attention in the present work, there are several other physical sys­
tems that have been proposed as possible Luttinger liquid systems. Recently 
carbon nanotubes have received attention [17,78,110,117,169]—not least be­
cause their physical properties make it possible to attach leads to the nanotubes 
and measure conductance properties directly. In addition, it has recently been 
proposed that the coupling of Luttinger liquid carbon nanotubes to a super­
conductor may provide a useful physical realization of quantum entanglement 
[13]. It has also been suggested that the edge states in Quantum Hall sys­
tems may behave as chiral Luttinger liquids [26,121,161]. Finally, the highly 
anisotropic Bechgaard salts (TMTSF)2%, where TMTSF denotes tetramethyl- 
tetraselenofulvalene, have shown optical properties consistent with Luttinger 
liquid behaviour [14,52,135,142,151].

1.6 Summary

In summary, we have seen that there are several possible systems that may ex­
hibit properties consistent with Luttinger liquid behaviour in certain regimes. 
However, owing to the Peierls distortion, a band gap will open in many of these 
systems at low temperatures to form a semiconducting wire. Nonetheless, at 
temperatures above the Peierls transition temperature (only 75K in the case of 
the Si(100)-H based dangling bond wire discussed in section 1.5.1, metallic be­
haviour, and hence possible Luttinger liquid behaviour, will be restored. While 
phase diagrams for the temperature dependence of Luttinger liquid behaviour 
have been generated for some other coupled-chain systems [14,15], as yet the 
systems described in section 1.5.1 remain neglected in this regard. Although 
the present work is not concerned with the exactitudes of electronic structure, 
we do however attempt to investigate to what extent, given the existence of a 
metallic wire, the presence of the substrate surface perturbs, or even destroys, 
the Luttinger liquid behaviour of an isolated wire. With this in mind, chapter 
2 describes the theory of interacting electrons in one dimension.
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Chapter 2: Luttinger liquid theory Introduction

2.1 Introduction

This chapter is entirely concerned with the theory underlying the physics of 
one-dimensional Fermi systems. It begins with a description of their physical 
properties, and how these properties lead to the breakdown of the Fermi liquid 
concept in one spatial dimension, to be replaced instead by the concept of a 
Luttinger liquid.

This is followed by a description of the main model used in the present 
work—the Luttinger model. A thorough review of Haldane’s 1981 solution of 
the Luttinger model [60] is presented in section 2.3, complete with a description 
of the operator method of bosonization, as implemented computationally in 
chapter 4.

A discussion of the relationship between the Luttinger model and the Lut­
tinger liquid properties of one-dimensional systems is contained in section 2.3. 
This is followed by a description of how the Luttinger model relates to some 
of the physical properties manifest in real systems, and in particular, how the 
spectral function and other correlation functions can be calculated,

A description of transport phenomena in the Luttinger liquid follows, in 
section 2.5. This is followed by a review of recent work in the theory of crossed- 
and coupled-Luttinger liquid systems in section 2.6.

Finally, in sections 2.6.1 and 2.7, we discuss briefly extensions to the “stan­
dard” Luttinger model, and some the most important non-Luttinger model ap­
proaches to one-dimensional systems, in particular the Hubbard model, which 
is utilized in the Density Matrix Renormalization Group work of Chapter 6.

2.2 One-dimensional system s

Consider a system of non-interacting fermions constrained to move on a line. 
In one dimension the Fermi surface is not continuous, as in higher dimensions, 
but consists of two points at the Fermi energy, as shown in flgure 2.1. The 
consequences of this axe mortiferous for standard Fermi liquid theory—this is 
discussed in more detail in section 2.2.1, but also results in physical phenomena 
unique to one-dimensional systems.

It will be noted that there is a region at low energies in the excitation 
spectrum where there are no allowed excitations, as can be seen from flgure 
2.2. The reason for the existence of this zero-excitation region becomes clear 
when the nature of the possible excitations is considered. Minimal energy ex­
citations are only possible with a momentum change either close to zero or 
about 2kF, as can be seen from flgure 2.1. This gap also gives rise to a well
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Figure 2.1: Allowed low-energy excitations for a one-dimensional system. The 
points representing the Fermi surface are shown in purple, occupied states by 
the blue line.

Figure 2.2: Particle-hole excitation spectrum in one dimension.
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Chapter 2: Luttinger liquid theory One-dimensional systems

Figure 2.3: Multiple particle-hole excitation spectrum in one dimension.

defined particle-like dispersion of those excitations with Ak  ~  0, and as a con­
sequence the elementary excitations of an interacting one-dimensional system 
are not the electron-like excitations familiar to higher dimensional systems, but 
bosonic collective excitations of charge and spin generally referred to as holons 
and spinons respectively. Once electron-electron interactions are included, the 
spinous and holons disperse with different velocities, and this leads to the phe­
nomenon of complete separation of the spin and charge degrees of freedom for 
one-dimensional systems.

Multiple excitations, of two or more electron-hole pairs, are also possible, 
giving a full spectrum of the form shown in figure 2.3. This spectrum has 
the additional feature of a parabolic “envelope”, due to the fact that once one 
minimum-energy excitation has taken place, a subsequent excitation must occur 
from a lower energy state to a higher one than the original excitation.

For an interacting system, the density of states, n{uj), becomes continuous 
and is devoid of the discontinuity at Ep  characteristic of higher dimensional 
systems. In fact, the density of states varies like |A: — kp\^, where a is an in­
teraction dependent exponent which is equal to 1 in the non-interacting limit. 
Many other physical properties of the system are also characterized by power 
laws with the same exponent a, in particular the spectral function, which will 
be discussed in section 2.4, the conductance, which behaves as a power of tem­
perature, G{T) ~  T", and the I - V  characteristics, where I{V) ~  V^. These 
properties will be discussed further in section 2.5.

2.2.1 Fermi liquid breakdown

In three dimensions the concept of the Fermi liquid is well known—the funda­
mental excitations of the system can be represented by electron-like quasipar-
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Chapter 2: Luttinger liquid theory One-dimensional systems

tides that evolve continuously from the real electrons as the electron-electron 
interactions are switched on. The lifetime of these particles, which tends to 
infinity as the Fermi surface is approached, is related to the imaginary part of 
the self-energy S, which appears in the electronic Green’s function as [144]

= , o ( k ) - J - S ( k , w ) -

Here eo(^) is the dispersion of the non-interacting electrons, u  the energy. The 
self-energy E(fc,6j) is the energy and wave vector dependent complex energy 
shift arising from the many body interactions. There will be poles in G{k,u) 
for each value of u  that represents a quasiparticle eigenvalue. Given a single pole 
in G{k,u)  for each quasiparticle, without which the quasiparticle description 
becomes physically meaningless, the residue is given by [144]

which, for a normal Fermi liquid, will satisfy 0 < 2:* < 1.
In one dimension, however, the situation is somewhat more complicated. 

The problem of the Peierls transition, caused by interactions between the elec­
trons and phonons, was presented in section 1.3.1. However, the one-dimensional 
system is highly susceptible to similar instabilities caused by any process with 
a momentum transfer equal to 2 kp^ regardless of its cause, and, due to the 
perfect nesting of the Fermi “points” in one dimension, interactions between 
electrons on opposite sides of the Fermi surface result in just such processes.

There is also a problem arising from the assumptions made about the Fermi 
liquid Green’s function. If, for example, we consider a forward scattering process 
between particles of opposite spin (this will be defined as a ĝ_\_ process in section 
2.3.1), then it can be shown [144] that the Green’s function gives not one but 
two solutions for the energy location of the quasiparticle pole

w =  ±  ^ (2.3)

This double-valuedness is the origin of the spin-charge separation phenomenon. 
However, it also violates the fundamental assumptions underlying Fermi liquid 
theory and as such indicates that no Fermi liquid description is possible for 
interacting electrons in one dimension.
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2.3 The Luttinger model

2.3.1 Background

The Luttinger model has its origins in the work of Tomonaga [141] who, noticing 
the boson-like properties of the excitations of an interacting one-dimensional 
electron gas, approximated the Hamiltonian for such a system by describing 
the excitations as exact bosons, despite the fact that the elementary particles -  
the electrons -  are fermions. By linearizing the dispersion relation around Ep  
in order to simplify the description of the low-lying excitations (section 3.2.2 
demonstrates the validity of this approximation), the Tomonaga Hamiltonian 
becomes exactly solvable.

Luttinger [89] expanded on this approach by not only separating the elec­
trons into two distinct populations of fermions—left moving (with dispersion 
slope < 0) and right moving (slope > 0)—but also by extending the dispersions 
for each population out to k = ±oo, giving an infinite ‘sea’ of negative-energy 
electrons, as shown in in figure 2.4. Although completely unphysical, by doing 
this the bosonic commutation relationships, only approximate in the Tomonaga 
model, become exact.

The Luttinger model was solved exactly in 1965 by Mattis and Lieb [93], 
and although the methods have been widely described in other terms by various 
authors [90,130,140,144], arguably the definitive picture of the Luttinger model 
was given in 1981 by F.D.M. Haldane [58-60], whose concise operator methods 
will be used here.

There are four basic interaction processes available, as shown in figure 2.5. 
However, only two of these are included in the Luttinger model. The first of 
these, generally known as a pi process, is shown in figure 2.5(a). This represents 
backward scattering of particles from two different branches, with a correspond­
ing momentum transfer of 2kp^ The second process, labelled p2, is shown in 
figure 2.5(b) and represents forward scattering between momentum branches, 
with a small transfer of momentum. Umklapp scattering is represented in the 
P3 process, figure 2.5(c), although this process is only important if the band is 
half filled, in which case Akp is a reciprocal lattice vector and all four of the 
participating electrons are in the vicinity of the Fermi surface [140]. Finally 
we have p4 scattering, as shown in figure 2.5(d), which is forward scattering 
in which all participating electrons are from the same branch. However, as we 
shall see, only the p2 and p4 processes are included in the Luttinger model.

If we are considering a system which includes spin, then we can also include 
subscripts || to indicate that the interaction is between particles with the same
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E
p = -1

Figure 2.4: Schematic representation of the Luttinger model

(a) gi (b) 92 (d) qa

Figure 2.5: The four possible scattering processes. Solid lines indicate electrons 
moving with positive momentum, dashed lines electrons moving with negative 
momentum
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spin index, and JL to indicate that the interaction is between particles with 
differing spins.

However, not all of these scattering processes axe included in the Luttinger 
model. The ^ij. interaction violates the spin-current conservation between 
momentum branches inherent in the Luttinger model, and the gs± interac­
tion spoils the charge-current conservation between the branches. For spinless 
fermions, the only interaction processes included in the Luttinger model are 
those involving § 2  and p4 scattering.

Before moving onto Haldane’s solution [60] of the Luttinger model, it is 
useful to introduce the Luttinger Hamiltonian in the terminology already used 
(which follows closely that used in reference [144]) as this formulation appears 
to be more widely used in the literature. The total Luttinger liquid Hamiltonian 
can be split into three parts

Û  = H2 -\- Ê 4 , (2.4)

where Hq is the non-interacting part of the Hamiltonian, and È 2 and H 4 contain 
the Q2 and interactions respectively.

The non-interacting part of the Hamiltonian is given in second-quantized 
form as

HQ = ' ^ V F i p q -  kp) : cJgsCpçs (2.5)
P,Q,s

where the operator Cp̂ s creates a fermion on branch p =  ±1 with momentum q 
and spin s. The notation : . . .  : denotes normal-ordering^. The È 2 and È 4 axe 
given by

^2 =  ^  X I [92\\{q)^s,s' 92±{q)Ss,-s'] p+,s{q)p-,s'{-Q), (2.7)
q,s,s'

-̂ 4 =  ^  X  [94\\{q)^s,s'+  9A±iq)^s,-s'] pp,s{^)pp,s'{-q)^ (2.8)
p,q,s,s'

Here s indicates the spin index, q momentum and p =  ±1 the branch index. The 
interaction terms 9 2 \\{q)i 921(9), 94||(9), 941(9) are the momentum-dependent 
forms of the interactions as described by figure 2.5. Note that the 1/2 fac-

 ̂Usually this would imply that the annihilation operators are all to the right of the creation 
operators. However, since here we have the infinite sea of negative-energy particles, normal 
ordering implies that for the negative-energy electrons the reverse is true, e.g.

I : : :  2
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tor in the expression for H4 avoids double-counting over the two momentum 
branches. The density operators p are defined in terms of the fermion creation 
and annihilation operators as

PpA^) — ^ 2  • “  ‘̂ g,o(Cp • (2.9)
k k

We also note that [H2 ^Hq] ^  0, so the Ê 2 term is able to modify the 
ground state by excitation of particle-hole pairs, whereas [Ê4 , Ûq] = 0 and so 
the Ê 4 term cannot modify the ground state, only remove degeneracies in the 
excitations in much the same way as the introduction of a magnetic field.

The interaction terms may be transformed into charge- and spin-dependent 
parts as

9ip{Q) =  ^ (i?i||(9) + P i± ( 9 ) ) , (2.10)

9ia{q) =  ^ {9i\\{q) -  9i±{q) ) , (2.11)

where here the subscript p indicates charge and cr spin. However, as the present 
work is almost exclusively concerned with spinless models, for the remainder 
of this section we shall drop the spin indices and assume a spinless Luttinger 
model.

By removing the spin-dependence of equations (2.7) and (2.8), the interac­
tion parts of the Hamiltonian become

%  = (2-12)

Hi = iY,gi(g)Pp{Q)M-<})-  (2-13)
P,9

The total spinless Hamiltonian Ê  = Hq È 2 + Ê 4 can now be diagonalized 
with a Bogoliubov transformation

H  = (2.14)

where

Sp = ^  ^  \ p A q ) p - { ~ q )  ~  p-(q)p+i.-q)] • (2.i5)
9>0 ^

Here we have another interaction-dependent term ^(g), and the density opera­
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tors can also be transformed by

Pp(g) =  Pp(g) cosh (j)q +  p-p(q) sinh 0 ,. (2.16)

The transformed form of the complete Hamiltonian is therefore given by

^  =  I  E  "»(«) : ft(î)Pp(-9) : [«JV (AT+ + N - f  +  (JV+ -  N . f ] ,
P. 99^0

(2.17)
and is diagonal if we have the following condition on <f)q when making the 
transformation:

The spinless Luttinger liquid parameter Kp is then obtained by taking the limit 
of Kp{q) as Ç -> 0, i.e.

Kp = lim fT /g) =  ê *
 ;----------- (2.19)TÏVF + 9 ^ - 9 2  
TTVF +  P4 +  P2 ’

where the absence of a g subscript in the terms that were previously dependent 
on q implies that the limit as ç > 0 has been taken.

We can now relate the three velocities, vq (= lim^^o), and v j  as follows

= Vq, (2.20)

vn = ^  (2.21)

v j  = voKp = (2.22)

These are also related to the (non-interacting) Fermi velocity as follows

VN = vf 94 + 92, (2.23)

v j  = v f  + 94  -  9 2 - (2.24)

In addition, we can define the Luttinger exponents a  and 7 , which appear in 
the power laws governing the single particle properties of the Luttinger liquid. 
For a spinful Luttinger hquid.

(2.25)
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a  =  2(7p +  7tr), (2.26)

whereas for a spinless Luttinger liquid, the focus of attention in the current 
work,

a  =  27 (2.28)

2.3.2 Haldane’s 1981 paper [60]

As the numerical implementation described in chapter 4 is largely based on the 
form of the solution of the Luttinger model given by Haldane [56-60], we now 
include a comprehensive review of the relevant parts of Haldane’s solution of 
the Luttinger model.

Firstly, Haldane examines the Hilbert space of the Luttinger model with 
periodic boundary conditions defined on a ring of length L. Since Haldane is 
dealing with a continuum rather than a lattice system, the Hilbert space is
infinite and care needs to be taken that the operators are well-defined. Haldane
therefore chooses to take the (fairly standard) approach of considering only 
quantities that can be measured using a set of normal ordered creation operators 
operating on the ground state. The Hamiltonian can therefore be written, in 
terms of the fermions, as

= VF ' ^ { p k  -  kF)(rikp -  (nfcp)o), 
kp
■L (2-29)

Here p =  ±1 is again the branch index, Ukp is the number of fermions with 
momentum k on branch p, and {rikp)o = 0{kF — pk). The fermion operators 
i ’pix) and i ’pix) create or annihilate respectively a fermion on branch p at 
position X.

These creation and annihilation operators can also be expressed in terms 
of operators that create or annihilate at a specified momentum k, rather than 
position X, by Fourier transform:

^t(x ) =  E • (2.30)

The limit e —> O'*" is usually implicit, but is necessary to ensure an exact periodic
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delta function in the anticommutation relation for the fermion operators.

{tpp(x),'ipp(x)} = 6ppt

=  Sppi ^  S(x -  x' — nL).

£ - 0+ \ L ^
(2.31)

Pqp — <

In order to solve the model it is necessary to be able to express the fermion 
operators in terms of boson operators. For this we need the fermion density 
operator

(«7^0)

=  ^p  — ~ {'^kp)o (9 ~  0),

which has the commutation property[90]

iPqp̂ Pq'p'] — ^pp'^qq' ^ ^ ' (2.33)

This commutation algebra implies the construction of boson operators of 
the form

4  =  Y ^ l  W 5̂  0,9 = =  ±1, ± 2 ,...) . (2.34)

Note that this is undefined at g =  0; there is in fact no ç =  0 boson mode, but 
it is represented by the number operator iV̂ , which returns the total number 
of type p fermions and commutes with the boson operators àq (ç 0).

The density operator (2.32) can therefore be written in terms of the boson 
operators as

Pqp =  N pSqo  +  ( ^ ( p ç ) â j  +  e { - p q ) â - q ^  . (2.35)

A ladder operator Up to raise or lower the fermion charge Np is also required, 
but must also commute with âq. Due to the way the Hilbert space has been 
constructed, there is no upper or lower limit to the range of allowed values 
of Np, and so Np cannot be expressed in terms of the raising operator and a 
lowering operator conjugate to the raising operator. Haldane therefore chooses 
the ladder operator Up to be unitary, i.e.

=  Û I  (2.36)
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but it must also, owing to the fermionic nature of the particles, be chosen such 
that it anticommutes with Ù-p and UZp^ The ladder operator should therefore 
be of the form

Ûp\Np,N^p) =  r){p,Np,N.p)\Np + l,iV_p>, (2.37)

where 77 is a phase factor that must take the values ± 1, but whose exact form
is yet to be determined.

In order to reconcile all the required properties of the ladder operator, Hal­
dane writes Ûp in terms of a further operator ^p{x):

Üp(x) =  - ^  /  dx (2.38)
v L  Jo

with ^p(x) defined as

27rip-^ e“*9® .^ e { - p q ) —— e 2. Pqp(j>p(x) = hm 
£ —>0+ L Q

(2.39)

( ^ )  JVp +  i 5 3  0(p«) ( 1 ^ )  (2.40)

This therefore gives the commutation relation between the ladder operator Up 
and the fermion density operator pgp as

iPqpiÛpl = Spp'ôqQÏJp. (2.41)

It is at this point that Haldane utilizes the linear fermion dispersion of the 
Hamiltonian in order to obtain the bosonized form of the Hamiltonian—the 
entire argument up to this point is independent of the form of the dispersion 
and depends only on the definition of the vacuum state and the Hilbert space.

The Hamiltonian (2.29) has the following commutation relationships with 
the density and boson operators:

[H", Pqp] =  VFpqpqp  (2.42)

=  (2.43)

The energies of those eigenstates |{iVp}) of the system that do not contain any 
boson excitations are given simply by vpT^/LY^pNp, whereas a mode q  boson 
contribution to the eigenvalue is given by u_p|g|ng, giving the bosonic form of
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the Hamiltonian as

H^ = vf
L q

2 (2.44)

Haldane then proves that the set of eigenstates produced from the vacuum 
by successive operation with the ladder operator Ûp and the boson creation 
operator àq is a complete set, and therefore that equations (2,29) and (2.44) 
are identities.

Haldane then re-expresses the operators already introduced completely in 
terms of the boson operators. By inverting equation (2.38) he obtains the 
bosonized form of the fermion operator

V
(2.45)

This is, by definition, normal ordered in the àq and is therefore well-defined. 
The charge and current quantum numbers are also introduced and defined in 
terms of the charge of the ground state, iVo

No =
kpL

7T
(2.46)

N  = Na + Y , ^ P  ; J  = J 2 p^ p- (2.47)
P P

Various other quantities can then be defined, however, the ones in which, for 
the present purposes, we are interested are the Hamiltonian and momentum 
operators for non-interacting electrons

Vp Iglôjô, +  —  [{N -  NaŸ  +  >7̂ )

F  =  [* F  -  ^ (7 V  -  iV o)] J  +

(2.48)

(2.49)

Adding electron-electron interactions

Once the system has been set up for non-interacting electrons, is is then fairly 
simple, using this representation, to include the electron-electron interactions.

The interactions are represented by two interaction functions V\{q) and 
V2 {q)i each with dimensions of velocity. They are related to the interaction
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functions of section 2.3 and equations (2.12) and (2.13) by

92(9) =  ^V,(g) (250)

g4(q) = ‘ïïViiq)

Using these the interacting part of the Hamiltonian can be written as

= -ĵ  \y^q^p,p' PqpP-q̂ p'-» (2.51)
pp>q

where the p are the fermion density operators of equation (2.32). By defining 
new velocities for the charge and current density fluctuations vjq and v j  respec­
tively in terms of the Fermi velocity in the same way as equations (2.23)
and (2.24), the full Hamiltonian can be written in terms of the boson
operators

H  = ^  (v n N^  + VjJ^)
^   ̂ /  (2.52)
+  ^  X I  1̂ 1 [(«^F +  V i q ) { â l â q  - f  à q â l )  - f  U 2 ç (â jâ ^  +  f ig ô j) ]  '

q

This can be diagonalized using a Bogoliubov transformation, as in section 2.3, 
to give

H  = E o + Y ,  ^  +  Vjj ' ^) , (2.53)

where
Eq = ^ ' ^ { o j q  -  UF|g|) , (2.54)

q

ÜJq = \{vF + V l q f - ( V 2çŸ\ '^ql  (2.55)

hi = cosh(</?g)âJ -  sinh(<^g)â_ç, (2.56)

tanh(2y)J = ------. (2.57)
VF +  Fig

Haldane continues the paper by showing how it is possible to calculate 
analytically the dynamical correlation functions from these results, and by a 
discussion of the extension of the pure Luttinger model to more realistic, but 
no longer completely soluble, models such as those with a non-linear fermion 
dispersion.
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2.4 Spectral functions

We now need to review the spectral properties of a pure Luttinger liquid. This 
is a well-studied problem [37,96,97,103,112,129,131,148,149] but the main 
results reviewed here are largely taken from the work of Voit [144,148,149] and 
Schonhammer and Meden [97,129].

For these purposes, the spectral function is defined as

Pp,s (q, w) =  -  (kp +  g,w4-/i), (2.58)

where p is, as usual, the branch index and s the spin index. G^{k,u}) is the
retarded Green’s function as discussed in section 3.3, and is the double Fourier- 
transformed version of the time-ordered Green’s function

Gp,si^,i) =  -^0{t){{'ii)p,s{x,t)'ipl^(0,0)}), (2.59)

where designates the anticommutator.
Voit [148,149] takes Haldane’s result [60] for the bosonized form of the 

fermion operator ^  in terms of bosonic phase fields and obtains an analytical 
expression for the Luttinger liquid Green’s function

G« (x,<) =

A -I- {{vpt — px) TT 1 (  h?
X limQ—>0

TT _______ \ ^ ^
[A 4- livyt -  V (A +  iVut^ +  ya  +  i(vFt -  px) [A +  i(u^t -  px)]^/^ V (A + iv^t)^ +

, (2.60)
I X - X

I t  —y —t

where z/ =  p, cr, representing charge or spin respectively. The variable A is a 
momentum cutoflT equal to the minimum momentum transfer for an excitation, 
i.e. 27t/L for the lattice systems on which the current work is performed. The 
exponent 71, is dependent on the Luttinger parameter as

7. - + (2.61)

If the momentum dependence of Vi,{q) and Ki,{q) (see section 2.3.1) is neglected 
completely, then this expression simplifies to

TT _______ i_______
.v=p,a [A +  i( ’̂t/t -  Px)Ÿ^‘̂
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A2

((A +
. (2.62)

However, in order to calculate the spectral function we require not this form of 
the Green’s function but its double Fourier transform, Gpg{k^u). Rather than 
perform a double Fourier transform on equation (2.60), Voit chooses to make 
use of the property

~ ^)  (2.63)

to calculate the analytical form of the spectral function directly for three ex­
ample systems—the spinless Luttinger liquid, in which our main interest lies, 
the single-branch Luttinger liquid, and the spinful Luttinger liquid.

We shall now concentrate on the derivation of the spectral function for 
the spinless Luttinger liquid, and shall merely discuss the main results for the 
spinful Luttinger liquid. Voit defines the additional variables

s = vo t—px  ; s' = vot px, (2.64)

and obtains a spectral function of the form

2 roo poo

X limQ—►O
A +  i(oFS +  bps') (  A 
a  -f- {{aps + bps

') f  A y o + Y  A y °  s ^ - s  
' ) U  +  i«y VA +  U 7

(2.65)

where the following have been defined

q — k — kp, (2.66)

and 7o is given by

Î i
with the spinless Luttinger parameter Kp defined as in equation (2.19).

Equation (2.65) was solved by Luther and Peschel [88] in the approximation 
of constant velocity, where hp = Q and the equation reduces to a single integral 
over s. Voit, however, solves this exactly to give the result
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PpiQ^s) =  2t ; o p ( ^ o ) +  PVoq)0 (u -  pvoq)

X 7  ^ 70 , ^ ( w  +  VQpq)^ ( w  -  VQpq)^ e

(2.70)

where 'y(a,x) is the incomplete gamma function [1].
Whereas for a Fermi liquid we would expect p(0, w) to be a delta func­

tion at the Fermi energy, the situation for a Luttinger liquid is quite different. 
Spectral weight is repelled from the Fermi surface owing to the virtual particle- 
hole excitations generated by the inter-branch scattering term p2, resulting in a 
broadened peak. As q  is increased the Fermi liquid spectral function will merely 
broaden like reflecting the flnite lifetime of electrons away from E f , but for a 
Luttinger liquid there is zero spectral weight within a range of the Fermi 
energy. In addition, the negative-frequency contribution is suppressed expo­
nentially with g, and for a continuum Luttinger liquid the positive-frequency 
contributions have a power law dependence. For w > 0 this is of the form 
0 { u  -  voq){cJ — voq)'^~^  and for w < 0 it is of the form 6 { - u  — v o q ) { - u  — voq)'^,  

with 7  given by equation (2.69) [144]. The relationship between the exponent 
7  and the spectral function is shown in flgure 2.6, whereas figure 2.7 shows the 
spectral function for a spinful system as a function of both q  and w, clearly 
showing the spin and charge peaks in the electron part moving at different 
velocities.

2.5 Transport

Given the breakdown of the Fermi liquid picture of one-dimensional systems 
we now need to re-evaluate the single-channel conductance properties of the 
Luttinger liquid conductor. For the interacting electrons of a Luttinger liquid, 
both the compressibility and the Fermi velocity are renormalized, and we can 
no longer use the relation of equation 1.4. Instead, a dimensionless parameter 
is defined [72] (see also [73,164]):

g = j rh n v .  (2.71)

The parameter g is equivalent to the Luttinger parameter Kp already intro­
duced, however in the context of Luttinger liquid transport the notation g is 
more in evidence and so we follow convention here. For non-interacting spinless
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\ / f )q CO

Figure 2.6: Analytical spectral function for a spinless Luttinger liquid. (From 
reference [149])
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Figure 2.7: Analytical spectral function for a spinful Luttinger liquid, q > 
0. The double peak structure at positive w represents the spin and charge 
excitations separating as q increases. (From reference [144])
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electrons, we have g = I and Fermi liquid behaviour is restored. For repulsive 
interactions, g < I and can be approximated by «  ^1 +  , where U is
the Hubbard U representing on-site Coulomb interactions (see section 2.7). In 
addition, it is known that for a repulsively interacting Luttinger liquid with an 
arbitrarily small barrier, there is no transmission through the barrier at zero 
temperature. The Luttinger liquid is completely reflected and the conductance 
becomes zero. At non-zero temperatures, the conductance behaves as a power 
of temperature T:

G(T) ss (2.72)

In addition, the I -V  characteristics of the Luttinger liquid are non-Ohmic and 
of the form

I (V)  % y # - '  (2.73)

For a real wire of length L, the thermal coherence length implies that these 
relations will only be vaUd for temperatures greater than

Experiments on single wall carbon nanotube (SWNT) systems have conflrmed 
these theoretical predictions [17].

2.6 Coupled and crossed chain system s

Systems of weakly coupled Luttinger liquids have been studied before [7,8, 
18,22-24,28,34,40,42,43,45,46,52,78,79,101,102,104,115,142,143], particu­
larly with regard to the c axis conductivity of high temperature superconductors 
[4,24,28,45,66]. However the literature is apparently devoid of studies of Lut­
tinger hquids coupled to Fermi liquids—the problem under consideration here. 
It is, however, instructive to review the main findings of these previous studies.

The main question is regarding the nature of the coupling between the 
chains—more precisely, whether the interchain transport mechanism survives, 
and if so, whether the transport is coherent or incoherent. The systems studied 
are both those consisting of just two coupled chains, and those consisting of a 
greater number, in some cases an infinite array of chains, although the number 
of chains involved does not appear to be a major factor in the results.

While the subject of hopping between coupled Luttinger liquids remains 
controversial, the consensus appears to be that coherent interchain transport 
is suppressed for all but the weakest interacting weakly coupled chains. This 
can be explained qualitatively in the following way. For coherent hopping of
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the form Z)c^c+i^c +  H.c. (where c is the chain index) to occur, we need to 
remove an electron from one chain and place it on the other. However, the 
fundamental entities within the Luttinger liquid chains are not electrons but 
collective excitations of charge and spin; moreover these excitations are moving 
at different velocities. Thus this process is intuitively less likely to occur for 
weakly coupled interacting chains than for coupled non-interacting chains.

There are several ways of investigating the nature of the interchain hopping 
for these systems. However, we shall concentrate on two of the most popular 
methods. The first of these is due to Clarke, Strong and Anderson [28]. Two 
Hubbard model chains are prepared at time  ̂=  0 in their separate ground states 
with A N  more right-moving spinful electrons with spin s on one chain than on 
the other. The interchain hopping t± is then turned on, and the probability P{t) 
of the system being in its initial state at an intermediate time t is measured. 
The nature of P{t) will therefore provide an indication of whether the hopping 
is consistent with coherent interchain transport or not. For two non-interacting 
chains, P{t) is found to be of the form

P{t) =  1 -  f i . A N f  + . . .

The oscillatory nature of P{t) implies that electrons are free to hop back and 
forth between the chains in a coherent manner. However, once intrachain inter­
actions are switched on, the oscillations in P{t) are destroyed, to be replaced 
with a rather more complicated expression that depends on many factors. If 
no hopping whatsoever was taking place, P{t) would be equal to one, and since 
this is not the case, this is a clear indicator of incoherent hopping.

The second approach, utilized by Capponi, Poilblanc and Mila [24] (see 
also [22,23,25,115]) examines both the nature of the distortions in the band 
structure due to the electron-electron interactions and the nature of the trans­
verse (interchain) optical conductivity a{u). A system of two or more spinless 
chains of length L with periodic boundary conditions is constructed with the 
Hamiltonian

H  =  +  H.c.) — t± +  H.c.) -f
3,0,S

(2.76)
where 1 < /? < m is the chain index, I < j  < L is the site index and V'(J) 
indicates the intrachain electronic interactions. The system is threaded with 
an arbitrary magnetic fiux, represented by a twist in the boundary conditions
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[77], from which the transport properties of the system can be measured.
For a single chain, the Luttinger parameter Kp can be calculated from the 

Drude weight 27tD and the charge velocity Vp, both of which can be obtained 
from finite size scahng analysis

2nD =  2vpKp
1 9 2 ( f )  (2-77)

where Eq is the ground state energy and the magnetic fiux in the x-direction 
(along the chains).

For two coupled chains, the charge excitation energy A E  gives information 
about the distortion of the band structure, Capponi et al. calculate AEj2t±  
and extrapolate to a L =  oo system for various values of the Luttinger parameter 
a, whereupon it is found that A E / 2 t± 0 at a critical value of a  which 
increases with <x, indicating the suppression of coherent hopping and a possible 
crossover to incoherent hopping. In other words, the bonding and antibonding 
bands are no longer separated by any finite value (whereas for non-interacting 
chains they would be separated at the Fermi energy by 2tj_), returning to the 
same type of band structure that would be expected at t± = 0, where the 
electrons are completely confined to their chains.

For a number of chains m  > 3, it is possible to create a torus geometry 
of chains such that current can fiow in a loop between the chains, and so the 
conductivity can be measured. The interchain conductivity can be written as 
the sum of two parts [24,77,99,100,144]

o-(w) =D(^(w)-k(T'"g(w), (2,78)

where D is the Drude weight and cr''^ (̂w) is the regular part of the conductivity, 
given by the current-current correlation function

=  (279)

where |<̂ n) is the nth eigenstate with eigenvalue E„ and j  is the current operator.
The conductivity cr{uj) therefore consists of a peak at w =  0 the ampli­

tude of the Drude weight plus some frequency dependent component. For non­
interacting chains, [H,j] = 0 and therefore the conductivity has no contribution 
firom and contains only a Drude peak. For interacting electrons, how­
ever, the Drude peak becomes strongly suppressed as a  increases, indicating
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corresponding suppression of coherent hopping. There is also a pronounced 
structure in at finite firequencies, indicating the presence of incoherent
interchain transport.

Most of the other papers on this subject are based on one or other of these 
approaches. However, a thermodynamic approach is also possible [18] to yield 
essentially the same result of suppression of coherent hopping in the presence 
of interactions.

It is also possible to consider “crossed” Luttinger liquids, i.e. chains that 
are coupled not along their entire length but only at one or two points [34,78, 
79,120]. In these systems the coupling can be considered as an impurity. For 
example, Durganandini and Rao [34] consider two Luttinger liquids coupled at 
two points to form an “island” in the middle. An external bias is applied via 
open boundary conditions, and they find that, while for weak electron-electron 
interactions the transport is undisturbed, for strong interactions the interwire 
couplings grow and the charge becomes fixed on the island between the two 
coupling points.

2.6.1 Extensions to the Luttinger model

While the formalism presented here represents the standard Luttinger model, 
there are extensions to it which may in the long term prove essential to a full 
treatment of a real atomic wire: open boundary conditions to model a finite 
wire, and a treatment of the electron-phonon interactions.

To model a finite wire, we will need to shift from Haldane’s periodic bound­
ary conditions to open boundary conditions [37,41,94,131,151]:

^(a; =  0) =  = L) =  0. (2.80)

This was a problem first considered by Fabrizio and Gogolin [41], who found that 
the right- and left-moving populations are no longer independent but satisfy

î ’p=-i(x) = -ipp=+i(-x) = 0, (2.81)

where the operator -0 is formed of a combination of the right- and left-moving 
fermion operators:

Î’ = (z) 4- {x). (2.82)

The right moving field still obeys periodic boundary conditions, but now with
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period 2L:
^p=+i (x +  2L) = V»p=+i (x) (2.83)

The alteration in boundary conditions has the result that the current quantum 
number J  is no longer a good quantum number, although the charge quantum 
number N  remains good.

The boundary conditions can be expected to have a strong effect on the 
spectral properties of the Luttinger liquid [37,94], and in particular it has been 
predicted [37] that for a finite Luttinger liquid, the spectral density will be 
dominated by boundary effects at frequencies close to the Fermi energy.

In addition, electron-phonon effects can be included, although this is com­
plicated and introduces many restrictions into the kind of systems that can be 
studied [27,39,55,91,92,119,145-147]. For the sake of completeness, we review 
these extended models briefly here. Engelsberg and Varga [39] solved exactly 
a Luttinger-like Hamiltonian with phonons in 1964, but only small momentum 
transfer scattering {q «  0) was included. Marino [91,92] considered the interac­
tion of many-electrons with acoustic phonons, where a field equation was used 
to eliminate the phonon field to generate effective Hamiltonian equivalent to the 
massless Thirring model. However, Voit and Schulz [145] claim that Marino’s 
result is in fact only valid when the phonon sound velocity is roughly equal 
to Vi?. Voit and Schulz also included, starting from the standard Luttinger 
model, an electron-phonon term to allow electron backscattering through emis­
sion or absorption of a phonon with wave vector |g| «  2kp [146,147]. This 
results in further renormalization of the coupling constants, and it was found 
that whereas the charge density fluctuations behave as for the Luttinger model, 
at low temperatures the spin density fluctuations are frozen out. Chen [27] 
took a functional integral approach to the problem of electron-phonon forward 
scattering, and found that the acoustic phonons give rise to a non-local and 
retarded part in the effective electronic interaction.

However, more recently it has been claimed that a fully interacting electron- 
phonon system is exactly solvable [119]. Rao takes a total Hamiltonian that is 
the sum of the free-electron, optical phonon, acoustic phonon, electron-optical 
phonon, electron-acoustic phonon and electron-electron parts. This can be 
written entirely in terms of the relevant field operators, and the phonon fields 
eliminated by introducing Lagrangian density corresponding to H  and choosing 
appropriate parameters. The total Hamiltonian can now be written in terms of 
boson density operators as a sum of free-electron and effective electron-electron 
terms, which can be diagonalized analytically. It was found that for a certain 
range of coupling parameters, the spectrum is gapless, implying a polaronic
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metal, but that there is nonetheless the possibility of an instability leading to 
phase transition.

2.7 Non-Luttinger model approaches

In the current work we have used the Luttinger model as it has the signif­
icant advantage of being completely solvable and therefore our results can 
be considered exact. However, any suitable model (i.e. one that includes a 
proper treatment of the electron-electron interactions) will reveal Luttinger 
liquid indicators if they are present. The main alternative to the Luttinger 
model used in the literature to probe for Luttinger liquid behaviour is the Hub­
bard model [4,43,48,50,51,53,67,70,74,76,80,84,85,94-96,100,102,115,116, 
128,131,134,140,142,151,168,170] and as we shall also use the Hubbard model 
in the Density Matrix Renormalization Group work to be presented in chapter 
6, a review is appropriate here.

The basic Hubbard model Hamiltonian is given by

H  = —t +  H.c.) +  U ^ 2  (2.84)
i,cr i

where U represents the on-site repulsion and t the hopping matrix element along 
the chain, and it is assumed that U t. In this form the one-dimensional 
model is fully solvable using the Bethe ansatz [85,140], however for a half-filled 
band with U ^  0 Umklapp scattering becomes important and a gap opens 
in the charge excitation spectrum. The ground state is thus both insulating 
and antiferromagnetic, although the spin excitation spectrum remains gapless. 
Phase transitions to insulating states at certain filling factors are a feature of 
all Hubbard-based models. Note that only on-site electron-electron interactions 
are included, and that all the electron-electron couplings of figure
2.5 are included and equal in magnitude. However, for unequal couplings the 
model has not been solved exactly due to logarithmic divergences, requiring a 
renormalization group approach in which a large energy cutoff is introduced to 
alter the effect of the interactions at the Fermi surface [100]. In this form, and 
away from half-filling, the Hubbard model can be mapped onto the Luttinger 
model [100,140].

One of the advantages of the Hubbard model is that it can easily be ex­
tended to incorporate other terms and effects. For example, a dimerization 
of the sites can be included, useful for studying the Bechgaard salts, in which 
dimerization is an important effect [142]. Nearest-neighbour repulsion can be
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included to extend the range of the electron-electron interactions, in other words 
the Hamiltonian has the form

H  = - t  ̂ (c\+i,a^,(r  +  H.c.) +  ^  n m + u  (2.85)
i ,a  i i

which again is not completely solvable but can be mapped onto other models 
[57]. However, this model becomes insulating at quarter filling for V — 2t.
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M ethods

We (the undivided divinity operating within us) 
have dreamt the world. We have dreamt it as firm, 
mysterious, visible, ubiquitous in space and durable 
in time; but in its architecture we have allowed 
tenuous and eternal crevices of unreason which tell 
us it is false.

Jorge Luis Borges, Avatars of the Tortoise
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3.1 The model

The model we use for the calculation consists of two chains coupled together 
at each site by a constant interchain hopping matrix element t±. We use peri­
odic boundary conditions and the chains are defined on a ring of length L, as 
shown in figure 3.1. Hopping is therefore only allowed between equal momen-

Intzerchain hopping 
bee ween equal k-stzatzea

Chain A
wi^h fnCeractions

Chain B
no interactions

Figure 3.1: Schematic representation of the coupled chains model.

tum states and we neglect any interchain electron-electron interactions, such 
as Coulomb drag effects. One of the chains, which we label chain A, includes 
electron-electron interactions, with the intention that this chain represents the 
wire, while the other, labelled chain B, has no electron-electron interactions and 
is intended to represent the effect of the substrate. This therefore provides us 
with an approximation to the situation shown in figure 3.2, where we are rep­
resenting the physics of the wire (which is, after all, what we are interested in) 
exactly, while the substrate is represented, admittedly somewhat simplistically 
and unrealistically, only by the second chain.

The choice of such a model may at first seem strange—what we are ulti­
mately interested in is not the physics of two coupled metallic chains. However, 
we justify the choice of such a model as follows. We wish to calculate, in as 
exact a way as possible, both the eigenstates and correlation functions for the 
system. By choosing the Luttinger model as the basis for our system, rather 
than, for example, the Hubbard model, we are able to compare our results easily 
to those of an isolated chain, provided that the wire we represent is metallic.

Moreover, while the subject of two coupled Luttinger liquid chains has been 
extensively studied (see section 2.6), the problem of a Luttinger liquid coupled 
to a Fermi liquid, which is essentially what our model represents, has received no 
attention. We therefore use this Luttinger model based coupled chain system 
as a starting point for studies in this area, with the obvious caveat that it
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Figure 3.2: Schematic representation of how the model relates to the “atomic 
wire on a surface” problem.

represents the role of a semiconducting surface inadequately. However, we have 
to start somewhere, and by choosing this particular model we are able to study 
the essential aspects of the physics in which we are interested, particularly the 
nature of the coupling, while still treating the electron-electron interactions of 
the wire chain exactly, something that is absent from the existing literature.

3.1.1 Changes from Haldane’s model

In order to implement this model, it is necessary to make a few alterations to the 
formalism of Haldane’s model [60]. Firstly, we are dealing not with a continuum, 
but with a discrete lattice, and so rather than integrals over dx we have sums 
over X. The implications of this are discussed in section 4.3.6. The presence 
of the second chain also requires some changes to Haldane’s ladder operator of 
equation (2.38). In order for the ladder operator Ù to produce anticommuting 
field operators on different chains, it is necessary to introduce a further phase 
factor into its definition, analogous to Haldane’s phase factor ({p, Np, N^p) for 
ensuring anticommutation between the branches of a single chain. The total 
ladder operator component of equation (2.45) when two chains are involved
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thus takes the form

^p,c  ~  Cip-) ^ p i  ^ - p ) C  {^1 ^ —c ) \^ p ,c  +  1? ^ - p , c ) l (3.1)

where the subscript c =  ±1 is a chain index. The anticommutation properties 
originate in the phase factors which can be written as

Ci=p,c = (3.2)

3.2 Initial calculations

Although the main advantage of the Luttinger model is that it simplifies the in­
clusion of electron-electron interactions, for the moment they will be neglected. 
Once the model is known to be working correctly in the non-interacting limit, 
the interactions can be added. In addition, as the Luttinger model has complete 
spin-charge separation, it is also possible to neglect the effects of spin at this 
stage without losing too many of the physical features of the model, as we have 
already shown in chapter 2.

3.2.1 Tight-binding chains

In the non-interacting spinless limit it is straightforward to solve the problem 
of two coupled chains without using the Luttinger model, thus giving simple 
results that can be used to verify the initial results of the Luttinger model 
simulation. However, this approach becomes unfeasible once electron-electron 
interactions are included.

A

unit cell

B e e

Figure 3.3: Representation of the system used for the tight-binding calculations

Consider two chains, labelled A and B, of atoms, each having a single orbital, 
arranged on a one dimensional lattice of length N.  A schematic representation
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of this is shown in figure 3.3. We first consider the wavefunction of chain A. 
Using a tight-binding approach (see, for example, [9]), we can write

1 ^
=  (3.3)

n=l

where \ua) represents the orbital of a single atom on chain A at lattice site n. 
We can now include a perturbation to the uncoupled model to allow electrons 
to “hop” from chain A to chain B  and vice versa, with amplitude

N

V = i\nA){rLB\ +  |nB)(n^|) (3.4)
n=l

We consider the problem in terms of a unit cell consisting of one atom from 
each chain, as in figure 3.4. The wavefunction for a cell at position n will have

A B
cell n A 1

cell n

. j. cell n — 1tA Cj5

Figure 3.4; Representation of the system used for the tight-binding calculations 

components from chain A, labelled a, and from chain B, labelled /3, i.e.

=  2̂ ) • (3-3)

By introducing the necessary periodic boundary conditions and using Bloch’s 
theorem, we can express the cell’s wavefunction as

=  (3.6)

Now for a single atom on chain A at site n, contributions to the wavefunction
will occur from the atoms on chain A  at sites n -|- 1 and n — 1, and from the
adjacent atom on chain B  at site n. Therefore we can write Schrodinger’s
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equation as
^AOin ~ ijuPn ~  iA{oCn+l  +  O in - l )  = (3.7)

where ea is a constant term representing the energy of an electron bound to 
site 71. By substituting from equation 3.6 for o;„ and we obtain

(3.8)

and dividing through by e**” yields

{ea — 2tA COS k ) a  — =  Ea.  (3.9)

By considering the corresponding expression for the atoms on chain B,  we can 
write the Schrodinger equation in matrix form as

( e A - 2 t ^ c o s k  - t A  (3.10)
\ - t ±  COS k j \ p )  \ p j

Since ea represents the energy for the uncoupled systems, we can write

E a {^) = ^a — 2<a cos k, (3.11)

and so the eigenvalues of the coupling Hamiltonian are given by

EA(k) + Eeik )  ±  -  E f iW f +  4*i (3.12)

We can now compare the results so far for the uncoupled and coupled chains. 
Figure 3.5 shows the dispersion relation for two uncoupled chains with the 
intrachain interaction included, as given by equation 3.11. The two dispersion 
relations cross at some value of ztk. Figure 3.6 shows the change when a weak 
coupling between the chains is included—the dispersion relations split into two 
separate bands.

3.2.2 Results of initial calculations

Generating the excitation spectra using the tight-binding Hamilto­
nian

Calculating the single particle-hole excitation spectrum using the tight-binding 
results of section 3.2.1 is fairly straightforward (giving results as in figure 3.7), 
merely requiring a double loop structure over all the occupied and unoccupied 
states in order to account for all the possible excitations. However, most of

56



Chapter 3: Methods Initial calculations

Occupied

0.5

g
LU

-0.5

-1.5 -----
-3.1416 1.65 (kF) 3.1416-1.65 (-kF) 0.00

Wavenumber

Figure 3.5: Dispersion relation for two uncoupled chains (L = 40, ^
£B,i± =  0, 42 electrons)

Antibonding —  
Bonding —• 

Occupied

0.5

g
LU

-0.5

3.1416-1.65 (-kF) 1.65 (kF)-3.1416 0.00
Wavenumber

Figure 3.6: Dispersion relation for two weakly coupled chains (L = 40, ^ 4  ^  
= £B,t± = 0.1, 42 electrons), showing the splitting into separate bands
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Excitation spectrum for a  single electron hole pair

1
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+ + t + 
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- . 1 ________ 1 __
-3.30 (-2kF) -1.65 (-kF) 0.00 1.65 (kF)

Change in wavenumber (arbitrary units)
3.30 (2kF)

Figure 3.7: Single particle-hole excitation spectrum (single tight-binding chain, 
L — 4 0 , =  0.5,6 /1  =  1.0, 20 electrons).

the multiple particle-hole excitations will be above our low-energy cutoff and so 
it is computationally more efficient to include the (arbitrary) energy threshold 
and not calculate any excitations resulting in an energy change greater than 
the threshold. The result of this is shown in figure 3.8.

G enera ting  the  excitation  sp ec tra  using th e  L u ttin g er H am iltonian

We now need to generate a similar set of multiple excitations for the Luttinger 
Hamiltonian and confirm that they map exactly onto the results for the lin­
earized tight-binding system. In order to do this we need to represent the 
various variables of the Luttinger Hamiltonian,

H  =  vp Y^\q\à^à + ^ { ( N - N o Ÿ  + f i )
L q

(3.13)

numerically, and in particular we need to establish a computationally efficient 
way of representing the boson occupations [nq]. To do this it is useful to be 
aware of the physical meaning of the various boson distributions in terms of the 
excitation spectrum, which should be clear from figure 3.9.

In order to calculate the full excitation spectrum, we need to determine all
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^  1.5

Ü
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Excitation spectrum for multiple electron-hole pairs 
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m
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+i+

-6.60 (-4KF) -3.30 (-2kF) 0.00 3.30 (2kF)
Change in wavenumber (arbitrary units)

6.60 (4kF)

Figure 3.8: Multiple particle-hole excitation spectrum (single tight-binding
chain, L = 40, =  0.5, = 1.0, 20 electrons)

J = 2, {n̂ } = {0,0,0,... ,0}
J  = 0, {n^} = {0,0, n ,. . . ,  0}

J = 0, ( n j  = (0,0,0,...,0}
J = 0, {n,} = {ni,U2 , ...}, Z,n, = ri

Figure 3.9: Schematic representation of boson occupations in terms of excitation 
spectrum
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possible ways of distributing n bosons among the Q available modes. The most 
eflScient way to do this was concluded to be mapping each combination onto a 
pair of binomial coefficients and then solving the problem as for the electron 
excitations in section 3.2.2.

First we represent each combination as a binary sequence with the I ’s 
representing bosons and the O’s representing partitions between the modes, 
e.g. for two bosons in the first of three available modes, we would represent 
{2 0 0} =  2|0|0 =  1100 where the partitions | of the second term become the O’s 
of the third, which can then be represented as the pair of binomial coefficients 
1 2. Thus the full table of possibilities for two bosons in three modes would be

boson
occupations

binary
representation

binomial
representation

2 0 0 1100 1 2
1 1 0 1010 1 3
1 0 1 1001 1 4
0 2 0 0110 2 3
0 1 1 0101 2 4
0 0 2 0011 3 4

Since we are only interested in the low energy properties of the system we 
can save a considerable amount of computational time by only calculating those 
excitations that are low in energy. For these purposes, low in energy means 
Ae  -C vphp and so a cutoff was set at this value and excitations exceeding this 
value were ignored.

For computational reasons it is also necessary to restrict the total number 
of bosons in the system. It was found that for the low energy excitations of the 
system, a full representation could be obtained by setting the maximum number 
of bosons in the system to just two: if it is set to 1 then the characteristic v- 
shaped outline of the spectrum is obtained, adding the second boson “fills in” 
the outline to give diamond shapes and it was found that while higher maximum 
values give similar shapes, they occur at higher energies and can be neglected 
here.

It is now possible to compare the excitation spectrum resulting from this 
Hamiltonian with the results from the independent electron Hamiltonian, where 
the original tight-binding dispersion relation is replaced by a linear one of slope 
vp. The results for a chain of length L =  40 are shown in figure 3.10, from 
which it can be seen that the excitations do indeed map onto each other almost 
exactly.
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Low energy excitation spectrum for a  single ctiain using Luttinger model
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Change in wavenumber (arbitrary units)

Figure 3.10: Overlaid results for the Luttinger Hamiltonian (u/r =  1.0) and 
the linearized independent-electron single chain Hamiltonian (L = 40, =
0.5,6 /1  =  1.0) with a linear dispersion.

These methods for representing the bosons computationally will be greatly 
expanded on in chapter 4.

3.3 Green’s functions for differential equations

We can use Green’s functions to solve linear differential equations of the form

Lu = / ,  (3.14)

where L is a linear differential operator, u is an unknown function and /  is a 
known function, for example, Poisson’s equation

£o

Imagine that instead we solve the equation

V^G(r,r') = 5 ( r - r ' ) ,

(3.15)

(3.16)
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in order that ^
ÿ(r) =  f  dr' G (r,r ')— . (3.17)

J 0̂
Note that the Green’s function G must obey the same boundary conditions as 
<f). Here

The Green’s function is thus defined as the solution to the equation

LG{r,r') = 0 { r - r ' ) .  (3.19)

3.3.1 Green’s functions for the single particle Schrodinger equa­
tion

We can use a similar method to solve the single particle Schrodinger equation,
which will tell us how a wave function evolves from an initial state to
a state Ÿ(r, t)

i— ^ =  +  y  I Ÿ

= H ^ .

Suppose we have, by analogy with equation 3.17

(3.20)

$ (r,() = i j  dr' G{r,r',t,t')'^{r',t'), (3.21)

and we know that the eigenfunctions and eigenvalues of

JTV’n =  En'lpn- (3.22)

By utilizing the time evolution operator we can write that if

!$(()) =  ^
n

But since by definition Cn =  (V'nl^(^O) we can write

!$(()) =  (324)
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or in coordinate space notation,

= J  dr'

= i J  dr' G{r,r',t,t') '^(r',t ').

(3.25)

If we start with a state that is completely localized in space at a point ro then 
the initial state takes the form of a delta function

^(r ' , t ' )  = S(r' - ro ) ,  (3.26)

and performing the integration in equation (3.25) gives us

^ (r ,t)  =  iG(r,ro,t,t'), (3.27)

where the integration of the delta function has picked out the initial point tq.

3.3.2 The retarded Green’s function

The Green’s function representing the propagation of a single particle can be 
represented as

G{r,r',t,t ') = -i{0\Tp{r,t)i)\r',t')\0)6{t -  t'), (3.28)

i.e. we create a particle at position r' at time t', let it propagate in the system 
for some time, and then attempt to annihilate the particle at position r and 
time t. Note that here the state |0) is a many-particle groundstate, not the 
vacuum. The retarded Green’s function depends only on the time difference
t — t' and so we can Fourier transform it with respect to t — t' to get

/oo
dt G(r, r', t, 0)e*̂ *

roo . (3 .29)
= ^ V ’»(r)V'n(/) /

n

where we can take the lower limit of the integral to be 0 rather than —oo as
we know that the Green’s function is 0 for all values of t < t'. However, the
exponential term involving w means that this integral will not converge. In 
order to get around this, we make w complex by adding an infinitesimally small
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imaginary component r] to the frequency:

(3.30)

so that
(3.31)

This introduces an effective damping term e which forces the integral to 
converge. We therefore have

/ dt = En)—rj\t
i{u} — En) — T) 

i
{u — En) +  iy/’

(3.32)

and so

{w — En) 4- iy?
(3.33)

Since the Green’s function is itself a solution to the Schrodinger equation, 
we have that

^  (3.34)

except at t =  0. As t approaches 0, G will approach the delta function repre­
senting the original localized state:

G{t —> 0_|_) =  G{t^) — 0{r — r^), (3.35)

and so

dG
G ( * + ) - G ( n  =  / _  ^

=  J(r — r').

dt

where f*" indicates t > t' and vice versa, and so

d
dt

G =  — iJ(t — t')S{r — r').

From this we find that

H - i
. d
dt

G = S(t — t')S(r — r')

(3.36)

(3.37)

(3.38)
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We can then Fourier transform this back to frequency space to obtain

[h - J g  =  -j<5(r-r') (3.39)

G =  ( u - É ) - K  (3.40)

This expression is often known as the resolvent. We can generalize this to an 
expression for the propagation of a single added particle

G =  ÿ(r) L -  h ] f  ( / ) .  (3.41)

We can replace the Hamiltonian H  in this expression with a complete set of 
eigenstates for the system, thus giving

G =  - i ^ ( 0 ,  Ar|e‘" ‘^ e-‘* ‘|n,iV + l)(n,lV + l|e ‘" ‘'^ îV ‘* ‘'|n,0>

” (3.42)
=  —i ̂  0̂  ̂jV|'^|n, AT +  l)(n,iV +  l|'^^|n,0).

n

Upon Fourier transforming, this becomes

^  y r - {Q,N\î,\n,N + l ) {n ,N  + m O , N )
^  U - i E r , , N + l - E o , N ) + i V  ’ ^

where \N, 0) indicates the ground state of the N  particle system, and |iV +  1, n) 
indicates the nth  state of the N  + 1 particle system.

3.3.3 Finding the Green’s function numerically

In order to utilise Green’s functions in the present work, we require a method 
of finding them numerically. We are looking for the retarded Green’s function

G = (0|^(r) \ u - H  + iJ  f  (r')|0), (3.44)

where |0) presents the iV-particle ground state. We can define a state |1) such
that

|1) = ‘0t(r')|O), (3.45)

i.e. a state where we have added a particle at / .  We can then define a second 
state |î) as

[w -  g ]  |i) =  |1), (3.46)
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I.e.

.1 -1|i) =  L - F l  |i)

. _ i .  (3-47)
=  l̂ w — ‘̂ ^(r^)|0).

If we now define a state |2) such that

|2 > = f ( r ) |0 ) ,  (3.48)

then we can write the Green’s function as

G = (2 |ï ) .  (3.49)

The hardest part of this to solve numerically is the expression for |1):

=  (3.50)

but fortunately we can choose an arbitrary w and solve using the exact diago­
nalization methods of section 3.4.

3.4 Exact diagonalization and the Lanczos m ethod

In this work exact diagonalization methods [5,6,54,61,113] are used to find
the eigenstates of the system, and in addition to calculate the Green’s function 
of the coupled chain system so that we may obtain the spectral function [54, 
61]. In the following sections I present a review of the main methods, their 
advantages and disadvantages, and the reasons for eventually deciding on the 
Lanczos method as the method of choice for this problem.

In general the problems we want to solve are of the form A|z) =  \b) where 
we solve for \x) given an input state |5). In fact, there are two types of problem 
we want to solve—the first of these is the eigenvalue problem, where we want to 
solve H\x) = E\x), but we also want to solve Green’s function problems of the 
form (w — A )|ï)  =  |1). So, for example, in the eigenvalue problem the matrix A 
is generally the Hamiltonian È ,  and the input state |6) is our best guess at the 
required eigenstate |x). It is then possible to converge on the eigenstate (usually 
the ground state), for example, by making an initial guess at |6), solving for 
I a;), and then calculating the energy

E = ^ j ^ .  (3.51)
{x\x)

66



Chapter 3: Methods Exact diagonalization and the Lanczos method

Then (æ) can be normalized

I""') =

and we can put |6) =  E\x') for the next iteration. There are a number of ways 
of solving the general A|a;) =  |6) problem detailed in the following subsections.

3.4.1 Steepest descent —  or “How not to  do it”

If the matrix A is positive definite, then instead of solving for A|z) =  \b) directly, 
we could equivalently find the stationary points of [54]

(f){x) =  i(a;|A|a;) -  (a:|6>, (3.53)

since taking the negative gradient of equation (3.53) gives

-V<p{x) \b) -  A\x), (3.54)

and the function 0  must be decreasing most rapidly in the direction of this 
negative gradient.

In order to converge on the solution, the residual |rc) at a point \X(  ̂ is 
defined as

kc) =  k) -  Aj^c). (3.55)

Now if kc) ^  0, there must exist a positive a such that

(f){xc +  arc) < <l>{xc), (3.56)

and in this method of steepest descent, a  is set to

The function being minimized is therefore

(f)(xc 4- arc) = (f>{xc) -  a{rdrc) =  ^a^(rc|A|rc). (3.58)

The outline algorithm for this method is shown as algorithm 1.
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A lgorithm  1: Steepest descent 

l^o) =  initial guess 
ko> =  \b) -  A|To>
A; =  0

while |rt> f  0 
k = k-\- l
ryu = <rk-ikk-i>

* (rfc-i|A|rfc_i>
\xk) =  |o;a:-i> +  0!jfc|rA;_i> 
kifc) =  \ b )  -  A|a;fc> 

end

However, there are a number of problems with this method that make it 
unfeasible to use in practice. In particular, because there is no restriction on 
the relative directions of the gradients used to descend to the minimum, it is 
possible for the minimization to “get stuck” repeatedly traversing the equivalent 
of a long, steep sided valley rather than descending down it. It is for this reason 
that the conjugate gradient method is much more efficient.

3.4.2 The conjugate gradient method

The main difference between the steepest descent method of section 3.4.1 and 
this method is that in the conjugate gradient algorithm the directions along 
which to minimize do not correspond directly to the residuals {|ro), jr i ) , ...} .

A direction \pk) is instead chosen that is the closest vector to that
is also conjugate^ to the directions along which we have already minimized 
{|po), |pi), \pk-i) • • •}• The most efficient method of calculating the direction 
\pk) is the solution to a least squares problem and is discussed in detail in 
reference [54]. The algorithm for the conjugate gradient method is given in 
algorithm 2.

În this context we take “conjugate” to mean that (p/|A|pfe) =  0, / =  0 , . . . ,  A: — 1.
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A lgorithm  2 ; Conjugate gradient algorithm 

k = 0
ko) =  \b) -  A|a;o) 
w hile kfe) ^  0 

k = k -\-l 
k = 1

\pi) =  ko) 
else

_ (r&-] rk-i)

\pk) =  \ r k - i ) - I - M P k - i )  
end  if

_ <rfc-i|rfc i)
“  (PfelAIPfc)

k&) =  \Xk- l )  Oik\pk) 

k&) =  kfc-l) -  OiA\pk) 
end
\x) = kifc)

3.4.3 The Lanczos algorithm

There is an alternative to the conjugate gradient based algorithms—the Lanczos 
method, which has the added advantage, as we shall see in section 3.4.7, that 
it can be used not only to calculate the eigenstates of our system, but also 
correlation functions.

In the Lanczos method, we aim to compute, with j  iterations, a set {|çj)} 
of j  orthonormal vectors of length n (where n is the dimension of the Hilbert 
space), with j  < n.

We begin by defining the Rayleigh quotient as

The Rayleigh quotient thus returns the expectation value of the matrix A op­
erating on the vector |a;).

In order to find the extremal eigenvalues of A, we need to find the maximum 
and minimum values of this expectation value. To do this, we define rrij and M j  

as the minimum and maximum values of r(a;), i.e. Ai (A) and A„(A), respectively. 
The subscript j  on m  and M  indicates that only the subspace spanned by the 
first j  vectors is included.
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We can therefore write

and

Mj =  Ai(QjAQj)

— m ax ------
{y\y)

< Ai(A),

rrij = Xj{QjAQj)

(3.60)

y*o iy\y)

> A,(A),

where Qj is a matrix consisting of j  column vectors |%) such that

T =  QjAQj (3.62)

is tridiagonal.
What is needed now is to find a way of generating the |%) so that the Mj  

and rrij are increasingly better estimates of the largest and smallest eigenvalues.
Consider a vector \uj) in the space span{|gi), |ç2), " ,  kj)}, chosen such 

that
M j  = r{uj),  (3.63)

and similarly a vector \vj) e  span{|^i), |ç2), - , kj)} with

rrij =  r(vj). (3.64)

Now we want M j  to converge on the highest eigenvalue Xj as quickly as 
possible, and since M j  must be increasing most rapidly in the direction of the 
positive gradient, we require that

Vr{u j )  e  span{ki), 1%), • • •, k j), k;+i>}, (3-65)

and correspondingly for rrij, which is decreasing most rapidly in the direction 
of the negative gradient —V and so we require that

Vr(uj) e span{ki), • • •, k j), k j+ i» - (3.66)

This leaves us with the problem that the required kj+ i) must satisfy both these 
requirements — how do we find such a kj+i)^
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Since we know that
r(x) = (a |̂A|x)

{^k>
(3.59)

then

Vr(a:) =  [A|a;) -  r(x )|x )]
(3.67)

G span{|a:), Aja;)}.

Therefore, if

span{|çi), 192), • • •, \qj)} =  span{|9i), Ajçi),. . . ,  A^'^jçi)}, (3.68)

then it follows that we can choose Ig^+i) so that

span{|9i), 192) , . . . ,  \qj+i )}  =  span{|9i), A|9i ) , . . . ,  A^“ ^|9i), A^|9i)}, (3.69)

and thus the problem we actually have to solve is that of computing orthonormal 
bases for the Krylov subspaces

^(A, |9 i),i) =  span{|9i), A|9i ) , . . .  ,A^|9i)}. 

This is achieved by the requirement on the matrix Qj that

T =  QjAQj

(3.70)

(3.62)

is tridiagonal.
If Q =  Q„, i.e. the matrix Q is at its maximum size of an n x n matrix, 

then we have
AQ =  QT, (3.71)

with
ai pi 0 . . .  0

A  «2 /52 0 :
T =  0 )02 «3 A  (3.72)

: P n - l

_ 0 . . .  Pn—l .

This then gives us the Lanczos recursion relation

A|9j> =  f t - i k j - i )  +  + f t k j + i )  

with j3o\qo) =  0 and j  =  1, . . . ,  n — 1.

(3.73)
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If the \qj) are orthonormal, then

ocj =  (9j|A|gj), (3.74)

and \qj+i) = \rj)/j3j, where

kj) "  (A — otj)\Qj) ~ Pj-i\Qj-i) (3.75)

If a particular /3j =  0, then the recursion of course breaks down, but in this
case we have then already obtained a j-dimensional invariant subspace.

We can therefore write the basic Lanczos algorithm:

A lgorithm  3: Basic Lanczos algorithm

ko) =  k i)
/?o =  1 
ko) =  0 
k = 0 
while

k/s+i) =  ^  
k = k 1
otk = {QkWqk)
kfc) =  (A -  ak\)\qk) -  I3k-i\qk-i)  

Pk — i^kl'^k) 
end

3.4.4 Problems with the Lanczos method

There is one major problem with the Lanczos procedure — loss of orthogo­
nality between the successive Lanczos vectors |%). This can be seen from the 
following argument. First, following Golub and van Loan [54], we define the 
computational unit roundoff u as

u  =  (3.76)

where P is the base in which we are computing, and t the precision. It can be 
shown [54] that the dot product between two adjacent Lanczos vectors is

(3.77)
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and so, even for small u, non-orthogonality will be a problem for small values 
of Pk- In other words precisely those Lanczos vectors close to convergence 
are likely to be those seriously affected by loss of orthogonality. However, in 
practice, the loss of orthogonality does not greatly affect the calculations until 
linear independence between the Lanczos vectors is also lost [61].

3.4.5 Haydock’s chain model

There is also a more physically intuitive method of deriving the Lanczos vec­
tors, due to Haydock [61], which although fully equivalent, complements the 
mathematical approach above. However, this is based on a slightly different 
notation than that used in the previous section, and in order to retain consis­
tency with the literature, we use Haydock’s notation. The conversion between 
the two conventions is shown in table 3.1. This is based on a chain model spec­
ified by the Lanczos vectors {|uo), |u i) , ...}  and the two sets of real parameters 
{ao, o i , ...}  and {6i, 62,...} . These parameters thus describe the effect of the 
Hamiltonian on the Lanczos vectors by the 3-term Lanczos recurrence relation 
first introduced above,

4" ^n+i|^n+i) 4" , (3.78)

which is merely a recasting of equation (3.73) in the new notation. The name 
“chain model” comes from the graphical representation of this system, in which 
the states |u*) are represented by vertices, and the Hamiltonian is represented 
by the edges, the connections between the vertices, as in figure 3.11.

Standard mathematical literature Haydock [61]
I90); |Çl); • • • l̂ o)> |^l)j ' • •
^  15 ^2 ) ao,ai, . . (note subscript index change)
^1 ) ^2 ) b\, &2 5'• •

Table 3.1: Conversion between standard mathematical and Haydock’s notation

In a representation where the |u„) are column vectors consisting of zeros 
with the exception of the n th element, which is one, the matrix representation
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ÜQ ai 0-2 oz

Figure 3.11: Graphical representation of the chain model

of the Hamiltonian is thus

H  =

Oq bi 0
bi ai b2
0 b2 03

0 bz

(3.79)

Note that this is equivalent in form to equation (3.72). We can therefore see 
that a chain represents a generalized eigenstate of the system, and therefore 
that the simplest chain contains just one state |uo) which is an eigenstate of 
the Hamiltonian

Ù \ uq) = uol^o)- (3.80)

A longer chain represents an invariant subspace, such that we have a set of 
states for which Ù  acting on any state returns another state in the subspace. 
The chain model corresponds to the smallest invariant subspace containing any 
state on the chain.

Haydock derives the Lanczos procedure for the chain model as follows. First 
an initial state \uq) is chosen — this is arbitrary. The only mathematical 
requirement is that it be normalized, but the exact state to choose will depend 
on the physics of the system. In the work that follows a state containing 
random contributions from all the constituent basis states is chosen, this will 
be discussed further in section 4.5.2. The recurrence relation (equation 3.78) 
therefore gives

H \ uq) =  ao|uo) +  6i|ui), (3.81)
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and all the terms on the LHS are known. We now need to determine ao, b\ and 
|îzi). The orthonormality requirement for \uq) and |ui> give us üq:

(uo|^|uo> = (uo|oo|tto) + (wo|̂ >i|wi),
no =  {uo\H\uq}. (3.82)

We can then subtract ool^o) from both sides of equation (3.81) to give

6 i | u i )  = {H — a o ) | u o ) ,  ( 3 . 8 3 )

and multiplying each side from the left by its hermitian conjugate gives

( 6 i l « i ) ) ^ 6 i |« i )  =  [ ( f f  -  ao)|«o)]^ [ (-ff  -  oo)l«o>]

=  |6ip. (3.84)

Since we require all the parameters to be real, > 0, and for convenience we 
take the positive root, to give

=  ( g - a o ) K )  (3.85)
bi

It is clear that by the nature of this construction, |ui) is normalized to one and 
orthogonal to |uo).

This construction continues in much the same way. We have that

=  nm|U{%) -l- 6n-|-i|uyi-|-i) “I” bfi\ufi—i'), (3.73)

and so we can first find a n '

(^n|-^l^n) — (^nl^nl^n)

On =  {Un\H\Un), (3.86)

and bn

{ U n —l \ H \ U n )  — |6n|Un)

b n  — { U n - l \ H \ U n ) ,  (3.87)

and then bn+i'-

^n+l|'^n+l) — {H On) ^n|^n+l) (3.88)
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^n+l — ^n)|î^n) ^n|^n—l)j 0,'n)\'̂ 'n) n̂l'̂ n̂—l)j j (3.89)

where again we take the positive root. We can then calculate the next state in 
the sequence

^n)|^n) ^n|^n—l)j
l^n+l) —

^n+1
(3.90)

Again, by construction |un+i) is normalized to one and orthogonal to both |un) 
and \un-i)- However, it also needs to be orthogonal to |nn_2) , . . . ,  |uq), and 
this can be shown as follows. From equation (3.88) above, we have

^n+l|'î^n+l) — {H ttji)

{Um\bn+l\Un +  1) =  {Um\H\Un) for 771 < n -  1, 

^n+1 (^m|^n+l) ~  (-^l^m))^l'*^n)'

(3.88)

(3.91)

Because of the recursion relation, when H  operates on \um) it produces a linear 
combination of \um-i)A^Tn) and |u^+i), all of which have zero overlap with 
|u„), and therefore |un+i) is orthogonal to all the previous states in the chain.

3.4.6 Finding the eigenvalues and eigenvectors

Fortunately, once we have tridiagonalized the Hamiltonian with the Lanczos 
procedure, finding both the eigenvalues and the corresponding eigenvectors is 
relatively simple.

We first discuss the method of determining the eigenvalues. It is possi­
ble to construct a polynomial Pr{x) equivalent to the secular equation for the 
tridiagonalized Lanczos matrix after r recursion steps.

p r ( x )  =  (O r  -  x ) p r - l { x )  -  A r - l P r - s W , (3.92)

which is a determinantal expansion of the secular equation. For example

" r̂=3 —

Pr=s{x) —

ao bi 0 0
bi ai 62 0
0 62 Û2 63
0  0  6 3  0 3

ao — X b\ 0
61 ai — X 62 
0 6 2  a2 — X

0  0  6 3

0
0

6 3

a s - X

(3.93)

(3.94)
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and so finding the zeros of Pr(x) is equivalent to finding the eigenvalues of T^. 
Thus as r  increases, Tj. becomes more equivalent to the Hamiltonian and we 
are finding increasingly better estimates of the eigenvalues of H.

To do this eflSciently numerically, we utilize the Sturm sequence properties 
of tridiagonal matrices [54,71]. The Sturm sequence is given by

{ p o ( x ) , p i ( x ) , . , . , p r ( x ) } .  (3.95)

If m(x)  equals the number of sign changes between adjacent members of this 
sequence, then m(x)  is also equal to the number of T^’s eigenvalues that are less 
than X.  We can therefore converge on the nth eigenvalue of by a bisection 
method, adjusting the upper bound z  and the lower bound y  of the eigenvalue. 
This is shown as algorithm 4.

A lgorithm  4; Bisection algorithm for locating the n th eigenvalue A„ 
of matrix from the Sturm sequence 

while \z — y\ > tolerance 
x = ^
if m(x)  >  r  — n 

z  =  X 
else 

y =  x 
end if 

end while
~  X

For the eigenvectors, we start with the estimate of the eigenvalue (here 
labelled r) as found above and an initial random guess at the corresponding 
eigenvector, \b). We then solve the system by inverse iteration [118] as follows. 
We have

(A -rl) |y >  =  |6), (3.96)

where I is the identity matrix. We shall now show that if this procedure is 
iterated by putting |6new) =  \y) then the solution |î/finai) will be the eigenvector 
corresponding to the true eigenvalue A.

The vectors \y) and |6) can both be expanded in terms of the eigenvectors 
\xj)  of A:

\y) — 5 1̂ ) — ^j\ ^ j ) ’ (3.97)
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Equation (3.96) can therefore be expanded as

— T)aj\xj) = /3j\xj), (3.98)

and so

and
j  ~

Pj\Xj)

aj  =   ------- (3.99)
Aj  —  T

(3.100)i y ) = E S -
j  ^

Now if we are searching for the nth  eigenvector and A„ «  r , as it will be if we 
have a good enough original estimation of the eigenvalue, then for A„ =  Xj the 
denominator of equation (3.100) will be close to zero and thus the contribution 
to \y) from this |a;„) will be larger than for any of the other \xj).  Therefore as the 
procedure is iterated, the solution \y) will converge on the required eigenvector
\Xn).

3.4.7 Using the Lanczos method to calculate correlation func­
tions

Haydock [61] has also used the Lanczos method to calculate correlation func­
tions of a system by using it to calculate the Green’s function 3.3. Haydock 
defines the local Green’s function as

Go{E) = {v\S(E -  H)-^\u) (3.101)

where E is a complex energy that is not an eigenvalue of JT, and S is the matrix 
measuring the overlap of the basis states of the system. For an orthogonal 
basis set, such as we are using here, S becomes the identity matrix and so we 
shall omit it from the following explanation. Gq{E) therefore describes the 
propagation of the system from state |u) to state |u) at energy E.

The spectral decomposition of the Green’s function is given by

Go{E) =  {v\ ^^ \Wa){E — Ea) |u), (3.102)

where the {|wa)} are an orthonormal set of eigenstates of H  with corresponding 
eigenvalues {Ea}. This has a pole at each eigenvalue Eq  ̂ and so a contour 
integral of Gq{E) picks out the eigenstates {jwa}} that couple to |u) and |u). 

This form of the Green’s function can be related exactly to the chain model
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of section 3.4.5. First consider some of the properties of G o ( E )  — as E  

G q { E )  0 like 1 / E .  Also,
00,

Go(£?)t =  {uol(Æ^-.ff)^K> 

=  {uoliE* -  

=  G o (# ),

(3.103)

as = H  hy definition. FVom equation (3.102) it can also be seen that the 
residue of each eigenvalue in G q { E )  is positive, and so the imaginary part of 
G q ( E )  is negative in the upper half of the complex energy plane, and positive 
in the lower half plane. In addition, the poles of Gq{E) are real, and occur at 
eigenvalues of JÏ, and the zeroes of G q { E )  are also real and separate the poles 
along the real F7-axis.

Such a function can be written as a continued fraction:

E  — cbQ —

(3.104)

E  — CLi —

where we shall now show that the {a„} and {bn} here are the same as for the 
corresponding chain model. Firstly, note that the continued fraction of equation
(3.104) can be written as a recursion:

Gn{E) =
[E -  an -  b^^iGn+i{E)]

(3.105)

and has the following properties: If is real, b^^^ positive and E  is in the 
upper half of the complex F^-plane, not only is Gn-\-i{E) in the lower half­
plane but so is Gn- Also, if Gn+i{E) 1/E as E  oo, so does Gn{E), and 
G„+i(F;t) =  Gn+i{EŸ implies that Gn{E^) =  Gn{E)l

Now since we have already shown that the Hamiltonian can be tridiagonal­
ized

H  =

ao bi 0 •  •

bi ai h2 • •

0 h2 «3
; 0 63

:

(3.79)
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then the Green’s function can be written as 

Go(£) =  (« o |(® -ff)- '|« o >

E  —  ÜQ - b i 0

- b i E  — CLl — 6 2

0 —b2 E  —  a s

• 0 — 6 3

; _

- 1

(3.106)

00

where the 00 subscript implies the 00 element of the matrix, which is given by 
the ratio of the cofactor of E ~ a o  to the determinant of the whole matrix. If we 
write the determinant of the matrix with the first n rows and columns removed 
as Dn(E), then

G o ( E )  =
Di(B)
D o { E )

D i { E )

[(E-ao)Di{E)- t i iD2{E)]

« » • 0t»C# ̂

(3.107)

which produces another continued fraction. Note however that this depends on 
the orthogonality of the {|un)}.

From this we can calculate the local density of states, which is related to 
the residues of G q ( E )  at its singularities. If we write the residue of each pole 
as Pû, corresponding to the pole at each eigenvalue with energy Eq, then the 
density of states is equivalent to the density of G q { E )

n o { E )  =  ^ p a Ô { E  -  E a ) , (3.108)

and since
G q { E )  =  { u o \ W a ) { E  -  E a ) { W a \ u o ) (3.109)

we see that pa is just |(iyako)P-
Now if we consider the imaginary part of G q { E )  parallel to the real axis but 

just above it, we see that

tio{E) — lim — S  [(?o(F7 +  is)],e—>0 7T (3.110)

and that each pole on the real E-axis produces a delta function in the limit. 
Note that the real part of G q { E )  along the real axis is the Hilbert transform
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of the density of states

K[Go(£;)] =  (3.111)

and is related physically to the resistance of the system to excitation at energies 
other than the eigenenergies.
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4.1 Introduction

This chapter consists of a description of the Fortran 90/95 code written to per­
form the calculations, and a discussion of problems that arose in the process 
and how they were resolved. It was necessary to make a number of assump­
tions about the model in order to proceed with the implementation; these are 
discussed in section 4.1.1. The way the basis states are represented for com­
putational purposes is discussed in section 4.2, which is followed by a detailed 
description of how Haldane’s operators were implemented in section 4.3. Section
4.4 describes how these various elements are combined into the most important 
subroutine of the code—the implementation of the coupled chain Hamiltonian. 
The chapter concludes with a discussion of the various parameters required 
and how they were chosen, together with a consideration of the precision of the 
calculations and the extent of numerical errors in the results.

Figure 4.1 shows the main subroutines of the code and how they relate to 
each other—each item in this diagram corresponds to a subsection of section 
4.3.

4.1.1 Assumptions and simplifications

In order to translate Haldane’s vision of the Luttinger model into a working 
computer code, it was necessary to make a few assumptions and simplifica­
tions. Firstly, it was assumed that all of the negative energy electron states are 
filled and are not available for excitation—after all, they exist only as a math­
ematical convenience in order to ensure the correct behaviour of the Hilbert 
space. Consequently these states can neither be annihilated nor created—for 
these purposes a “zero-electron state” refers to a state in which there are no 
positive energy electrons. Secondly, it was necessary to make a decision about 
the electron states on each chain at k = 0. These states have an indeterminate 
p-value and as such cannot be said to belong to either of the two Luttinger 
model branches. It was decided to assume that, as with the negative energy 
states, these states are permanently occupied and not available for excitation.

The problems introduced by considering a discrete lattice of atomic sites to 
represent the chains rather than the continuum of states used by Haldane are 
discussed in section 4.3,6.

It is also necessary to truncate the Hilbert space in order to produce a prob­
lem of computationally manageable size. As already mentioned in section 3.2.2, 
the simplest way of doing this is to restrict the maximum number of bosons in 
each mode. Computationally this is achieved by setting of the global variable
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c o u p 1 e d _ h a m i 1 t o n i a n

e l e c t r o n i n t _ s  i n g l e _ h a m i 1 t o n i a n

e x p o n e n t i a t e l a d d e r _ u p ;  l a d d e r _ d o w n

ÛI

f i e l d  a n n i h i l a t e f i e l d  c r e a t e

l i s t o p h y s ;  p h y s t o l i s t

Figure 4.1: Schematic diagram showing the structure and interdependence of 
the various subroutines
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l im it, and it was found that setting l im it = 1 was sufficient to reproduce 
the low energy characteristics of the model with a reasonable Hilbert space. 
This was verified by sample calculations for both eigenstates and correlation 
functions, whereupon it was found that both the l im it = 1 and l im it = 2 
calculations gave the same results to a precision comparable to the noise in the 
calculations (see section 4.5.4).

The size of the Hilbert space, together with the number of elements in the 
matrix required for the implementation of the coupled Hamiltonian, is shown 
in figure 4.2.

1e+09 U4 —t- 
L=6 — X- 
L=8L=10 o 

L=12 -
1e+08

matrix size, L=6 
matrix size, L=8 *

matnx size. L='^) *
1e+07

1e+06

100000

10000

1000

100

10
20 255 10 150

number of electrons

Figure 4.2: Size of the computational Hilbert space for various chain lengths 
and occupations with l im it = 1. The corresponding size of the matrix required 
for the coupled Hamiltonian is also shown, this is discussed in section 4.4. 
Certain of the extremal values for very large systems have been omitted for 
computational ease.

4.2 Representation of the basis states

It is necessary to decide on a way to represent the basis states computationally. 
Fortunately, Fortran 90/95’s ability to handle derived types simplifies this mat­
ter considerably [38]. Since, as we shall see in subsequent sections, in the course 
of the code implementation we shall have cause to deal with states involving 
both just one chain and the two chains, we define two separate Fortran derived 
types for each circumstance.
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4.2.1 Single chain basis states

In order to describe a state for a single chain, it is necessary to know various 
quantum numbers and also the coeiEcient of the state. The derived type for 
these states is therefore of the form

c o e f f ic ie n t | index J N_ N+ Nl Nq)

The coefficient part of the state consists of a complex variable defined to have a 
minimum of 15 decimal digits. The quantum numbers of the state are all repre­
sented by integers—the integers J, N_ and have their usual quantum number 
meaning here, and in addition we include Nl—the number of (positive energy) 
electrons in the Luttinger chain system (i.e. on both chains) and Nq—the num­
ber of electrons on the other chain. The inclusion of these additional numbers is 
required in order to calculate the phase factors for the ladder operators Ûp̂ c cor­
rectly, as will be discussed in section 4.3.3. It will be noticed that there is some 
redundancy of information in this representation, as N_ =  N l  — N q , but this 
is retained as it provides a useful check against numerical errors. The in te g e r 
variable index represents the boson occupations, as described in section 4.2.3.

4.2.2 Two-chain basis states

For most of the code we want to describe states of the two-chain system, which 
we do as follows. We again represent the coefficient as a complex variable with 
a minimum of 15 decimal digits, and the quantum numbers as in tegers. In 
this case the state is of the form

c o e f f ic ie n t | index* J* N_* N+* ; indexe Jb N_b N+b)

index* and indexe represent the boson indices of chain A and chain B respec­
tively (see section 4.2.3). The integers Jc,N_g and N+ ,̂ with c =  A, B represent 
the current and branch-charge quantum numbers on the relevant chain respec­
tively, as before.

By representing the basis states in such a manner, it becomes simple to 
extract the relevant one-chain information from one of the two-chain states 
whenever required. Moreover, as we shall show in the next section, representa­
tion of the boson occupation by an in te g e r index variable significantly reduces 
the amount of space such a state requires. It should be noted that it would 
also be possible to represent the entire state by such an index—however this 
alternative was rejected in favour of the transparency and speed of processing 
the above approach gives.
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4.2.3 Numerical representation of the boson system

The most efficient way of representing the boson occupations is as a single 
integer, which can be implemented by treating each set of boson occupations 
{uq} as a base (lim it +  1) number, where l im it  is the global maximum limit 
on the number of bosons in the system (see section 3.2.2). For the sake of 
computational convenience, the numbers were converted in the following way, 
best illustrated by the a simple example. For the p = +1 branch of a chain 
of length L = 6 (i.e. 6 boson modes with labels running from —3 to +2), and 
l im it  =  1 the following boson distributions are possible:

Mode: -3 -2 -1 0 1 2 Index
(value 1 2 4 8 16 32)

0 0 0 0 0 0 1
0 0 0 0 1 0 17
0 0 0 0 0 1 33
0 0 0 0 1 1 49

In order to avoid an index of 0 for a state with zero boson occupation, 1 is 
added to all indices. Note that the conversion is made with values increasing 
from left to right rather than the more familiar right to left.

4.2.4 The subroutines listophys and ph ysto list

In order to use these boson representations effectively, we need an efficient 
way to convert from the index representation to the actual boson occupations. 
This will allow us to operate on the bosons with the annihilation and creation 
operators âq and âq. Since this merely involves a form of base conversion, this 
is fairly trivial. Two subroutines were created—listophys to convert from the 
index representation (a base 10 integer) to the real boson occupations (a base 
l im it  +  1 number), and phystohst to convert from the real boson occupations 
in base l im it  +  1 to the index in base 10.

4.3 Im plem entation of the operators

4.3.1 The subroutines f  ield_annihilate and f  ield_create: ^p{x)  

and ^ l ( x )

The purpose of these subroutines is to implement the lowest level of Haldane’s 
bosonization operators, the boson field operator (x) (reference [60] equation
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3.22)

^W ) e (2.40)
q̂ O ^

= ( ^ ) ( ; ^ )  (41 )

The input to these subroutines, which are called by the routine that calculates 
Q̂<Ppî )̂  exponentiate  (section 4.3.2), is an array of single-chain basis states. 
The main body consists of a loop over all the input states. Then, for each input 
state, the “number operator” term Np is calculated. In order to calculate 
the terms which alter the (boson) quantum numbers of the input state, the 
basis state is first converted to its actual form using lis to p h y s , and then the 
sum over boson modes is performed and the bosons annihilated or created as 
required. Once the annihilations or creations have taken place, p h y s to lis t  
converts the new boson occupations back to the index representation, with the 
resulting single-chain basis states held in a temporary array. Once all the states 
in the input array have been processed, the temporary result state is sent to the 
book-keeping routines (section 4.3.8) for arithmetic simplification and removal 
of duplicate states. The result array is then sent as output to the calling routine, 
exponentiate, discussed in the following section.

4.3.2 The subroutine exponentiate:

This subroutine is designed to calculate the exponential of the field operator, 
equation (2,40), and is a necessary component of the fermion operator (equation 
2,45). However, ^p{x) is non-hermitian, and to take the exponential of a non- 
hermitian operator causes some complications.

Therefore implementing numerically is non-trivial, as a result to ma­
chine accuracy is required in order to construct the other operators accurately. 
In addition, this routine will be called many thousands of times in a typical 
run to calculate an eigenstate or correlation function, and thus it is essential 
to perform this calculation in as computationally efficient a way as possible. 
Before discussing the eventual structure of the subroutine therefore, it is ap­
propriate to discuss how the most efficient way to proceed with this calculation 
was determined.
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C alculating

It is fairly well known that theoretically the most eflScient way to calculate 
the exponential of an hermitian operator is to use the approach of KosloflF [81] 
which uses an algorithm based on the Chebyshev expansion and Newtonian 
interpolation. The efficiency of this method is dependent on knowing the range 
of the eigenvalues of the operator, which for a hermitian operator will lie on the 
real axis, However, since here the range of eigenvalues of ^p(x) will lie in the 
complex plane, it was important to confirm that this approach would indeed be 
superior to a simple power series expansion of the exponential.

In order to use the Chebyshev expansion effectively, we need to determine 
the region in the complex plane where the eigenvalues of ^p{x) lie. Since ^p(x) 
non-hermitian, exact determination of the eigenvalues is not practicable. How­
ever, it is possible to bound the region in which they lie in the following manner.

Using Dirac’s phase operator [32] we can write the general annihilation 
operator as

à = (4.2)

where n represents the number operator, with eigenvalues 0 ,1 ,2 ,. . . ,  Umax (here 
Umax represents the total number of bosons in the distribution {ug}, which has 
a maximum value of lim it) . We also know that

a|u) =  y/n\n — 1), (4.3)

and firom this we deduce that the eigenvalues of à must lie within a circle of 
radius equal to the maximum eigenvalue of â, i.e. yumax, and centred at the 
origin of the complex plane, as in figure 4.3.

Now since the operator we are trying to bound the eigenvalues for is

M x ) = p { ^ ^ N p  + \ '^ e { p q )  (4.4)

where Np is simply the number of fermions on branch p, each of the annihi­
lation operators in the summation over all modes q will contribute a “radius” 
analogous to the above, of length y'Ug max, scaled by a factor

/  \  1/2
î (pg) j = aq. (4.5)

Adding these together and recentring the circle at p (Ç )  Np = pNp we deduce
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Imaginary

Real

Figure 4.3: Domain of eigenvalues for the annihilation operator à.

that the eigenvalues of the operator 6p{x) will lie within a circle of radius

R  — ^ 2  ^qy/' q max (4.6)

and centred on the point on the real axis given by ^Np, as in figure 4.4.
In order to implement the above, a subroutine was created to use the New­

tonian interpolation method together with the Chebyshev polynomials [81] to 
calculate the operator Another subroutine was also created using a
simple power series expansion

(4.7)

in order to check the results. However, it was found that the Chebyshev ap­
proach was, in this case, inferior to the simple power series expansion. While 
the convergence of the Chebyshev approach was slightly superior for values near 
the boundary of the “eigenvalue circle”, for points nearer the centre of the circle 
the power expansion converged significantly faster, as perhaps may have been 
expected. Although the Chebyshev/Newton approach is theoretically the most 
efficient, it was hampered in this instance by diflSculty in bounding the eigen­
values suflSciently well to give optimum results. For this reason the Chebyshev 
approach was abandoned and the power series subroutine implemented with a 
cutoff such that further terms in the series were not calculated once adjacent 
terms for the coefficients of all the boson occupation states differed by less than
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Imaginary

Real

Figure 4.4: Domain of eigenvalues for (f)p(x).

10“ ^̂ . It should be noted that the power series remains numerically stable in 
this instance as the coefficients of the results do not represent any conserved 
quantity or physical observable. If the operator were the Hamiltonian, for in­
stance, then a second order differencing version of the power series would be 
more appropriate and would allow for the energy to be conserved.

Implementation

The structure of the subroutine is therefore as follows. The input to the routine 
(called from e lec tro n , section 4.3.4) is a single-chain basis state array. The 
first term in the power series is simply 1 x the input array, and so the main body 
of the code consists of a loop over the successive terms in the power series, up 
to a maximum number of terms after which an error is declared if the series has 
not converged by the time this maximum is reached. Empirical observations 
revealed that 100 is an appropriate number for this limit, and in most cases the 
series converged well before this limit is approached.

The loop operates with 4>p\x), using f ie ld _ a n n ih ila te  or f ie ld .c re a te  
as appropriate, on the output of the previous iteration of the loop. The output 
of this is then added to the existing result from the previous iteration. Because 
of the number of terms typically returned from this operation, the book-keeping 
routines are called after each iteration of the main loop. The convergence 
criteria are met when a comparison of the coefficients of all the states in the 
result array differ from their counterparts in the result array from the previous
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iteration by less than a specified cutoff, in this case 10

4.3.3 The ladder.up and ladder.down subroutines: Up̂ c

The purpose of these routines is to implement Haldane’s ladder operator Up, 
equation (2.38), which adds or removes a unit of charge from the system. As 
discussed in section 3.1.1, an additional phase factor is necessary to ensure 
the correct anticommutation properties of the resultant fermion operator 'ipp(x} 
when we include more than one chain in the system. There is one further 
complication we need to take into account when implementing this operator 
computationally. Because of the discrete size of the system , there is a maximum 
number of electrons that each branch can accommodate—for instance, on the 
p = +l  branch of an L = 6 chain, there are only two states available, as shown 
in figure 4.5, and this imposes a maximum limit of 2 on the value of N_|_ for this 
chain. Also, since for computational purposes we are disregarding the negative 
energy electron states (as discussed in section 4.1.1), there is a lower limit on 

of 0.

p = - I

p = +I

Figure 4.5: Schematic band structure for a chain with L = 6. There are only 
two available states for electrons on the p = +1 branch of the L = 6 chain. The 
state at & = 0 is not available, as discussed in section 4.1.1.

The subroutines therefore take as their input an array of single chain basis 
states, and for each state in the array check to see if a unit of charge can be 
annihilated or created, as appropriate, i.e. to see if the new values of would 
be within the limits discussed above. If not, then a null result is returned—no 
result is produced for this element of the input array. If however, the new value 
of is valid, then the phase factor is calculated, based on both the number 
of electrons on the other branch of the same chain, and on the total number of 
electrons on both branches of the other chains—this is where the inclusion of Nq
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in the definition of the single-chain basis state derived type becomes essential 
(section 4.2.1). The states are returned as an array with the new values of 
and the coefficients multiplied by the appropriate phase factors.

4.3.4 Electron creation and annihilation: and the electron  
subroutine

Once we have the ladder.up, ladder .down and exponentiate  subroutines, 
it is relatively simple to string them together to form the fermion operator 

which creates a momentum-type p fermion at position x  on chain c. 
For two chains, this takes the form (compare with Haldane’s single chain form 
of equation (2.45))

(4.8)

The subroutine e lec tro n  achieves this for both the creation and annihilation 
forms of the fermion operator. It takes as its input an array of single-chain 
basis states, and first calls exponentiate  with the input array and appropriate 
arguments to calculate e**̂ , e**̂  ̂ or as required. The result of this is
then sent to the appropriate ladder routine, and then the intermediate result 
is sent to exponentiate  once more with the new appropriate arguments. This 
result is then simplified using the book-keeping routines and returned to the 
calling routine, coupledJiam iltonian, discussed in section 4.4.

The routine e lec tro n  and its dependent subroutines thus represent the 
heart of the code—it can create or remove fermions, with the appropriate an­
ticommutation properties, despite being composed of bosonic operator subrou­
tines which are perfectly commuting in nature.

4.3.5 Normalization

In order to check that the correct results were being generated, the normaliza­
tions of the operators were examined. It is possible, to consider this problem 
analytically in order to check the veracity of the numerical results.

As an example, consider the simple case of a chain of length L =  6, with one 
electron at the A: =  0 position and therefore no electrons on either branch of the 
Luttinger dispersion relation. Note also that due to the boundary conditions 
on the Brillouin zone there are three empty states on the right hand branch 
(corresponding to p =  —1) and two on the left hand branch (p =  -1-1). This 
différence in the number of available fermion states will lead to a corresponding 
difference in the number of boson states, resulting in different normalizations
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Dispersion relation for a  single chain (L = 40)

Allowed states 
Occupied states

^ 0.5c
t-

I
uj -0.5
P
i5

-1.5

-1.65 (-kF) 1.65 (kF)0.00
Wavenumber k (arbitrary units)

Figure 4.6: Dispersion relation for a chain of length 40 atoms, shown with 20 
electrons and vj? = 1.

for each branch.
If we first consider the p = +1 right hand branch (which has L/2 — 1 = 2 

available boson modes) then the initial zero-electron ground state can be given 
by

|0) =  |iV+, J,{n,>o}) = |0.0,0,0), (4.9)

i.e. =  0, J  =  0 and rii = U2 = 0. Operating on this vacuum with the 
first part of the fermion creation operator ^p{x) only requires the use of the 
field annihilation operator ^p{x) and, since there is nothing here to annihilate, 
results once more in the vacuum state. Now application of the next part of 
i ’pix), the ladder operator Up, increases both and J  by one to give the 
state

1^) =  |iV+, J ,K > o } ) = |1 ,1,0,0). (4.10)

We now need to operate on this state with the final part of the fermion creation 
operator, '4’p{x), and calculate exp^p(x). Then

1/2

e-'«^|1110> + 4 = e " ‘’’‘'|1101) 
v2

(2.40)

(4.11)
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where the q are required to be 2'k/L  times an integer. Given the form of this 
expression, we can now use a binomial expansion to obtain

1 A / n \  /i7ra:V
”  n ! ^  VrH  ̂)
-  À 5 ^  (?)

V2
n—1

l^>

4-
1 1 Z ^ X

(n — 2)! y/2 \  L J

n - 2

(4.12)

where all subsequent terms in the expansion become zero due to our condition 
on the boson Hilbert space that no more than one particle is allowed in each 
mode (see section 3.2.2). Since we are trying to calculate (^ |^ )  =  |anp we 
now need to include the summation over all values of n:

oo r 1 /' «1
E ^ , . , r m - g [ i ( = )

-iq2X
n=0

11100)

— 1 ( e - - |1 1 1 0 )  + ^ 1 1 1 0 1 )

I r oo 1 / .  \  n—2‘

1

^  1 ZiTrrcX

= e"^|1100) +  10"^ |^e~* î®|1110) +  

e ^
1 Î
—  [€-‘(’‘+«>*11111)] .

(4.13)

Now we find that when we also include the L exp{ipkFx) factor firom the 
expression for 'ippix) we can evaluate exactly the coefficients for each term:

V>+(x)|0) =  !'*>

V L ^
' i p k p x 11100) +  i e T  j e - ‘< " * |1110 ) +  ^ € " ‘« * 1 1 1 0 1 )

-  ^  [e-‘(«+«>*|llll)]

(4.14)

95



Chapter 4: Implementation Implementation o f the operators

Furthermore, we can calculate the square of this sum to determine the overall 
normalization, whence we find that

1 |2

n=0 L

1  L
L '2
1
2

(4.15)

which is independent of L. The veracity of this is confirmed by comparison of 
these results with those obtained numerically.

Now we can consider the p = —1 (left hand) branch in the same manner. 
The only difference between the two cases is that here three boson modes (i.e. 
L/2  modes) are available. This then gives

1 =  1
' L  n !  L J

V I

0 —3̂
|1 , —1 , 0 , 0 , 0 )  ^ — 11, —1 , 1 , 0 , 0 )

,-ig_2X

+

+

V2
e“i(9-3+g-2)x

|1 ,-1 ,1 ,1 ,0 )
V5V3

p - i ( g _ 3 + 9 - i ) x  p - i ( g _ 2 + g - i ) x

—1 , 1 , 0 , 1 ) 4----------------  11, —1 , 0 , 1 , 1 )
V3

g - i ( g _ 3 + 9 - 2 + g - i ) x

V2

V 3 ^

and using the same principle as before

1 ,-1 ,1 ,1 ,1 )

(4.16)

1 ^  | 2  1 

= z
, 1 1 , 1 1 1 1

1 2L
~  T Y

2
~  3

Again, this is confirmed by the numerical results.

(4.17)
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Figure 4.7: Band structure for the continuum model

4.3.6 Discrete lattice versus the continuum model

It will be noticed that while Haldane [60] assumes a continuum of a;-values, 
here we are dealing with a discrete lattice and have been taking only integer 
values of a; as allowed. This leads to an interesting effect in the operator c\,p 
when the terms involving the exponentials of the boson modes q add up to an 
integer multiple of 27t, e.g. in the above example the coefficient for the state 
|1, -1 ,1 ,1 ,1 ) includes the term exp - i(g _3 +  q~ 2  +  9 -i)^  =  exp ^ ( - 3  -  2 -  
1) =  exp27ri. This leads to a non-vanishing contribution to the energy from 
this boson state, whereas the creation of an extra fermion in the system should 
lead only to a change in the values of N p  and J  -  there should still be a ground 
state of the boson excitations. This actually represents a mixture of fermion 
states which can be explained as follows. Our discrete lattice of x-values gives 
us the Brillouin zone that we have assumed throughout, but so far we have 
neglected consideration of the band structure outside the first Brillouin zone. 
Whereas Haldane’s continuum model has A;-values extending to plus and minus 
infinity (as in figure 4.7) by representing the lattice model in the reduced zone 
scheme (as in figure 4.8) it becomes apparent that this factor of 27t leads to 
the creation of an excitation with momentum k' = k -{■ 27t. For longer chains, 
higher multiples of 2tt may be created, representing excitations on higher energy 
bands. This is also indicated on figure 4.8, Note also that the higher energy 
excitations can only occur on the same branch as the low energy excitation — 
in this case a right-moving branch (p =  4-1).
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—7lf

/ \

Figure 4.8: Band structure (reduced zone scheme) for the lattice model. Note 
that there is more than one possible energy {E i,E 2 ) for a given value of k'

For the purposes of these calculations, however, the creation of these states 
is unwanted, and fortunately they may be suppressed easily by substituting the

'kpsum over integer values of x in ct by a numerical “integration” over smaller
intervals of re — in this case an interval as large as A x  =  0.1 was adequate to 
suppress the higher excitations and give accurate results without an excessive 
increase in processing time.

4.3.7 Implementation of the Hamiltonian for a single chain: 
The int_singleJiainiltonian subroutine

The purpose of this subroutine is to calculate the Hamiltonian for the inter­
acting chain, in other words, an implementation of Haldane’s equation 4.13 
(reference [60])

H  —  E q - \ -  ^  +  —  [ v ^ N ^  +  V j J ^ )  ,

Q

%  =  ^  ^  (w, -  WF|g|) •

(2.53)

This can be split into three parts—a part independent of the boson modes 
q and only dependent on N  and J  ( ^  {v nN^ +  vjj"^)), and the ground state
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energy shift E q, which is dependent on q but does not contain any operators. 
These are both trivial to calculate; the third part, however, is a term involving 
the number operator for the Bogoliubov-transformed bosons ojqbqbq. Since 
we have formulated our representation in terms of the original boson operators 
âq, âq, we cannot treat bqbq as a simple number operator. Instead, we need to 
transform it back to the âj, àq representation, i.e.

h}jbq = l̂ cosh -  sinh ĵ cosh (f)qàq -  sinh j

=  cosh^ <t>qà\àq +  sinh^ 4>qà-qà̂ _q -  sinh (j)q cosh (j)q (â-qàq +

=  cosh^ <l)qnq +  sinh^ <f>q{fi-q -  1) -  smh(pq cosh 4>q (â-qâq +  âJôLç)

(4.18)

where hq is the number operator corresponding to the pre-Bogoliubov trans­
formed boson operators ôg, àq. In this representation, therefore, it is simple to 
transform the boson index into its boson mode occupations using lis to p h y s , 
and then annihilate or create in the modes q as required. The result of this 
can then be sent to the book-keeping routines for simplification and return as 
output.

4.3.8 Book-keeping routines

The book-keeping subroutines exist to simplify an input state generated by one 
of the Haldane operator subroutines of section 4.3. The input is typically an 
unordered array of basis states with many duplicates, and in order for the code 
to work both correctly and efiiciently, these duplicates need to be removed at 
each step of the calculation.

The first step in the procedure is to sort the input array into some kind 
of ordered array. This is achieved using a modified heapsort algorithm [118] 
whereby the sorting criteria are defined by the quantum number parts of each 
basis state, with the least significant bit being the rightmost integer, e.g. N® 
for a two-chain input array.

Once the original input array has been sorted in this fashion, it becomes easy 
to remove the duplicate states in a single scan of the sorted input array. The 
final result state is generated cumulatively—if one of the input states matches 
the quantum numbers of a state already in the output array, then its coefficient 
is added to the relevant output coefficient, otherwise the new state and its 
coefficient are appended to the output array. This method thus provides an 
exceptionally efficient way of simplifying basis state arrays and keeping track 
of the states at every stage of the calculation.
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In addition, in order to prevent cumulation of errors resulting from the in­
evitable noise in the calculations, it was found necessary to include a subroutine 
that deletes all basis states with a coefficient of less than from an input
array. This is called only twice—at the end of the e le c tro n  subroutine and at 
the end of the coupledJiam iltonian subroutine.

4.3.9 Two coupled Luttinger chains

We now have all the elements we need to construct a Hamiltonian describing 
the hopping of an electron from one chain to the other in terms of the Luttinger 
model.

The coupling Hamiltonian includes the Hamiltonians of the uncoupled chains 
-f as well as contributions (most of which will be zero) from hop­

ping from chain A  to chain B  and chain B  to chain A  at each value of k on the
chains:

^coupled =  +  • (4.19)
k

For the moment we only allow hopping between states that both have equal 
momenta and have the same branch (of the same type p).

We can rewrite this in terms of the field operators. As

=  (4.20)
X

the coupling Hamiltonian becomes

H' = H0 + t ^ J 2 ' E ' E + ^P̂ fp]
* J' (4.21)

X

because
(4.22)

k

4.4 Im plem entation o f the two-chain Hamiltonian

The Hamiltonian for two chains coupled together with amplitude t'^ is given by

^co„pl«d =  ^

r . (4.23)
= H ^  + H ^  + t ^ Y :  [f’f î ’p +  .
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Although these two expressions are analytically equivalent, in terms of compu­
tational cost the Hamiltonian written in terms of is much more expensive, 
as it consists of Lôx iterations of

=  (4.24)
X = 1

Also, the states of the two chains are most efficiently stored as a Fortran 90 
derived type array consisting of the (complex) coefficient and the (integer) quan­
tum numbers for each chain This means that applying the operator subroutines

10001 0 0 0 0001 -1  1 0)
(coeff) 1 boson idx.A boson idx.B IVf N ^ )

Table 4.1: Example notation for basis states of two chains

in the subroutine for the coupled Hamiltonian in the manner naively suggested 
by equation (4.23) would require at least (4x the number of input states) calls 
to the relevant fermion creation or annihilation subroutine. For a large number 
of input states, such as the random start state used by the Lanczos method for 
finding the ground state (section 3.4.3) this can therefore prove very expensive!

However there are several ways to improve the efficiency, and in this case 
we chose to group the input states into a sets of chain A states and sets of chain 
B states.

By forming a matrix where the columns consist of states with identical 
chain A quantum numbers and the rows consist of states with identical chain 
B quantum numbers we can significantly reduce the number of calls to each 
operator subroutine:

|i ; i )  |i;2 )................. |l;n>

|2;1) |2;2) : i

|3; 1) ••• \i\i) : ? (4.25)

|n; 1)   |yt; n)

where the notation |m ,n) indicates a chain A state m  and a chain B state n.

4,4.1 Structure of the coupled Hamiltonian subroutine

The coupled Hamiltonian can be written in pseudocode as
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input : MATRIX(ROWS,COLS) 
do TYPE = -1,1 

do X = 0, L
set COUNT, COUNTl, C0UNT2, TEMP.COUNT = 0 
do ROWS

find the first non-zero element 
annihilate on the chain B part
multiply result by each non-zero chain A element in this row 
now have COUNTl terms in RESULT1 

end do ROWS
tidy RESULTl into TEMP.RESULT with TEMP.COUNT terms 
form a new matrix from TEMP.RESULT with N-1 electrons 
do ROWS

find the first non-zero element 
create on the chain A part
multiply result by each non-zero chain A element in this row 
now have C0UNT2 terms in RESULT2 

end do ROWS
tidy RESULT2 into RESULT with COUNT terms 
reset COUNTl, C0UNT2, TEMP.COUNT = 0 
do ROWS

find the first non-zero element 
annihilate on the chain A part
multiply result by each non-zero chain A element in this row 
now have COUNTl terms in RESULTl 

end do ROWS
tidy RESULTl into TEMP.RESULT with TEMP.COUNT terms 
form a new matrix from TEMP.RESULT with N-1 electrons 
do ROWS

find the first non-zero element 
create on the chain B part
multiply result by each non-zero chain A element in this row 
now have C0UNT2 terms in RESULT2 

end do ROWS
tidy RESULT2 into TEMP.RESULT with TEMP.COUNT terms 
add the contents of TEMP.RESULT to RESULT 

end do X
add contents of RESULT to CUMULATIVE.RESULT with CUMULATIVE.COUNT terms
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end do TYPE
tidy CUMULATIVE.RESULT into RESULT.

So what results do we expect to get from this Hamiltonian? It is again 
useful to compare the computational results with an analysis to check that the 
correct results are being given.

First consider the case where we have two chains with an equal number of 
electrons on each. It is intuitive that due to the exclusion principle there can be 
no hopping between two occupied states, and that as the number of electrons 
is equal for both chains and hopping is only allowed between equal k states, no 
hopping will occur and the coupling part of the Hamiltonian (equation 4.19) 
will be zero. This can be shown explicitly as follows. First we need to calculate 
the total energy of a single isolated chain. With linear dispersion, each state 
has an individual energy of vpk, and since the states are separated by ^  the 
total energy of the chain is given by the sum over occupied states

■Etotai =  I  — k \ d k
J - k p

=  -  k ) d k  (4 -26)
^  J o  

_  ^f L 2 
-  2%-

We can define “effective” Fermi wavevectors for the anti-bonding and bonding
bands kp and kp such that the horizontal splitting of the bands is given by

 — kp — kp (4.27)

Then from conservation of particles we must have that kp + kp = 2kF, giving

k^  — kp H  (4.28)
Vp

If we now consider two coupled chains, then the total energy, by analogy with 
before, is

27t y l L
v p L  ^  ̂ ^

2 '

(4.29)

7T y Vp^ J
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There is no term linear in t± here, demonstrating that the inter-chain hopping 
is a second-order rather than a first-order effect. In other words, we have

E  = ( * ! % ! * )  +  <V>olHilV>o> +  0 ( t i ) ,  (4.30)

where the term proportional to the hopping part of the Hamiltonian which 
would be of order tj_, is zero.

This Hamiltonian was implemented and gave results as expected: For the 
case where hopping is attempted between two identical chains with equal num­
bers of electrons the hopping term returned zero, as there are no vacant states 
to hop between, as predicted by equations (4.30) and (4.29).

For chains where there is one more electron on one than there is on the 
other, a state is available for hopping and the hopping part of the Hamiltonian 
then returns the resultant state with a coefficient of 1, which is then scaled by 
the hopping coefficient t±. Note also that in this case, in order for the creation 
and annihilation operators to work correctly, we need to be careful about how 
Ef is defined, and in fact in this case it corresponds to

E f  = ^  (homo +  LUMO). (4.31)

4.5 Convergence on the eigenstates

Now that the coupling Hamiltonian (equation (4.19)) has been implemented, it 
is possible to combine it with the Lanczos and/or conjugate gradient methods 
described in sections 3.4.3 and 3.4.2 to produce a driver subroutine that will 
converge either on the ground state or another low-lying eigenstate specified by 
the user.

To do this, we first require an efficient method of determining how close a 
state generated at each iteration of the driver procedure is to an eigenstate of 
the system—the procedure will only have converged when the correct eigenstate 
is obtained. The most convenient method of doing this is to make a measure of 
the moments of the Hamiltonian, which can tell us how broad a spread there 
is in the basis states resulting from the operation of the Hamiltonian on an 
arbitrary input state.
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contribution from eigenstate

Figure 4.9: The variance of a general state depends on its constituent spread 
of eigenstates. An true eigenstate of the system will have a single eigenstate 
contribution, and will thus have zero variance.

4.5.1 Calculating moments of the Hamiltonian

We define the variance of a general state of the system |^) = 
where the \ipn) are eigenstates, as

<7̂ =  {(E -  {E) f )  

=  (E^) -  { E f .
(4.32)

This is depicted schematically in figure 4.9. The expectation value of the energy, 
(F7), is defined in the standard way as

{E) = 
(£2) =

(4.33)

(4.34)

where equation (4.33) is equal to the energy E  for an eigenstate. The variance 
gives us a measure of how close the arbitrary state |^ ) is to an eigenstate of 
the system—a variance of zero implies that |4̂ ) is a perfect eigenstate of the 
system.

We can therefore calculate cr̂  with two calls to coupledJiam iltonian—the 
first to calculate the value of (’F |.^ |^ ), and the second to calculate (^ |A A |^ ),

105



Chapter 4: Implementation Convergence on the eigenstates

from which the variance is given as

=  (HH) -  { { H) f (4.35)

In practice, of course, a variance of precisely zero is never encountered and 
therefore it is necessary to imply a realistic cutoff for the variance below which 
the eigenstate can be said to be effectively converged. Empirical observations 
showed that 10“ ®̂ was a suitable value for this cutoff, which typically returns 
the eigenvalue correct to approximately six decimal places, as compared to an 
analytically obtained value.

4.5.2 Lanczos vs conjugate gradient methods

While in theory the Lanczos and conjugate gradient methods are equivalent 
[54], in practice they have different properties that can lead to radical differ­
ences in the rate of convergence. It therefore becomes necessary to evaluate the 
methods’ relative efficiency of converging on both the eigenvalues and eigen­
states. Once both methods had been implemented, a comparison was made 
between the relative performance, as summarized in table 4.2. The following 
points, however, should be noted. Firstly, that starting from a fully random­
ized state, for a non-interacting system the conjugate gradient implementation 
showed a marked prochvity to converge not on the ground state eigenvalue but 
the first excited state eigenvalue (i.e. the antibonding state rather than the 
bonding state). Secondly, following evaluation of this comparison many further 
optimizations were made both to the coupledJiam iltonian and driver subrou­
tines, although the extent to which the Lanczos implementation outperforms 
the conjugate gradient implementation is unlikely to be affected greatly by this. 
The Lanczos implementation was thus decided to be the superior method for 
eigenvalue convergence for the two coupled chains system.

Conjugate gradient Lanczos
Approximate number of 
iterations of driver routine 
required to obtain converged 
eigenvalue:

Number of calls to 
coupledJiam iltonian:

35

30 X 35 =  1050

15

~  1 X 15 =  15

Table 4.2: Convergence properties of the Lanczos and conjugate gradient meth­
ods for the eigenvalues of an L =  4 non-interacting system.
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Figure 4.10; A sample run showing typical convergence properties. This is 
for an L = 6, = 2 system with /  =  0.4, converging on the first excited
eigenstate. The Lanczos ground state eigenvalue is shown in red, the first 
excited state in pink. The green data indicates the eigenvalue produced by the 
Lanczos-calculated target eigenstate. Note that while the eigenvalue converges 
very quickly, within about 20 iterations, the eigenvector converges much more 
slowly, as indicated by the variance (right hand axis).

4.5.3 To orthogonalize or not to orthogonalize?

In view of the known problems with loss of orthogonality with the Lanczos 
method (see section 3.4.4 and references [54] and [61]), it was decided to include 
an orthogonalization step at each iteration of the driver routine, in order to 
ensure that orthogonality between the Lanczos vectors was being retained. A 
version of the Gram-Schmidt orthogonalization procedure [54] was therefore 
implemented in a subroutine and called at each stage of the driver routine.

However, it was found that in fact the inclusion of this orthogonalization 
actually decreased the stability of the Lanczos procedure, presumably an in­
dicator of Hay dock’s prediction [61] that the real problem with the Lanczos 
procedure is not loss of orthogonality but loss of linear independence between 
the Lanczos vectors. For this reason, therefore, the call to the Gram-Schmidt 
orthogonalization routine was removed from the driver routine.

The results for a sample eigenstate run are shown in figure 4.10.
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4.5.4 Precision and errors

Obviously, with a code such as this numerical errors will tend to accumulate. 
However, by maintaining a high level of accuracy throughout the calculation we 
believe that we have kept the accumulation of errors at a minimum. Real and 
complex variables have a minimum of 15 decimal digits (corresponding to a 16- 
byte number on most machines), and the book-keeping routines (section 4.3.8) 
delete only those states whose coeflScient has a magnitude of less than 10~̂ ®. 
By setting the cutoff for the variance in the eigenstate calculations (section 4.5) 
to 10“ ®̂, we find that the eigenstates are accurate to around six decimal places, 
more than adequate for analysis of the results presented in chapter 5, although 
it will be noticed that nonetheless some numerical noise is evident in some of 
the results.

4.6 Param eters

Parameters involving cutoffs have already been discussed in the preceding sec­
tion. Of the remaining parameters used in the code, the most important involve 
the form and range of the electron-electron interactions.

The choice of a specific form for the interactions ^2(9) and g4 (q) is arbitrary, 
as the Luttinger liquid remains completely solvable for any interaction that 
fulfils certain conditions [60]. We choose a Gaussian form for the interaction 
and set ^2(9) =  9 4 {g) =  27rV{q) with

V(q) = I  exp (-2g^ /r) (4.36)

as this has the advantage that it maintains the same form in both real and 
momentum space. Other forms, such as a screened Coulomb interaction, would 
also be possible. The parameter I  can be varied to control the “strength” 
of the interaction, and r  controls the range of the interactions. The range of 
the interaction was fixed at r  =  1 for all the results presented in chapter 5, 
although other possible values for both the range and form of the interaction 
will be discussed in section 7.2. The Luttinger variables for the interacting 
chain A, (f),vo,VN and vj,  are dependent only on the form and strength of the 
interaction and the Fermi velocity vp, and so for the interaction of equation 
(4.36) with r  =  1 they are given by

= y l v f  + 2Iv^, (4.38)
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Figure 4.11: Comparison of computed Luttinger velocities for chain A with 
analytical results.

4  =
v j  =

(4.39)

(4.40)

The Luttinger velocity for chain A is then given by

(4.41)

These values are plotted for various interaction strengths in figure 4.11, The 
effect of the range parameter r  on the chain-A Luttinger parameter is shown 
in figure 4.12. The two main parameters that can be varied by the user on each 
run of the code are therefore the Fermi velocities Vp and Vp, which can be 
set individually for each chain, and the interaction strength I. The only other 
information required is the length of the chains, L, and the number of electrons, 
N.

4.7 Parallelization of the code

In order to make full use of the available computational resources, a parallel 
version of the code was created and run on UCL’s HiPerSpace Centre SGI 
Origin 2000 computer.

Nearly all of the computational cost in running the code is calculating the
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range r

0.5

momentum q

Figure 4.12: Effect on Kp{q, r) of altering the range parameter r  for an electron- 
electron interaction of the form V{q) = /  exp (—2g^/r). Note that Kp{0,r) = 

i.e. independent of range.

hopping part of the Hamiltonian,

^ h o p p in g  ^  ^ B t^ A '^  ( 4 .4 2 )

X

Fortunately, since this consists of the sum of a series of calculations on the 
same input state, with only the value of x changing at each step, this part 
of the code is trivially parallelizable. To do this, the MPI (Message Passing 
Interface) parallelization standard was used. This is based on a master-slave 
paradigm—one of the computational processes acts as a master and passes out 
the required work to the remaining processes, the slaves.

The parallel version of the coupledJiamiltoniem subroutine is thus essen­
tially the same as that described in section 4.4.1, except that the main loop 
over X is controlled by the master process, which broadcasts the input state to 
the slave processes and sends each required value of x  to one of the slave pro­
cesses, sending a new value as soon as one of the slaves completes the current 
calculation. The slaves return the results of the individual ^-calculation back 
to the master process for processing by the tidying and book-keeping routines.

In this manner it was possible to create an efficient coarse-grid parallelization 
of the code. However, due to the cost of communication between the processes,
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the optimum number of processors to use for these calculations was found to be 
four—with eight processors only a marginal improvement in total computing 
time over the four-processor calculations was achieved.
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5.1 Introduction

In this chapter I present the main body of results for the two-chain Luttinger 
model. The first section (section 5.2) consists of the results of the calculations 
for chains with equal Fermi velocities, the salient points of which have already 
been published as reference [30].

This is followed by results for chains with different Fermi velocities. The 
rationale for this is presented fully in section 5.3, but in summary, this is in­
tended to refiect a situation where the substrate has different properties firom 
the wire, and in particular, has a gap in the vicinity of the Fermi energy, as 
would be expected for an insulating or semiconducting surface. All these sec­
tions refer to states where there are two electrons available for excitation - this 
is the minimum number needed to give meaningful results but enables us to 
analyse the underlying physics of the system fully.

The chapter concludes with some results for systems with an odd number 
of electrons.

5.2 Identical chains

In the first instance I have calculated for two chains that are identical with 
respect to their non-interacting properties and have equal Hq (see section 2.3.2), 
in other words, the only difference between them is that the surface chain has its 
interaction strength set to zero throughout, but that the wire chain may have 
its interaction strength varied. The band structure for a typical non-interacting 
system of this type is shown in figure 5.1.

The results are presented in the following order: First the ground states of 
the system for both chain lengths L =  4,6 are discussed in section 5.2.1, followed 
by the corresponding excited states in section 5.2.2. The spectral functions for 
the system are then calculated (section 5.2.3) and used to derive effective values 
of the Luttinger parameters Kp and a . Finally the conclusions we may derive 
from these calculations are discussed.

5.2.1 Ground states

For two coupled but non-interacting chains, it is reasonably straightforward to 
construct the ground state from first principles. By considering the bonding and 
anti-bonding bands (as in figure 5.1) we can see that it is possible to construct 
analytically the ground state of N  electrons distributed among the two chains 
as follows:
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4.5
bonding

antibonding

3.5
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0.5
3 ■2 ■1 20 1 3

Figure 5.1; Band diagram for a system of chain length L =  40, both with Fermi 
velocity vjr = 1 and with coupling matrix element = 0.1, thus separating the 
bonding and anti-bonding bands by 2t± = 0.2.

In order to avoid confusion, we designate states corresponding to chains A 
or B with upper case subscripts, and bonding b states or antibonding a states 
with lower case subscripts. Then acting on a vacuum state with no positive 
energy electrons with, for example, 6 creation operators results in

|gSn=6) -  %ik=-2)^a(k=-2)^a{k=+l)^a{k=—l)^b{k=+l )^b{k=—l)^b{k=0) ( 5 .1 )

where the subscripts k refer to the momentum index and the exact order of the 
creation operators depends on the relative energy at which they create. Note 
that this of course assumes that t± is small enough with respect to 2'KVp/L that 
an antibonding state with momentum has lower energy than an bonding 
state with momentum k̂ i+i .̂ We can easily calculate the list of allowed states 
and their energies for the coupled chain using the earlier tight-binding results, 
and so by sorting these in order of ascending energy, we know which creation 
operators to apply in order to get the ground state.

The creation operators for the bonding and anti-bonding bands are con­
structed from the operators for chains A and B, viz.

4  =

(5.2)
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(assuming a positive value for There are however a number of points we 
need to bear in mind when constructing these operators. Because the branch p 
is undefined at fc =  0, we cannot create (or annihilate) there and so we neglect 
all states at k = 0 (in fact we assume that for each chain the state at A; =  0 is 
always occupied).

The non-interacting ground states of the two coupled chains can therefore 
be constructed as detailed in table 5.1

No. of electrons ground state

1 ^lOOOOl 0 0 0 ; 00001 -1  1 0) -  
^lOOOOl -1  1 0 ; 00001 0 0 0)

2 - ||0 0 0 0 1  O i l ;  00001 0 0 0) 
-JlOOOOl -1 1 0 ; 00001 1 0 1) 
-1-||00001 1 0 1 ; 00001 -1  1 0) 
-jlOOOOl 0 0 0 ;  00001 O i l )

3 -f^lOOOOl O i l ;  00001 -1  1 0) 
-H;^|00001 -1 1 0 ; 00001 O i l )

4 + 1|00001 O i l ;  00001 O i l )

5 -b;^|00001 -1  2 1 ; 00001 O i l )  
-;^ |0 0 0 0 1  O i l ;  00001 -1  2 1)

Table 5.1: Table of ground states for 1 - 5 electrons in two coupled chains 
each of length 4 sites. This could be extended to chains of any length as long as 
there are enough available sites on each chain to accommodate all the electrons. 
While the phases of these states are in principle arbitrary, the phases shown 
here give ct|gs„^j) =  |gs„=j+i).

While the ground state of such non-interacting systems may be calculated 
fi*om first principles in this way, for the purposes of checking the code, it is more 
useful to verify that the Lanczos based subroutines described in chapter 3 are 
operating correctly by setting the interaction strength on both chains to zero 
and confirming that we do indeed obtain results equivalent to these manual 
calculations.

^The assumption of a positive value for t±  leads to a rather unfamiliar form in which the 
signs for the bonding and antibonding combinations are reversed Grom the standard convention. 
Note however that this could be transformed to the conventional < 0 form without affecting 
any of the results presented here.
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The results of a sample calculation of the ground state for a system with 
L = 4, N  = 2 and tx  =  0.1 are

( 0.113000E+00 0.487100E+00) *| 00001 O i l ;  00001 0 0 0 >
( -0.113000E+00 -0.487100E+00) *| 00001 -1 1 0 ; 00001 1 0 1 >
( 0.113000E+00 0.487100E+00) *| 00001 1 0  1; 00001 -1 1 0 >
( 0.113000E+00 0.487100E+00) *| 00001 0 0 0; 00001 0 1 1 >

A second calculation gave the result:

( -0.49931730E+00 0.26120872E-01) *| 00001 O i l
( -0.49931730E+00 0.26120902E-01) *| 00001 - 1 1 0
( 0.49931724E+00 -0.26120916E-01) *| 00001 1 0  1
( -0.49931709E+00 0.26120883E-01) *1 00001 0 0 0

00001 0 0 0 >

00001 1 0 1 >

00001 -1  1 0 >

00001 0 1 1 >

It can be seen that the exact phase of the result is arbitrary, as expected, 
and actually depends only on the (random) phase of the start state for the 
Lanczos procedure. However, it is obvious that the calculated ground state for 
this system, as expected, has equal magnitude of electrons on either branch of 
either chain as the manual results.

The ground and neutral first excited states were then calculated (with the 
interaction form as described in section 4.6) for different interaction strengths 
I  on the “wire” chain A. Sample results for these calculations are shown in 
table 5.3, and it will be immediately noticed that the interacting ground states 
include basis states with bosons on the interacting chain A, and also that there 
is (at somewhat lower magnitude) a non-zero contribution from basis states 
containing bosons on the non-interacting chain B. This occurs because, as de­
tailed in chapter 3, we have chosen to work with a Hilbert space with a set 
of basis states consisting of the untransformed boson operators, i.e. the â^,â 
operators rather than the transformed b^,b boson operators of equation (2.56). 
The amplitude for states with bosons on chain B only is negligble, as implied 
by equation (5.3).

Each eigenstate of the system can be decomposed into basis states with no 
bosons on either chain, bosons on chain A only, or bosons on both chains. As 
the states are normalized, we therefore have

Ineitherp -f- |A-only|^ +  |both|^ =  1 (5.3)

where ^  jneitherp refers to the sum of the squares of the coefficients of all the 
basis states with no bosons on either chain, etc. We can plot the relationship 
between the interaction strength and the boson contributions from each chain 
for all the calculated states, as in figures 5.2 and 5.3. Also included in these plots
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I Ground state

( 0.1783E-01 0.2090E-01) * 1 00001 0 1 1 00001 0 0 0 >
( 0.1442E+00 0.1690E+00) * 1 00001 -1 1 0 00001 1 0 1 >
( -0.1442E+00 -0.1690E+00) * 1 00001 1 0 1 00001 -1 1 0 >
( 0.6158E+00 0.7220E+00) * 1 00001 0 0 0 00001 0 1 1 >
( -0.3054E-04 -0.3621E-04) * 1 00009 -1 1 0 00003 1 0 1 >

0.5 ( -0.7912E-05 -0.9618E-05) * 1 00009 0 0 0 00003 0 1 1 >
( 0.3037E-04 0.3630E-04) * 1 00003 1 0 1 00009 -1 1 0 >
( -0.6737E-05 -0.9673E-05) * 1 00003 0 0 0 00009 0 1 1 >
( -0.2098E-04 -0.2484E-04) * 1 00011 0 1 1 00001 0 0 0 >
( -0.2273E-03 -0.2663E-03) * 1 00011 -1 1 0 00001 1 0 1 >
( 0.2270E-03 0.2667E-03) * 1 00011 1 0 1 00001 -1 1 0 >
( -0.1089E-02 -0.1278E-02) * 1 00011 0 0 0 00001 0 1 1 >

( 0.6396E-02 -0.4354E-02) * 1 00001 0 1 1 00001 0 0 0 >
( 0.1013E+00 -0.6893E-01) * 1 00001 -1 1 0 00001 1 0 1 >
( -0.1013E+00 0.6894E-01) * 1 00001 1 0 1 00001 -1 1 0 >
( 0.8141E+00 -0.5542E+00) * 1 00001 0 0 0 00001 0 1 1 >
( -0.7285E-04 0.4970E-04) * 1 00009 -1 1 0 00003 1 0 1 >

1.0 ( -0.9116E-05 0.6210E-05) * 1 00009 0 0 0 00003 0 1 1 >
( 0.7288E-04 -0.4973E-04) * 1 00003 1 0 1 00009 -1 1 0 >
( -0.9085E-05 0.6168E-05) * 1 00003 0 0 0 00009 0 1 1 >
( -0.1147E-04 0.7863E-05) * 1 00011 0 1 1 00001 0 0 0 >
( -0.2881E-03 0.1961E-03) * 1 00011 -1 1 0 00001 1 0 1 >
( 0.2881E-03 -0.1961E-03) * 1 00011 1 0 1 00001 -1 1 0 >
( -0.2888E-02 0.1966E-02) * 1 00011 0 0 0 00001 0 1 1 >

( -0.1131E-02 0.1652E-02) * 1 00001 0 1 1 00001 0 0 0 >
( -0.3561E-01 0.5200E-01) * 1 00001 -1 1 0 00001 1 0 1 >
( 0.3561E-01 -0.5200E-01) * 1 00001 1 0 1 00001 -1 1 0 >

2.0
( -0.5628E+00 0.8217E+00) * 1 00001 0 0 0 00001 0 1 1 >
( 0.8406E-04 -0.1223E-03) * 1 00009 -1 1 0 00003 1 0 1 >
( -0.8387E-04 0.1223E-03) * 1 00003 1 0 1 00009 -1 1 0 >
( 0.1690E-03 -0.2463E-03) * 1 00011 -1 1 0 00001 1 0 1 >
( -0.1694E-03 0.2466E-03) * 1 00011 1 0 1 00001 -1 1 0 >
( 0.3980E-02 -0.5810E-02) * 1 00011 0 0 0 00001 0 1 1 >

Table 5.3: Ground states for the L = 4, N  = 2, t± = 0.1 systems for various 
interaction strengths / .  States with an absolute coeflScient of less than 10~^ 
have been omitted
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Figure 5.2: Contribution of bosonic basis states to the ground states of the 
L = 4, N  = 2, t_i = 0.1 system as a function of interaction strength I.

is the boson contribution expected on a single, isolated continuum Luttinger 
liquid chain for the same interaction form and strength. This is calculated as 
follows.

Since the Bogoliubov transformation of the boson operators is defined as

t +bq = cosh — sinh(/»qâ_q

bq = cosh (f)qà̂ q — sinh
(5.4)

we can invert this to give the untransformed boson operators in terms of the 
transformed ones:

dq  ̂ = cosh (f)qb]j -  sinh cpqb-'q^-q 
Atdq =  cosh (f)qàq — sinh (f)qà_

(5.5)

Now if we consider just a single boson mode ç, we can count the number of 
untransformed bosons in this mode in the ground state of the Bogoliubov- 
transformed Hilbert space, |0):

(Ô|âJâg|Ô) = (Ô| (^cosh (f)qbl -h s i n h  (j)qb-q^  ^ c o s h  (f)qbq + s in h  (f)qbL^^ |0)
= (0 |sinh^ (/)ç6q6lç|Ô) (5-6)

= sinh^ (j)q.
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Figure 5.3: Contribution of bosonic basis states to the ground states of the 
L = 6, N  = 2, = O.l and L = Q, N  = 2, t± = 0.5 systems as a function of
interaction strength I. See text for a full explanation.

Therefore we can sum over all the modes q to give the total number of untrans­
formed bosons in this ground state.

no. of bosons = ^  sinh^ cpq, (5.7)

where is determined by the form and strength of the interaction on chain A 
(see section 4.6).

The single-LL data match almost exactly those for the the interacting chain 
for both L = A and L = 6, with = 0.1 and t±_ = 0.5. This suggests that, 
for both values of tj_, we are in a regime where the two chains can said to be 
weakly coupled.

5.2.2 Excited states

When considering the neutral excited states of this system it is extremely in­
formative to consider the L = 4, =  2 states as a specific simple example. In
order to do this I now now introduce a graphical representation of glyphs based 
on both the bonding and antibonding band structures of the non-interacting 
system (such as figure 5.1), and the individual chains’ band structures. This 
will allow us to understand fully the effects of adding interactions to the non­
interacting system.
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In this glyph scheme the bonding and antibonding bands are labelled by 
lowercase b and a respectively, while the individual bands for chain A and 
chain B (that relate directly to individual zero-boson basis states) are labelled 
by an uppercase A or B as appropriate. Empty states are represented by empty 
circles, filled states in the bonding-antibonding glyphs are represented by filled 
green circles, in the separate chain glyphs by filled red circles. Therefore the 
glyph

represents a state where there is one electron in the k = n/2  state on chain A, 
and one electron in the k = — tt/2 state on chain B:

I 00001 1 0  1 ;  00001 -1  1 0 >

whereas the glyph

indicates that there are two electrons filling states in the bonding band at A; = 
— 7t/2  and A: = tt/2. In fact this is the non-interacting ground state described 
fully in section 5.2.1 and is the 2-electron state of table 5.1.

While this is the sole ground state for this system, there are a number of 
ways of forming a combination of bonding and antibonding states with these 2 
electrons, leading to a 4-fold degeneracy of the first excited state, as shown in 
figure 5.4. Once we include interactions, however weak, this degeneracy is lifted. 
This is perhaps clearer when we deconstruct these states into their constituent 
chain A and chain B bases.
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(a) State a (b) State /3 (c) State 7 (d) State S

Figure 5.4: Degenerate first excited states for 2 electrons 

Firstly state a:

Now /?:

4-4+10)

( 4 -  -  4 - )  {&A+ + 4 + )  io) 

( 4 - c a +  + 4 - 4 +  -  4 - 4 +  -  4 - 4 + )  io)
(5.8)

ci ê■o-H+|0)

|0>

(5.9)
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State 7 :

= 4-4-io>
=  + ^B -) (^A- “  ®B-) I®)

(5.10)
— {^A-^A- ~  ^A-^B-  +  ^B-^A- ~ 1̂ )

=  2

And finally 6:

— ^a+^6+|0)

=  +  Ca+) (^A+ ~ ^B+) 1̂ )

— (^A+^A+ ~ ^A+^B-\- +  ^B+^A+ ~ ^B+^B+) 1̂ )

=  2

Notice that states a  and ^  each contain states that are strongly “ionic” in 
nature -  i.e. the electrons are both confined to one chain. The rest of the states 
are more “covalent” in nature -  one electron on each chain. We shall see that in 
fact these purely ionic states are strongly suppressed as soon as interactions are 
added, but are present in the ground state. States 7  and 6 however, have non­
zero net momentum. Note also that there is no adequate way of representing 
the influence of the bosons by this method.

With this analysis in place we are now in a position to examine fully the 
excited states of the interacting system. By taking the calculated eigenstates 
for L =  4,6  and AT =  2, we can deconstruct the states in to the contributions 
firom states with both electrons on chain A (“ionic-A”), both electrons on chain 
B (“ionic-B”), and one electron on each chain (“covalent”). This is plotted 
for both the ground states and the excited states as a function of interaction 
strength in figures 5.5 and 5.6. It can be seen that while the interacting ground 
states evolve smoothly firom the non-interacting ground state, there is a dis­
continuity in the charge distribution of the excited states as soon as even very
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Figure 5.5: Contributions to the ground and first excited states for the L = 6, 
N  = 2, t± =0.1 system from electrons on each chain as a function of interaction 
strength I. See text for a full explanation.

weak interactions are included. Table 5.4 shows the calculated eigenstates for 
the first excited states at interaction strengths I  = 0.0,0.01 and 0.1. It will 
be observed that the ionic contributions (the first and last basis states of the 
I  — 0.0 state), strongly present in the non-interacting state, are absent in even 
the very weakly interacting states.

Now that we have both the ground and excited states, the nature of the 
neutral excitations can be probed. The excitation energies for the L =  4 and 
L = Q systems are plotted as a function of I  in figures 5.7 and 5.8. For the 
L = 6 case, we can see that the ground state energy has a region of roughly 
linear dependence on I  in the region 0 < /  < 0.5 and thereafter is rather less 
dependent on I.

The first excited state, however, is linear in /  for /  < 2.0, at which point 
it becomes completely independent of I. The L = 4 states follow a similar 
pattern, except that the dependence on I  of the ground state energy for I  < 2.0 
is rather stronger than that for L = 6. For both cases, however, we see that the 
non-interacting excitation energy is equal to 2t±, indicating that for this size of 
system the first excitation is one between the bonding and antibonding bands 
with zero net momentum change. As the interactions increase in strength, the 
bonding and antibonding bands begin to distort, and since, as we have already 
seen, the excited states are rather more sensitive to the presence of interactions
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Figure 5.6: Contributions to the ground and first excited states for the L =  4, 
N  = 2, t± = 0.1 system from electrons on each chain as a function of interaction 
strength I. See text for a full explanation.
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Figure 5.7: Energies for the ground state and neutral first excited state for the 
L = 4, N  = 2, t± = 0.1 system as a function of interaction strength I.
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I First neutral excited state

( 0.1443E+00 0.2132E+00) * 1 00001 0 1 1 00001 0 0 0 >
( -0.3393E+00 0.4936E+00) * 1 00001 -1 1 0 00001 -1 1 0 >
( -0.5586E-01 0.8073E-01) * 1 00001 -1 1 0 00001 1 0 1 >

0.0 ( -0.5586E-01 0.8073E-01) * 1 00001 1 0 1 00001 -1 1 0 >
( -0.3746E+00 0.5908E+00) * 1 00001 1 0 1 00001 1 0 1 >
( -0.1443E+00 -0.2132E+00) * 1 00001 0 0 0 00001 0 1 1 >

( 0.4108E+00 0.4612E+00) * 1 00001 -1 1 0 00001 -1 1 0 >
( -0.1597E+00 -0.2148E+00) * 1 00001 -1 1 0 00001 1 0 1 >
( -0.1597E+00 -0.2148E+00) * 1 00001 1 0 1 00001 -1 1 0 >0.01 ( -0.3882E+00 0.5697E+00) * 1 00001 1 0 1 00001 1 0 1 >
( -0.1480E-04 -0.1661E-04) * 1 00011 -1 1 0 00001 -1 1 0 >
( 0.1395E-04 -0.2048E-04) * 1 00011 1 0 1 00001 1 0 1 >

( 0.5760E+00 -0.3206E+00) * 1 00001 -1 1 0 00001 -1 1 0 >
( 0.4682E+00 -0.6886E-01) * 1 00001 -1 1 0 00001 1 0 1 >
( 0.4682E+00 -0.6886E-01) * 1 00001 1 0 1 00001 -1 1 0 >
( -0.3323E+00 -0.8434E-01) * 1 00001 1 0 1 00001 1 0 1 >0.1 ( -0.2074E-03 0.1154E-03) * 1 00011 -1 1 0 00001 -1 1 0 >
( -0.1686E-03 0.2479E-04) * 1 00011 -1 1 0 00001 1 0 1 >
( -0.1686E-03 0.2479E-04) * 1 00011 1 0 1 00001 -1 1 0 >
( 0.1194E-03 0.3031E-04) * 1 00011 1 0 1 00001 1 0 1 >

Table 5.4: First neutral excited states for the L = 4, N  = 2, t± = 0.1 systems for 
various interaction strengths I. Note that the I  =  0.0 state is a combination 
of the four degenerate states of figure 5.4. States with an absolute
coefficient of less than 10“  ̂ have been omitted
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Figure 5,8: Energies for the ground state and neutral first excited state for the 
L = 6, N  = 2, t± = 0.1 system as a function of interaction strength I.

than the ground states, the gap between the ground and excited states begins 
to widen. Eventually, however, the bands are distorted to such an extent that, 
at 7 % 2.0 , in both cases the lowest excitation becomes not one b e tw e e n  bands 
with zero net momentum change, but an intraband one with net momentum 
change 2‘k v f  j i ­

l t  is at this point, however, that we notice that something rather interesting 
has occurred — for a Luttinger liquid, we would expect the velocity v  in this 
expression to be the Luttinger velocity vq (as in equation (2.17)) rather than the 
Fermi velocity up, leading to a continued /-dependence for AE. However, it is 
clear from figures 5.8 and 5.7 that this is not the case for either of these systems: 
the excitation energy for I  > 2.0 remains constant and equal to 27tuf/L = tt/3 
for L = 6 and tt/2 for L = A. (Remember that for these examples up = 1.) 
This can be explained as follows — as /  is increased the single-chain energy 
levels on chain A increase (since the interaction is repulsive), while those on the 
non-interacting chain B remain constant. It therefore becomes energetically 
preferable for the electrons to move to the non-interacting chain B rather than 
remain on the (interacting) chain A, until the point is reached at which the 
system is predominantly populated by electrons on chain B. This chain is still 
Fermi liquid-like, thus shifting the properties of the system as a whole back 
from partially Luttinger liquid-like to Fermi liquid-like.

This is confirmed by a reexamination of the location of the electrons for both 
the ground and first excited states (as in figures 5.5 and 5.6). First consider the
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ground states. We have already seen that for the non-interacting ground state 
the electrons are distributed equally between the chains, and once interactions 
are switched on we evolve continuously towards a regime where basis states 
with electrons on chain A are strongly suppressed in favour of states with both 
electrons on chain B. We have also already explained the discontinuity in the 
excited states at /  =  0.0.

However, there is a second discontinuity in the excited states just below 
I  =  2.0, the point at which the nature of the excitations changes from zero net 
momentum change to A k  =  2'KVy/L. The electron contributions from this point 
for the excited states match those for the ground state. This would indicate 
that there is no interchain electron hopping involved in these excitations, and 
as both the ground and excited states are dominated by chain B basis states, 
this would support the conclusion that these states are likely to be more Fermi 
liquid-like than Luttinger liquid-like.

5.2.3 Spectral functions

The spectral function is defined as

p(ç, ^)p,c =  “  [^p,ci^F +  g, w -I- /i)] , (5.12)

with q = kp — k, and the retarded Green’s function Gp .̂ defined as the double 
Fourier transform of

G p jx , t )  = -ie(t){{i^p^c{x,t),ipl,.{0,0)}), (5.13)

and thus describes the ability of the system to absorb or emit an electron of 
energy w. This is identical to equation (3.28) of chapter 3, with the addition of 
the branch index p and the chain index c.

The relationship between the Green’s function Gp̂  ̂and the spectral function 
has already been discussed in section 2.4, as has a review of spectral function 
calculations for Luttinger liquid systems (section 1.5.2).

As it is not possible to obtain an analytical form for the spectral function of 
this system [97,129,148], we utilize the numerical methods discussed in section 
3.4.7 to calculate the Green’s function

G*(fc, k', w) =  (JV|c* [ w - H  + £jv] 4 1^> +  ( ^ l 4  [w +  4|JV).
(5.14)

In order to ensure convergence, we put u  u  + where q is an imaginary 
component of the energy roughly equal to the level spacing of the system [61].
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Figure 5.9; Hole (left peak) and electron (right peak) contributions to the 
spectral function p(g = 0, w). t± = 0.1, r/ =  for two non-interacting 
chains ( /  = 0.0). In order to show the splitting clearly, the electron and hole 
contributions are shown as equal in magnitude.

|Â ) is the iV-electron ground state, with energy £yv.
As previously discussed, for a Fermi liquid we would expect the spectral 

function for ç =  0 (i.e. absorption or emission of an electron at the Fermi 
energy) to be a delta function (corresponding to the step function discontinuity 
in the density of states). The calculated spectral function p{q = 0, w) for our 
non-interacting system is plotted in figure 5.9^.

It will be noticed immediately that this is not a delta function. In fact, 
there are two sources of deviation from the expected result. Firstly, the two 
peaks, separated by 2t± (= 0.2 in this example) arises from the splitting of 
the energy levels into bonding and antibonding bands. Secondly, the two peaks 
are broadened from delta functions into Lorentzians by the presence of the 
imaginary energy p in the calculations. Figure 5.10 shows the numerical results 
overlaid with Lorentzians

f  (T) =  -
1/2%

7T (a: -  e)2 -t- (1/ 2%)% (5.15)

of width % and centred on the eigenvalues £, showing a clear agreement. 
Figure 5.11 shows the results for interacting systems with various interaction

^Except where explicitly stated otherwise, all the spectral functions presented here are 
normalized such that the hole and electron parts have equal magnitude. This enables us to 
calculate accurately the position  of the peaks.
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Figure 5.10: Calculated data (points) and Lorentzians (lines)
centred on the eigenvalues. The plots have been shifted to be symmetric about 
w = 0
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Figure 5.11: Spectral functions p(0, w) for various interaction strengths. The 
hole contributions are shown in green, the electron contributions in red.

129



Chapter 5: Results Identical chains

4.5
bonding

antibonding

3.5

§

1.5

0.5
-3 ■2 •1 0 2 31

Figure 5.12: Band structure for a L = 4 system. There is only one k-state on 
the right hand {p = 4-1) branch, and hence the q ^  0 spectral function can only 
be calculated for the left hand {p = —1) branch.

strengths I. It will be noticed that a further broadening of the peaks is evident, 
and furthermore, that this separation is dependent of the interaction strength. 
This is a clear indicator of Luttinger liquid-like behaviour.

We can also calculate the spectral functions for q ^  0. However, due to 
the size and discrete nature of our system, there are severe limitations on the 
number of values of q that can be used. For example, for L = 4 and N  = 2 
(where we have kp = n/2) the only value of q that is possible is

q — \k — A:p| — | — tt — (—7r /2)| — tt/ 2 (5.16)

as the negative-momentum branch is the only one with more than one &-value 
(as can be seen from figure 5.12).

For the L = 6 system, we have a choice of two values of g — either |A; —A:p| = 
—7t/3  or —27t/3. We can now also calculate for either momentum branch of the 
system, as can be seen from figure 5.13.

We find that, as before, the hole part of the spectral function is strongly 
suppressed, but increases as the interaction strength is increased. In general 
however, for the interaction strengths considered here, the hole contribution 
to the spectral function is of the order of 10  ̂ times smaller than the electron 
contribution. Since we are more interested in the position of the electron and 
hole peaks rather than their magnitude, we normalize the hole part of the 
calculations to be of roughly the same magnitude as the electron part, thus
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Figure 5.13: Band structure for a L = 6 system. With N  = 2, there are now 
two “empty” A:-states on the right hand (p = + 1) branch, and one on the left 
hand (p = —1) branch.

allowing us to determine the location of the peaks accurately.
Obviously, as well as the choice of the value of q that we use to calculate 

the spectral function, we can also choose on which chain to create or annihilate. 
In fact, this makes remarkably little difference to the results, as can be seen in 
figure 5.14.

Wherever it is not explicitly stated otherwise, all calculated spectral func­
tions in this chapter are for both creation and annihilation on the interacting 
chain (chain A).

5.2.4 Calculation of the Luttinger parameters

For continuum systems it is possible to calculate the Luttinger parameter Kp 
directly from the slope of the electron and hole contributions to the spectral 
function, as in references [97,129,144] and as is clear from figure 2.6. However, 
for the discrete systems under consideration here this is not possible — no 
accurate measure of the slope can be made.

However, it is still possible to derive an effective value of Kp for our coupled 
chain system. This relies not on the measurement of the slope of the spectral 
function but on an accurate measurement of the electron-hole peak separation 
for p{q 0, w), in other words, a measurement of the Luttinger velocity vq. 
For a single Luttinger liquid the (continuum) contributions to p{q ^  0, u) are 
separated by 2voq [97,129,144], whereas for our non-interacting coupled chain
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(a) C reation  on chain A, ann ih ila­
tion  on chain A

(b) C reation  on chain B, ann ih ila­
tion  on chain  B
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(c) C reation  on chain A, annihila- (d) C reation  on chain B, ann ih ila­
tion  on chain B tion  on chain  A

Figure 5.14: Spectral function results for creation and annihilation on different 
chains. L = 4, =  2, interaction strength 0.5 and interchain hopping = 0.1.
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system the electron and hole components are separated by 2t± (see section 
5.2.3).

We therefore define an effective Luttinger velocity in terms of the peak 
splitting A u  by the relation

Aw =  2{vQ̂ q +  tj_). (5.17)

This can be used to calculate the Luttinger parameter Kp for our system as 
follows. Starting from from Voit’s equation 3.55 (reference [144] page 1003^) 
and the expression for the Luttinger velocity vq {vs in Haldane’s [60] notation):

M g )  = +  (5.19)

Since in our calculations we have the two interaction terms Viq and V2q equal, 
we put Viq = V2q = Vq and take the limit as g 0 to give

Vo =  +  =  \Jvj, + 2vFV, (5.20)

This can be rearranged to give the interaction in terms of the Luttinger and 
Fermi velocities

— 1)?, 1 r
(5.21)V  -  ^Vq  —  Vf

Vf2vf 2

Now since, from Voit’s eqn 3.55 (Haldane’s equation 4.3), we can express the 
velocity associated with the charge quantum number, v^r, as

VN = Vf Viq +  V2q (5.22)

However, from Voit’s equation 3.32 (page 999) (Haldane’s eqn 4.7) this can also 
be written as

vn = voer"^^. (5.23)

We can therefore express these two expressions to give

VF + 2V„ = voe~^^, (5.24)

^Throughout I take the following relationship between Voit’s [144] and Haldane’s [60] 
interaction functions for spinless fermions, as implied by comparison of Voit’s equation 3.55 
(p.1003) eind Haldane’s equation 4.3:

^  ^  (5.18)
I use Haldane’s notation throughout as it avoids the factors of t t .
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Figure 5.15: Luttinger parameters Kp and a  for the coupled-chain system, both 
L = 6 and L = A, and for an isolated chain in the continuum {L —> oo) limit.

thus giving us our expression for the Luttinger parameter K.

-2 0  ^= K - 1

Vp +  2Va
Vo

1
Vo

Vf

Vf + (̂ 0 -
Vf

Since for all our calculations in this section we have vp = I,

=  —  =  -
Vo Vo

(5.25)

(5.26)

(5.27)

(5.28)

(5.29)

5.2.5 Discussion

Our calculations approach the question of whether our model exhibits Luttinger 
liquid behaviour from several complementary directions. We have presented re­
sults for the nature of the ground state, for the nature of excited states (charged 
and neutral) and the related response functions governing the response of the 
system to excitation. We have also estimated the exponents in certain power- 
laws characterizing the Luttinger liquid state.

Our results display a certain ambiguity with regard to whether or not this
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system is a Luttinger liquid. Roughly speaking, the evidence from the bosonic 
nature of the ground state, the charged excited states, and the values of the 
scaling parameters is all broadly consistent with Luttinger liquid behaviour, 
modified by the presence of the second chain.

Specifically, the one-particle spectral function is consistent with Luttinger 
liquid behaviour. At g =  0, the total spectral function is broadened by separa­
tion of the electron and hole parts—this separation is much greater than the 2t± 
expected in a non-interacting two-chain system. For g ^  0, there is additional 
separation of the electron and hole parts, consistent with the further suppres­
sion of spectral weight near the Fermi energy. (For g > 0, corresponding to 
probing the occupancy of states with fc > fcp — see equation (5.12)) — the hole 
part of the spectral function is strongly suppressed, even for relatively strong 
interactions.) Further support for the Luttinger liquid hypothesis comes firom 
the composition of that portion of the ground state in which bosons are excited 
on chain A: this fraction closely tracks the fraction that would be expected in 
an isolated single-chain Luttinger liquid (Figures 5.2 and 5.3).

Moreover, we are able to derive indirectly from p(q > 0, w) values for two 
Luttinger liquid parameters: Kp (which determines the ratio of the different 
velocities) and a  (which determines the asymptotic behaviour of the correla­
tion functions). Although our analysis presupposes the validity of relations 
characterizing the Luttinger liquid state (equation (5.29))), the results are self- 
consistent in the sense that they show Kp < 1 and a  > 0, i.e., departures from 
the Fermi-liquid values. The degree of departure from Fermi-liquid values is, 
however, somewhat less than would be expected for a single-chain system with 
the same interaction strength (see figure 5.15).

However, we also have evidence that there is some residual Fermi liquid 
behaviour. This comes principally from the distribution of charge across the 
two chains, as a function of interaction strength, in the ground and neutral 
excited states. Transfer of charge to the non-interacting chain at higher values 
of I  results in the resurrection of a Fermi-liquid like neutral excitation spectrum 
(although we are still able to extract non-Fermi fiquid values for the Luttinger 
parameters for these interaction strengths, as explained above).

This implies that while the neutral excitation spectrum undergoes a trans­
formation to Fermi liquid behaviour at large I,  the charged excitation spectrum 
does not. It remains to be seen how the apparent confiict between these different 
views on the same underlying quantum state is resolved.
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5.3 Non-identical chains

5.3.1 Motivation

Ideally, we would like to be able to calculate for a metallic chain coupled to an 
insulating or semiconducting chain. Unfortunately, the metallic nature of our 
chains is inherent in the Luttinger model and so this is not possible with the 
present model.

However, we can reproduce some of the most important characteristics 
of such a system within the constraints of the current model. The calcula­
tions presented in section 5.2 are for chains with equal Fermi velocities, i.e. 
^|YSTEM _  j However, we are not restricted to this and it is
possible to repeat most of these calculations with ^  Vp.

In particular, we are interested in systems where Vp < Vp, i.e. the Fermi 
velocity for the interacting chain is less than that of the non-interacting chain. 
The result of this is that the electrons find it energetically preferable to reside on 
the interacting chain, which is one of the characteristics we would expect for a 
metal-semiconductor chain system. This has several consequences for the band 
structure of the coupled system, as can be seen more clearly in figure 5.16. The 
bands are no longer parallel and are not separated by 2<x- The bands anticross 
at E  = 0, which is Ep  for our reference state of no participating electrons. 
Also, for “equal” chains, Vp = Vp = ^bonding _  ^^tibondmg^ whereas here we 
have v^(=  1.0) «  1.002) and (= 2.0) «  ^^tibonding^^ 1.998).

5.3.2 Ground states

As before, the ground and neutral first excited states were calculated for diflfer- 
ent interaction strengths on chain A. Sample states are shown in table 5.5. We 
again find that the interacting ground states include basis states with bosons 
on the interacting chain A, and a finite contribution from basis states that 
also contain bosons on chain B, as shown in figure 5.17. The data for boson 
contributions on chain A again match the single Luttinger liquid data almost 
exactly, although possibly slightly less well than for the identical chains, and 
the magnitude of the contributions from states with bosons on both chains is 
comparable to that found for the results from identical chains. In this respect, 
therefore, we find remarkably few differences from the results obtained for the 
identical chains, and therefore conclude that once more we are in a weakly 
coupled regime.

If we look closely at table 5.5 however, and compare it to the states in table 
5.3, we see that the electrons are much more likely to reside on the interacting
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Figure 5.16: Band structure and ground state for the non-interacting system 
with L = 4, N  = 2, t_i_ = 0.1 Vp = 1.0, = 2.0. Filled green circles represent
occupied states, unfilled green circles empty states.
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I Ground state

( 0.4967E+00 0.8500E+00) * 00001 0 1 1 00001 0 0 0 >
( 0.6225E-01 0.1065E+00) * 00001 -1 1 0 00001 1 0 1 >0.0 ( -0.6225E-01 -0.1065E+00) * 00001 1 0 1 00001 -1 1 0 >
( 0.7802E-02 0.1335E-01) * 00001 0 0 0 00001 0 1 1 >

( -0.4045E-01 0.4333E-01) * 00001 0 1 1 00001 0 0 0 >
( -0.3475E+00 0.3723E+00) * 00001 -1 1 0 00001 1 0 1 >
( 0.3475E+00 -0.3723E+00) * 00001 1 0 1 00001 -1 1 0 >
( -0.4717E+00 0.5053E+00) * 00001 0 0 0 00001 0 1 1 >
( 0.1843E-04 -0.1975E-04) * 00009 0 1 1 00003 0 0 0 >
( 0.3309E-04 -0.3545E-04) * 00009 -1 1 0 00003 1 0 1 >
( 0.2438E-04 -0.2611E-04) * 00009 0 0 0 00003 0 1 1 >1.0 ( 0.1843E-04 -0.1975E-04) * 00003 0 1 1 00009 0 0 0 >
( -0.3309E-04 0.3545E-04) * 00003 1 0 1 00009 -1 1 0 >
( 0.2438E-04 -0.2611E-04) * 00003 0 0 0 00009 0 1 1 >
( 0.9369E-04 -0.1004E-03) * 00011 0 1 1 00001 0 0 0 >
( 0.1187E-02 -0.1271E-02) * 00011 -1 1 0 00001 1 0 1 >
( -0.1187E-02 0.1271E-02) * 00011 1 0 1 00001 -1 1 0 >
( 0.1611E-02 -0.1726E-02) * 00011 0 0 0 00001 0 1 1 >

( -0.2410E-02 0.4561E-02) * 00001 0 1 1 00001 0 0 0 >
( -0.5710E-01 0.1080E+00) * 00001 -1 1 0 00001 1 0 1 >
( 0.5710E-01 -0.1080E+00) * 00001 1 0 1 00001 -1 1 0 >
( -0.4602E+00 0.8708E+00) * 00001 0 0 0 00001 0 1 1 >
( 0.5847E-04 -0.1106E-03) * 00009 -1 1 0 00003 1 0 1 >
( 0.6789E-05 -0.1285E-04) * 00009 0 0 0 00003 0 1 1 >2.0 ( -0.5847E-04 0.1106E-03) * 00003 1 0 1 00009 -1 1 0 >
( 0.6789E-05 -0.1285E-04) * 00003 0 0 0 00009 0 1 1 >
( 0.6876E-05 -0.1301E-04) * 00011 0 1 1 00001 0 0 0 >
( 0.3230E-03 -0.6112E-03) * 00011 -1 1 0 00001 1 0 1 >
( -0.3230E-03 0.6112E-03) * 00011 1 0 1 00001 -1 1 0 >
( 0.3241E-02 -0.6133E-02) * 00011 0 0 0 00001 0 1 1 >

Table 5.5: Ground states for the L 4, N  == 2, t± =  0.1 = 1.0,u f 2.0
systems for various interaction strengths I. States with an absolute coefficient 
of less than 10“  ̂ have been omitted.
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Figure 5.17: Contribution of bosonic basis states to the ground states of the 
L = 4, N  = 2, t± = 0.1 Vp = l.OjVp = 2.0 system as a function of interaction 
strength /.

chain A, as desired. This can be seen clearly from the I  = 0.0 data in figure 
5.18. However, as the interactions are turned on, the states with both electrons 
on chain A decrease in importance in favour of those with one electron on each 
chain. In the region 0.4 < 7 < 1.0 the eigenstates are dominated by the equal 
distribution basis states, and then, as for the system with ^SYSTEM _  _
Up =  1, the distortion of the electronic structure due to the interactions leads to 
states with both electrons on the non-interacting chain B becoming dominant.

5.3.3 Excited states

We now look at the nature of the neutral excitations. Samples of the eigenstates 
are given in table 5.6, while the charge distribution between the chains is plotted 
for both the ground and excited states as a function of I  in figure 5.18. The 
excitation energies are plotted as a function of I  in figure 5.19.

We notice immediately that the excitation energy for the non-interacting 
limit /  =  0 is no longer equal to 2t±_. This is consistent with the altered band 
structure diagram of figure 5.16.

With regard to the eigenstates, we again note that the non-interacting eigen­
state is a combination of the four degenerate states a, /?, 7 , Ô of figure 5.4, al­
though this time the coefficients are not equal in magnitude with respect to 
distribution between the two chains, as they are (almost) in the equal vp case.

139



Chapter 5: Results Non-identical chains

Prom figure 5.18, we again notice a discontinuity in the charge distribution as 
soon as the interactions are switched on, and notice from table 5.5 that the 
I  = 0.01 eigenstate contains no contribution from the “ionic”-like basis states 
with both electrons on the same chain.

7 First neutral excited state

( 0.6838E-01 0.4442E-01) ♦1 00001 0 1 1 00001 0 0 0 >
( -0.4331E+00 0.3654E+00) *1 00001 -1 1 0 00001 -1 1 0 >
( -0.2433E-01 -0.3552E-01) ♦1 00001 -1 1 0 00001 1 0 1 >0.0 ( 0.5127E+00 0.3133E+00) *1 00001 1 0 1 00001 -1 1 0 >
( -0.4587E+00 0.3038E+00) ♦1 00001 1 0 1 00001 1 0 1 >
( -0.6837E-01 -0.4441E-01) *1 00001 0 0 0 00001 0 1 1 >

( 0.2376E+00 -0.3492E-01) *1 00001 -1 1 0 00001 -1 1 0 >
( “0.5536E+00 0.3946E-01) ♦1 00001 -1 1 0 00001 1 0 1 >0.01 ( -0.5536E+00 0.3944E-01) ♦1 00001 1 0 1 00001 -1 1 0 >
( 0.5033E+00 -0.2702E+00) ♦1 00001 1 0 1 00001 1 0 1 >

( -0.3397E+00 -0.4117E+00) *1 00001 -1 1 0 00001 -1 1 0 >
( -0.5376E-01 0.1173E+00) *1 00001 -1 1 0 00001 1 0 1 >
( -0.5377E-01 0.1173E+00) ♦1 00001 1 0 1 00001 -1 1 0 >0.1 ( 0.3114E+00 -0.7648E+00) * 1 00001 1 0 1 00001 1 0 1 >
( 0.1215E-03 0.1470E-03) ♦1 00011 -1 1 0 00001 -1 1 0 >
( -0.1126E-03 0.2754E-03) ♦1 00011 1 0 1 00001 1 0 1 >

Table 5.6: Neutral first excited states for the L =  4, iV =  2, =  0.1 systems
for various interaction strengths I. States with an absolute coefiBcient of less 
than 10“ “̂ have been omitted.

For the sake of clarity, the exact values of the excitation energy for different 
values of interaction strength I  < 3 .5  are shown in table 5.7. As we noted 
at the beginning of this section, the excitation energy for the non-interacting 
limit is now not equal to 2t±, but is equal (apart from a numerical error) to 
the excitation energy expected from inspection of figure 5.16. However, as 
the interactions increase, the excitation energy decreases and is close to zero 
within the region 0.4 < 7 < 1.0, the same region for which we noted the charge 
distribution dominated by “covalent” states. This is owing to the ground state 
energy increasing much more rapidly than the first excited state energy, which is 
roughly linear for I  < 3.0. The ground state energy saturates at a value of 3.17 
at 7 % 1.5 although it does continue increasing very slowly. This corresponds to 
the point in figure 5.18 where the charge distribution becomes almost completely 
dominated by chain B states. The saturation of the excited state energy to
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Figure 5.18: Contributions to the ground and first excited states for the L = 4, 
N  = 2, t± = 0.1, Vp = 1.0, =  2.0 system from electrons on each chain as a
function of interaction strength /.
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Figure 5.19: Energies for the ground state and neutral first excited state for the 
L = 4, iV = 2, = 0.1, Vp = 1.0, Vp = 2.0 system as a function of interaction
strength I.
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4.77 at /  =  3.0 corresponds to the discontinuity in charge distribution as the 
lowest energy excitation shifts from a zero momentum excitation to one with 
AA; =  ‘l ’ïïjîj.

I A E I A E
0 0.81046 1.0 0.14736

0.01 0.78766 1.2 0.24260
0.1 0.58714 1.5 0.43893
0.2 0.37121 2.0 0.81021
0.3 0.19644 2.5 1.19487
0.4 0.10947 3.0 1.58345
0.5 0.08392 3.1 1.60909
0.6 0.07913 3.2 1.61004
0.7 0.08373 3.5 1.61303

Table 5.7: Numerical values of excitation energy corresponding to figure 5.19.

However, as can be seen from table 5.7, the excitation energy does not com­
pletely fiatten of in the region 1 > 3.0, but continues to grow, albeit slowly. In 
fact, neither the ground state energy nor the excited state energy have com­
pletely saturated. Furthermore, whereas in section 5.2 .2  the excitation energy 
saturated at a value of 2'KVp/L^ here the final value of the excitation energy is 
around 1.6, rather more than the value 2TrVp/L  = t t /2 . In any case, we would 
expect this to converge on a value dependent on Vp =  2.0, the Fermi velocity 
for the non-interacting chain, on which almost all the electrons are residing, 
rather than vp.

This gradual increase in A E  for high values of I  is clearer in a system in 
which the two Fermi velocities differ by a greater amount. Figure 5.20 shows 
the excitation energy for a system with Vp = 0.5 and Vp =  2.0. The data points 
for the excitation energy are shown in magenta, the blue line is a linear least 
squares fit to this data for 2.5 < I  < 5.0 which yields a slope of 0.1.

How may this be explained? For the Vp =  1.0, =  2 .0  system, at /  =
0 .0  the bonding branch is almost completely chain A-like and the antibonding
branch chain B-like, i.e. v p =  1.0) bonding /_(= 1.002) and u f  (= 2.0)
u^tibonding^_  ̂ as confirmed by the I  = 0.0  data from figure 5.18. Once 
the chain A interactions are switched on, however, the band structure of figure 
5.16 begins to distort. Because it is the chain A states that are affected by 
the interactions (for weak interactions at least, we have already demonstrated 
in section 5.2.1 that for strong chain A interactions weak interaction effects 
manifest themselves on chain B), it is the bonding band that is raised in energy 
while the antibonding band remains static, thus reducing the excitation energy 
for both charged and neutral excitations.
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Figure 5.20: Energies for the ground state and neutral first excited state for the 
L = 4, N  = 2, t± = 0.1, Vp = 0.5, Up = 2.0 system as a function of interaction 
strength /.

However, this effect weakens the link between the bonding band and its 
chain A-like nature. Charge is removed from chain A in favour of the covalent 
states and chain B-like states, as can be seen from figure 5.18. The bonding 
and antibonding bands therefore do not discriminate with respect to the chains 
in the region of /  ~  0.5, where the neutral excitation energy AE approaches 
zero.

From this point on the situation becomes much as for the case with Vp = 
Vp—charge is removed from chain A as the interactions increase in strength and 
the chain A states increase in energy, until we come to the point (at I  ~  3.0 
in this case) where the lowest energy neutral excitation is no longer one with 
Afc =  0 but one with A/c = 2tx/L. The charge at this point is all on chain B, 
so we might expect the excitation energy for these states to be AE =  2tevp/L^ 
but it seems to remain at AE = 27ru^"^'"^/T % Iirvp/L, subject to the small 
additional increase in energy noted above and discussed in the next paragraph.

The reason for the slowly increasing energies can also be explained. We 
can decompose the ground state energies into contributions from chain A only 
(i.e. (g.s.|E'^|g.s)), chain B only (i.e. (g.s.|Ê^|g.s)) and the hopping terms, 
(g'S.|̂ _L Z z  -^ î’p^î’p] |g-s) = (g-s-l^^^|g-s). This is plotted in figure
5.21. The energy contribution from the chain A part of the Hamiltonian is 
decreasing in the region I  < 3.5, due to the decrease in contributions to the

143



Chapter 5: Results Non-identical chains

ground state from chain A states (as shown in figure 5.22). However, there is 
a minimum at /  «  3.5 beyond which the contributions begin to increase. 
Hence we conclude that at 7 % 3.5 the effect of the chain A interactions (in the 
form of additional boson contributions) overtakes that of the effect of charge 
being removed from chain A. Similarly, the contribution from is increasing 
throughout the region shown in figure 5.21—this is due to the induced boson 
excitations on chain B, as can be seen from figure 5.23. The hopping part of 
the total energy is also increasing with / ,  owing to the frustration of favourable 
interchain coherence caused by the interactions.

5.3.4 Spectral functions

We now examine the spectral functions for this system, which are calculated in 
an identical manner to those discussed in section 5.2.3. Figure 5.24 shows the 
spectral function p{q =  0, w) for the I  =  0.0 system, where the peak separation, 
and hence the charged excitation energy, corresponds exactly to that in figure 
5.16. The corresponding spectral functions for I  > 0.0 are shown in figures 
5.25, 5.26 and 5.27. We note that, as for the neutral excitations, the peaks first 
become closer as I  increases, indicating a decrease in the charged excitation 
energy, but this reaches a minimum at 7 «  0.5 whereupon the peaks continue 
to separate with increasing 7, again leading us to believe that spectral weight is 
being removed from the Fermi surface and that Luttinger liquid properties are 
extant in this system. We also note the two-branch structure around 7 % 0.5 
evident in both the hole (figure 5.26) and particularly the electron (figure 5.27) 
parts. This is because of an interchange of predominance between the “covalent” 
and “ionic” parts of the ground states, and will be discussed in more detail in 
section 5.3.5.

5.3.5 Calculation of the Luttinger parameters

Can we use the information from section 5.3.4 to calculate the Luttinger liquid 
parameters for the system as we did for the identical chains? We believe so, 
subject to some modifications to the method of section 5.2.4. Whereas for the 
identical chains we had = Vp = Vp, here we have Vp ^  Vp and it is
not immediately clear what value takes. However, the results of section
5.3.3 would lead us to believe that the properties of the system are dominated 
by the Fermi velocity of the bonding band, and hence we put

^SYSTEM _  ^ b o n d in g  _  J  Q 0 2 . ( 5 . 3 0 )
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Figure 5.21: Decomposition of ground-state energy contributions for L = 4, 
N  = 2̂  t± = 0.1, Vp =  1.0, Up = 2.0 system.
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Figure 5.22: Charge distribution for the L = 4̂  N  = 2, tj_ = 0.1, Vp = 1.0, Vp
2.0 system including the high I  region.
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Figure 5.23: Boson contributions for the L = 4, N  = 2, tj_ = 0.1, Vp 
1.0,?;^ = 2.0 system including the high I  region.
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Figure 5.24: Spectral function p(0,cj) for the L = 4, N  = 2, t± = 0.1, =
1.0, = 2.0 system with 7 = 0. The hole peak is at w = 0.7729, the electron
peak at a; =  1.584, i.e. separation Aw = 0.8105.

The nature of the band structure also complicates matters somewhat. With 
parallel bands, as we had for the equal-n^ system, it is clear that for g > 0 
the added contribution to the electron-hole peak separation of p{\q\ > 0,w) 
will still be equal to 2t_\_. For the case of two unequal chains however, this is 
no longer true. In particular, for our case of L =  4 and q = 2tï/ L = tt/2 the 
bonding/antibonding splitting will be of order q\vp—Vp\, and since this is much 
greater than 2t^, we can safely ignore any bonding/antibonding splitting for 
the q = 2'KjL calculations.

We therefore reassess equation (5.17) and write

Aw— j_
{vp — '^f)’
\vp -V p \q '>  2t±.

(5.31)

We may then proceed as before to calculate and hence Kp = ;̂̂ sTEMŷ efr 
for this system.

There is one further complication awaiting us, however. It can be seen 
from figures 5,27 and 5.29 that there are two “branches” to the electron part 
of p{q,Lj). This is also evident, to a lesser extent, in the hole contributions, 
as can be seen from figures 5.30 and 5.28. For p{q = 7t / 2 , w ) ,  there is a single 
peak in the electron contributions at 7 < 0.3, but for 0.3 < 7 < 0.8 there is a
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Figure 5.25: Spectral functions p(0,u;) for the L = 4, N  = 2, t± = 0.1,
=  1.0, = 2.0 system. Electron contributions are shown in red, hole

contributions in green. As normal, the hole parts have been renormalized such 
that they are equal in magnitude to the electron parts. This data is replotted 
as density maps in figures 5.26 and 5.27.
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Figure 5.26: Density map of the hole part of the spectral functions p(q = 0,u) 
for the L = 4, N  = 2, t± = 0.1, = 1.0,Vp = 2.0 system as a function of
interaction strength.
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Figure 5.27: Density map of the electron part of the spectral functions p(0, cj) 
for the L = 4, N  = 2, t± = 0.1, = 1.0, = 2.0 system as a function of
interaction strength.
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Figure 5.28: Density map of the hole part of the spectral functions p{q = 
27r/L,o;) for the L = 4:, N  = 2̂  t± = 0.1, Vp = 1.0, = 2.0 system as a
function of interaction strength.

Figure 5.29: Density map of the electron part of the spectral functions p{q = 
2'k/L^uS) for the L =  4, AT = 2, =  0.1, Vp =  1 . 0 , =  2.0 system as a
function of interaction strength.
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Figure 5.30: Density map of the hole part of the spectral functions p{q = 
27t/ L , u}) where the hole has been created on chain B rather than chain A, for 
the L = N  = 2, t± = 0.1, Vp = 1.0, = 2.0 system as a function of
interaction strength.

double peak structure, dominated by the peak at higher energy. For I  > 0.8, 
this high energy peak fades as it moves off to higher energies and the electron 
contribution becomes dominated by the lower energy peak, which is also moving 
off to higher energies as I  increases. Which of these peaks do we use to calculate 
ATp?

The answer to this comes to us through an analysis of the nature of the 
peak structure for the electron part of p{q,u). We can project out the “chain 
A only”, “chain B only” and “equal” parts (as defined in section 5.2.2) of the 
ground state and use these to recalculate the spectral function. The result of 
this for an interaction strength I  = 0.7 is plotted in figure 5.32. The peaks for 
the chain A only, chain B only and equal parts are the same height as they are 
normalized, but it is clear that the peak in the electron part of p{q = 0, w) at 
higher energy is due to states with one electron on each chain (“covalent” ), while 
the lower energy peak is due to states with charge only on chain B (“ionic”). 
Results for other values of the interaction strength in the region 0.5 < I  < 1.0 
confirm this, as does a similar analysis for p(q =  7r /2, w). We can therefore say 
that the two branches of the electron contribution to figures 5.27 and 5.29 are 
due to this ionic/covalent splitting, and while initially the covalent branch of
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Figure 5.31: Density map of the electron part of the spectral functions p(q = 
27r/L,a;) where the electron has been created on chain B rather than chain A 
for the L = 4, N  = 2, t± = 0.1, — 1.0, = 2.0 system as a function of
interaction strength.
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Figure 5.32: Decomposition of p{q =  0, w) for the electron contribution at 
I  = 0.7.
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Figure 5.33: Decomposition of p(q = 0, w) for the electron contribution at 
I  = 0.7 for the equal chain system.

the spectral function dominates, at higher interaction strengths the ionic chain 
B part gives a greater contribution. The same explanation holds true for the 
hole contributions. Note, however, that a similar analysis for the equal chain 
spectral function is completely chain B dominated (no “covalent” contribution 
at all), as shown in figure 5.33. The Luttinger parameter was calculated using 
both branches of the spectral function and the result is plotted in figure 5.34, 
with the L = 4 equal chain results and the single chain data for comparison. 
We can see that for I  < 1.0, this system is more Luttinger-liquid like than 
the equal chain system, but for 7 > 1.0 the covalent branch peters out and 
the system is less Luttinger liquid-like than the equal chains system. However, 
there does not seem to be a sharp cutoff between the two types of behaviour 
and this could lead to interesting effects in the system at 7 % 1.0.

5.4 Odd numbers of electrons

Finally, we present some results for the equal-chain system with three, rather 
than two, electrons available for excitation. Figure 5.35 shows the ground and 
first excited state energies for this system. We see that in the non-interacting 
limit, the neutral excitation energy is 0.2 = 2t±, and that in the region 0 < 7 < 
0.5 the excitation energy increases, to a maximum at 7 % 0.5. At this point there
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Figure 5.34: Luttinger parameters for the L = 4, N  = 2, = 1.0, =  2.0
system.

is a change in the slope of the first excited state energy, which is now less than 
the slope of the ground state energy. Consequently the excitation energy falls 
in the region 0.5 < /  < 2.0, until it is almost zero at /  % 2.0. Here the ground 
state and first excited state energies “anticross”, and the excitation energy 
grows once more. We cannot be certain if there is a crossing or anticrossing at 
this point, as we have not searched parameter space for a zero in the excitation 
energy. Examination of figure 5.36, which shows the boson contributions to the 
ground state, shows a discontinuity at 7 % 2.0 that is not in evidence in the 
other systems studied in this chapter, all of which evolve smoothly. What is 
the cause of this discontinuity? This is revealed in figure 5.37, which shows the 
charge distribution for these ground states. Since we have three electrons here, 
there are four possible distributions of them between the two chains: all on 
chain A, all on chain B, two on chain A and one on chain B, or one on chain A 
and two on chain B. In the non-interacting limit (I = 0), we see that the mixed 
(covalent) states are predominant. As the interactions are introduced, however, 
the charge gradually moves away from the states with two electrons on chain 
A and one on chain B, in favour of the states with one electron on chain A 
and two on chain B. This is as we would expect from the raising in energy of 
the chain A biased states as /  is increased. At the same time, states with all 
three electrons on chain B become more important, while those with all three
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Figure 5.35: Energies for the ground state and neutral first excited state for 
the L = 6, =  3, itx = 0.1, Up = Up = 1.0 system as a function of interaction
strength I.

electrons on chain A, which give only a small contribution at very low values 
of I, become negligble. However, at f  % 2 we again encounter a discontinuity. 
This discontinuity in the ground state charge distribution does not occur for 
any of the two-electron systems studied here. At /  = 1.95 the dominant charge 
contributions are from the states with one electron on chain A and two on chain 
B, with significant but lesser contributions from states with two electrons on 
chain A and one on chain B, and from states with all three electrons on chain 
B. At /  = 2.0, however, the charge distribution is dominated by states with 
all three electrons on chain B, while the contributions from the two types of 
covalent states decrease by more than an order of magnitude, and there is a 
significant increase in the small contribution from states with all three electrons 
on chain A.

The discontinuities at f  % 2 in the energy properties of this three-electron 
system thus represent a shift in emphasis away from the dominance of covalent- 
type states at low values of I  to the dominance of ionic-type states, with all 
three electrons on the non-interacting chain B, at high values of /. It was not 
possible, within the timescale of this thesis, to examine the spectral properties 
and hence Luttinger parameters, of this system, but it is to be hoped that this 
may be done in the near future.
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Figure 5.36: Contribution of bosonic basis states to the ground states of the 
L = 6, N  = 3, tj_ = 0.1 Up = Vp. = 1.0 system as a function of interaction 
strength I.
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Figure 5.37: Charge distribution for the L = 6, N  = 3, t± = 0.1, Vp = Vp = 1.0 
system as a function of interaction strength I.
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5.5 Summary

In this chapter we have presented results for the Luttinger model coupled-chain 
systems with equal Fermi velocities, different Fermi velocities and different num­
bers of electrons. We have calculated the eigenstates and eigenvalues, examined 
the spectral properties, and calculated Luttinger liquid parameters that suggest 
that electron-electron interaction effects are likely to be important for atomic 
scale wires on a surface. Suggestions for further work on these systems is given 
in chapter 7. However, we have only been able to perform these exact calcula­
tions on relatively small systems. In the next chapter we examine the possibility 
of using the Density Matrix Renormalization Group method to calculate the 
properties of larger, more realistic systems.
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6.1 Introduction

There are several potential advantages in using a numerical method such as the 
Density Matrix Renormalization Group (DMRG) method for studying problems 
of this kind, and indeed, such attempts have met with not inconsiderable success 
[20,44,51,108,127,128,131,134,138,139,154,162]. Firstly, the most obvious 
benefit is that it is possible to calculate for much larger systems than with the 
exact diagonalization methods detailed in chapter 3, making it much easier to 
perform a finite-size-scaling analysis to obtain information about the properties 
of a system. In particular, there is an advantage for the two-coupled chain 
problem presented in the current work. For the work involving the Luttinger 
model presented in the earlier chapters, it was impossible to calculate for an 
insulating substrate chain. By using a density matrix renormalization group 
approach combined with a Hubbard-like Hamiltonian, it was hoped to rectify 
this by reducing the intrachain hopping matrix element for the substrate chain.

However, significant problems were encountered adapting the code^ and 
it proved impossible within the constraints of time to generate results that 
could be used to calculate the Luttinger parameters and complement the exact 
diagonalization results of the earlier chapters. Nonetheless, some results were 
possible and they are presented in this chapter together with a brief account of 
the DMRG method.

6.2 DM RG theory

In essence, the DMRG method iteratively increases the size of the system un­
der investigation while only keeping the “most important” eigenstates at each 
iteration, thus keeping the Hilbert space to a manageable size. We shall now 
review the details of the DMRG method [109,139,162].

As we have already noted in section 2.7, one-dimensional lattice models such 
as the Hubbard model

H  = —t q-C2,<r +  H.c.) -}- U ^   ̂ (2.84)
i,a i

are exactly solvable (via the Bethe ansatz), but more information, such as 
correlation functions, can be extracted from exact diagonalization methods. 
However, there is a limit to the size of the systems that can be treated in this 
way.

^Kindly provided by William Barford at Sheffield University
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A solution to this was provided by Kenneth Wilson [163] by integrating out 
“unimportant” degrees of freedom by using an algorithm of the following form

A lgorithm  5: Numerical Renormalization Group outline algorithm

(1) Create a system with L  sites, small enough to diagonalize 
H l exactly

(2) w hile L < required system length
(3) Obtain the m lowest eigenstates and eigenvalues o îHl

(4) Transform Û l  to a new basis of the m  lowest eigen­
states of H l  '. H l  H l

(5) Add a site to form È l+i

(6) end

This became known as the numerical renormalization group method (NRG) 
and works well for the problem Wilson used it to treat - the s-wave Kondo 
Hamiltonian for a single magnetic impurity in a non-magnetic metal, but works 
much less well for Hubbard-type Hamiltonians due to problems with the bound­
ary conditions [109], resulting in accuracy being lost after only a few iterations.

There are two ways of solving this problem. The first of these involves 
using a combination of open and closed boundary conditions, while the second 
chooses new bases for the expanded systems made up of more than two copies 
of the original block. The extra blocks then provide the boundaries that the 
transformed blocks would see as part of the larger system, and so as the number 
of included blocks is increased, this method tends towards being equivalent to 
exact diagonalization of the whole system. DMRG is an extension of this idea.

The DMRG technique defines a system as comprising a system block—the 
part of the system we’re interested in constructing a basis for, and a environment 
block—the rest of the system, which together form the superblock, as shown 
schematically in figure 6.1. If we label the states of the system block as |z) 
and those of the environment block as \j), then any state |'^) of the superblock 
can be written as a linear combination of system block and environment block 
states

IV’> =  (6-1)

i j

The reduced density matrix for the system block is then defined as

Pii'=  (6.2)
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For normalized states, we have Trp = 1 .  If we label the eigenstates of the 
diagonalized density matrix as |u“ ) and the eigenvalues Wq, then Wa = I 
because Trp =  L Because of the nature of the density matrix, for any operator 
Â  that acts on the system block only, then the expectation value of the operator 
is given by

(Â) =  ^  Aiitpi>i = TrpÂ, (6.3)
iV

and therefore
( i )  =  '^ W a { u ^ \ Â \ u ° ^ ) .  (6 .4)

a
This property can be used to decide which eigenstates of p to be kept at each 
iteration—if, for a particular a  with ~  0, there is no significant error in­
troduced into the action of À  by discarding the eigenstate |u° )̂, then we can 
choose this state as one to discard.

This problem therefore reduces to one of finding a set of m  system block 
states

m

=  ^ < 1 4  (6.5)
a=l

that are optimal for representing some eigenstate |-0) of the superblock. Since we 
can write a superblock state as a combination of system block and environment 
block states, we can expand our eigenstate as

m

\ip) = ®û,jiw“)ii>. (6.6)
a=l j

In order for this to be an accurate expansion, we need to minimize the difierence 
between the two representations ||^) — |V>)|, which will depend on finding both 
optimal values of the coefficients Uaj and the states |ua). We can put this in 
the form

m

W  =  X^«a|w“ )|Va) (6.7)
Q=1

where (j|u“ ) =  Naüaj, where the Na normalize the |u“ ). This is equivalent to 
solving a singular value decomposition of the eigenstate |^)[118]

\i>) =  UDV^, (6.8)

where U is an Z x Z orthogonal matrix consisting of columns of the |n“ ) we seek, 
V is an J  X Z orthogonal matrix whose columns are the |u“ ) we seek, and D is
an Z X Z diagonal matrix containing the singular values of —the m  largest
elements of this are the required values of O a -  The matrix dimension J  is given
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System block |i>
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Environment block |j> 

A u g m e n t  s y s te m

O
O

oo e e # e e
Figure 6.1: Schematic diagram of the DMRG procedure for a two chain system.

by the number of environment basis states being used, and I > J.
Now since we have originally defined the to be the eigenvectors of p, 

which itself is given by
P i i ' = (6.2)

3

then if the V’i'j are assumed to be real, we can write

(6.9)
p = UDV^VDU^ 

= UD^U^,

in other words, the matrix U diagonalizes the density matrix p.

6.2.1 The algorithm

Having shown that the optimal states to keep are the m  largest eigenstates of 
the system block density matrix, obtained from an eigenstate of the superblock 
by the above method, we now come to a description of the DMRG algorithms. 
There are two basic algorithms, the first, known as the infinite system algo­
rithm, builds up the system to the required size. The second, the finite system 
algorithm, then successively improves the system generated by the infinite sys­
tem.

In the infinite system algorithm, the system block is built up one site at a 
time, and the environment block is chosen for convenience to be a reflection of 
the system block. This is shown in the top part of figure 6.1. The algorithm is
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then given by algorithm 6.

A lgorithm  6 : DMRG infinite system algorithm

(1) Create a system with L  sites, small enough to diagonal­
ize exactly, consisting of a system block, an environment 
block (each with I = L/2 — 1 sites), and two extra sites

(2) while L < required system length
(3) Diagonalize the superblock ^^P^rbiock obtain the 

ground state IV») and its eigenvalue
(4) Add one of the extra sites to the system block, which 

now has / -H 1 sites.
(5) Form pu>
(6) Diagonalize pai and obtain the m  eigenstates with 

largest eigenvalues
(7) Construct Af+i and the other required operators for 

the new system block and transform them to the basis 
set of p

(8) Form a superblock of size L-\-2 using the transformed
Hamiltonian Hij^i plus a single site for the system 
block, and a refiection plus a single site for the
environment block

(9) L  + 2 -y L ;
(10) end

Once this procedure has been carried out we will need to refine the su­
perblock. The finite system algorithm achieves this by choosing the environ­
ment block such that the size of the superblock is kept constant at each step. 
The finite system method is given by algorithm 7.

6.3 Applying the theory

We can now begin to apply the DMRC theory to the problem in hand. For the 
moment, let this remain as the problem of two identical chains coupled together 
by matrix element t±. We use a Hubbard model to give the system Hamiltonian

^  = ( " &  -  2 )  ~ 2 )  ^  [ 4 ^ ^  +  b-c.]

+  Z !  ‘I  +  b.c.] +  £ X ) (G 10)
a,a,i (T,a,i

The first term gives us the on-site electron-electron interaction for the first 
chain only, which represents the wire. By using this form rather than merely 
Un^ni we ensure proper particle-hole symmetry, i.e. the same energy penalty
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A lgorithm  7: DMRG finite system algorithm

(1) Perform algorithm 6 until the required system size L  is
reached, storing the operators at each step

(2) u n til convergence achieved
(3) w hile I' > 1 (“left to right” phase)
(4) Obtain Hi^i as in algorithm 6
(5) Form a size L superblock using Hi+i, two single sites 

and i.e. V  —  L  —  I  — 2
(6) I 1 I] V — 1 I'
(7) end
(8) while I > 1 (“right to left”phase)
(9) Using the method of algorithm 6 obtain by re­

versing the roles of Hi and
( 1 0 )  I  —  1  —y 1  — y V

(11) end
(12) end

will apply to a site occupied by two holes as to a site occupied by two electrons. 
The second term of the Hamiltonian is the interchain hopping for electrons 
with spin a = t, j.. The third term is the intrachain hopping for the two chains 
a = A^B 0 Î electrons with spin a from site i to site « + 1. The “semiconducting” 
properties of the substrate chain B relative to the “metallic” properties of the 
wire chain A can be achieved by using different values of the intrachain hopping 
parameter t|| for each of the chains. Finally we have the on-site energy with 
parameter a, which we have set to zero.

There are several ways of using DMRG results to determine the Luttinger 
parameters of the system. It is possible to determine Kp directly firom the 
correlation functions, but this involves numerical calculation of the exponent 
of a power law and is therefore difl&cult. In some systems the asymptotic form 
of the Friedel oscillations can be used to generate Kp, as in reference [139]. 
However, as one of the advantages inherent in the DMRG method is that it 
expands the size of the system at each step, a finite size scaling method appears 
an obvious choice.

By considering the scaling of the charge excitation energy Ach as well as 
that of the first two neutral excitations, it is possible to determine both the 
Luttinger velocity vq and Kp directly. In a simple approach, such as that used 
by Weifie et al. [160] and Bursill et al. [20], the scaling properties of the ground 
state energy Eg

(6.11)
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(where Eqo is the bulk ground-state energy density) can be used to obtain t;o. 
The scaling form of the charge excitation Ach

Ach =
nvo

2KpN^
(6 .12)

can then be used to obtain Kp. However, there are non-linear correction terms 
to equation (6.12) and so this simple approach may lead to unreliable results. 
Bursill et al. [20] include these correction terms to obtain an expression using 
both the charge and second neutral excitation energy scaling A2

Ach +  A2
27TV0
~w~ I k ,  + + 0 (( In JV p )- (6.13)

In this way it was hoped to obtain the Luttinger parameters for our system.

6.4 Exact calculations

For the limiting case of two non-interacting chains, we can again obtain exact 
results with which we can compare the DMRG-generated results. We first set 
up a 2-chain Hubbard model with hopping both between chains and with intra­
chain nearest neighbour hopping as given by equation (6.10) with =  tj^.

The Hamiltonian matrix can be constructed as follows. We first have, for 
each chain, a block allowing nearest neighbour hopping with matrix element t\\:

Intrachain block =

0 t|| 0

4i 0 *11
0 <11 0

0 (|| 
0 til 0

(6.14)

We also need to allow hopping between the two chains with matrix element 
t_L, which gives a complete Hamiltonian of the form

H  =

chain 1 
intrachain part 

chain 1-2 
interchain part

chain 2-1 
interchain part 

chain 2 
intrachain part

(6.15)
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Figure 6.2: One-electron energies as a function of inverse system length for a 
non-interacting two-chain Hubbard system at half-filling

For example, for two chains each of length 4, we have

Hl=4 =

0 0 0 t l 0 0 0

4 i 0 0 0 t l 0 0

0 4 i 0 4 l 0 0 t l 0

0 0 0 0 0 0 t l
i l 0 0 0 0 4 i 0 0

0 t l 0 0 tll 0 4 i 0

0 0 t l 0 0 0

0 0 0 t l 0 0 0

(6.16)

This can be easily diagonalized by using a l a p a c k  subroutine such as d s y e v ,  

and we can thus obtain the one-electron eigenvalues and eigenvectors. As we 
are interested in fillings close to or equal to half filling, we can also calculate 
the total energy for these states.

For half-filling, we can examine the structure of the one-electron states in 
the vicinity of the LUMO and HOMO states as a structure of the system length. 
This is plotted in figure 6.2.

We can see that as the system size increases the single electron levels, as 
would be expected, grow closer to each other. There are in fact a series of bands
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Figure 6.3: A reflection about the short axis of the system corresponds to parity 
between the ends of the chains

Figure 6.4: A reflection about the long axis of the system corresponds to parity 
between the chains

initially separated by values of 2t±— for example, the HOMO—1 level and HOMO 

levels are separated by 2t± in the region L < 14 (1/L > 0.7). The h o m o  and 
LUMO levels converge, and subsequently cross, at L = 14, and at this point the 
parities of the HOMO and LUMO levels swap.

In a system such as this, there are two types of parity, corresponding to 
reflections about the short and long axes of symmetry for the system. Firstly, 
we have “long” parity between the ends of the chains, which corresponds to a 
reflection about the short axis of the system, as shown in figure 6.3. Secondly, 
we can reflect the system about its long axis, to measure the “short” parity 
between the chains, as shown in figure 6.4. The parities of all the single-electron 
states can be measured by examination of the eigenvalues returned by the exact- 
calculation code. For now, we merely note that the H O M O / l u m o  crossing at 
L = 14 gives a change in parity for both the long and short axis reflections, 
while the crossing at L = 29,30 corresponds to a change in the short parity 
(long axis reflection) but no change in the long parity (short axis reflection).

6.5 DMRG results

We can use these exact results to compare with the U = 0.0 DMRG results 
at half filling. The ground state and first excited state energies are plotted in 
figures 6.5 and 6.6 respectively. The values given by the DMRG code and the 
exact results are plotted as a function of system size on the left hand axis, while
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Figure 6.5: Exact and DMRG results for the ground state energies of the U = 
0.0 half filling system. The percentage error is plotted on the right hand axis.

the percentage error between the two values is shown on the right hand axis. 
We note that the errors are small—of the order of 0.5%—and increase with the 
system size, as would be expected. However, a problem arises when we attempt 
to evaluate the excitation energy, the difference between the ground state and 
first excited state energies. This is plotted in figure 6.7. If we examine the exact 
results (plotted in green), we see that the excitation energy successively goes to 
zero, grows again to a maximum, and then reduces once more. This corresponds 
directly to the vertical distance between the h o m o  and LUMO levels of figure 
6.2. However, the DMRG results match the exact results only for system sizes of 
L < 30, and for larger systems the DMRG results bear no relation to the exact 
results. The DMRG code appears to successfully pick up the parity change at 
L = 14, but not the short parity only change at L =  30. This result was found 
both for runs of the DMRG code with short parity turned off and runs with 
short parity included. As we had hoped to use the excitation energy to directly 
evaluate the Luttinger parameters for the system, this would seem to present 
us with a major problem.

Moreover, we appear to have a problem even for the shorter (L < 30) 
systems, where at first glance the DMRG results appear to be in good agreement 
with the exact results. Figure 6.8 shows various results for the deviation of the 
DMRG results from the exact results for the half filled system as a function
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Figure 6.6: Exact and DMRG results for the first excited state energies of the 
U = 0.0 half filling system. The percentage error is plotted on the right hand 
axis.
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Figure 6.7: First excitation energies as calculated exactly and using the DMRG 
code
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Figure 6.8; Error comparison for the DMRG results

of system length for L < 30. The DMRG ground state energy, exact ground 
state energy, DMRG excited state energy and exact excited state energy are 
plotted against the left hand axis and overlap almost entirely at this scale. 
The exactly-calculated excitation energy (shown in orange) and the DMRG 
excitation energy (black) are plotted against the right hand axis, and, as we 
have already noted, appear to be in good agreement. The difference between the 
exact and DMRG ground state energies are also plotted (in turquoise) against 
the right hand axis, together with the difference between the exact and DMRG 
excited state energies (yellow). It is clear from figure 6.8 that while the errors 
in the ground state and first excited state energies are indeed small, systematic 
and roughly equal to each other within this range of system sizes, they are 
nonetheless greater than the quantity we are trying to measure, the excitation 
energy, for all system sizes with L > 10!

It is unclear how these errors would propagate into U > 0.0 systems, but as 
these systems cannot easily be solved exactly, we have no way of quantifying 
this. Therefore, unfortunately, the DMRG results as calculated here cannot 
reliably be used to calculate the Luttinger liquid properties of the system.
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Conclusions

You usually find something, if you look, but it is 
not always quite the something you were after.

J.R.R. Tolkien, “The Hobbit”
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7.1 Achievem ents

We conclude this study with a discussion of the results presented in the earlier 
chapters. Atomic-scale wires represent a class of systems of utmost relevance 
to today’s world. As candidates for components in future atomic-scale devices, 
it is essential to know more about their electronic properties. We have shown 
in chapter 1 that while the electronic structure of such systems has been well 
studied recently, transport and other properties have been considered only by 
incomplete methods that do not treat electron-electron interactions adequately. 
We have reviewed, in chapter 2, the known properties of pure one-dimensional 
conducting systems and how these theories have been applied to related prob­
lems such as systems of coupled Luttinger chains. The spectral properties of 
such systems have been reviewed and we have discussed how these properties 
can be used as a probe for Luttinger liquid behaviour in atomic-wire systems, 
both experimentally by utilizing photoemission techniques and by the theoret­
ical methods discussed in chapter 3. We have thoroughly reviewed these exact 
diagonalization techniques, used to calculate the eigenstates and correlation 
functions, and introduced the model for the atomic-wire system.

While this model represents the substrate surface in an inadequate and sim­
plistic manner, we have justified the choice of this simplification as necessary 
to treat the problem, which has not been studied before, in an accessible way. 
The basic question we are attempting to answer is whether the coupling of an 
Luttinger liquid wire to a surface destroys any or all of its one-dimensional 
properties. We have attempted to answer this question purely by examination 
of the eigenstates and correlation functions of the model system. A more direct 
way of answering this question would indeed be to measure the transport prop­
erties directly. However this would require substantial changes to the model 
which we believe would run the risk of obscuring the basic question: whether 
one-dimensional metallic systems coupled to surfaces in general retain their 
one-dimensional properties, regardless of the influence of such external sources 
as leads. The potential for extending the current work in this area will, however, 
be discussed in section 7.2.

We believe that we have gone a long way on the path to answering these 
questions in chapter 5. First, we have presented results for a system of two 
chains, identical except for the presence of electron-electron interactions on one 
chain, representing the wire. We have shown that the coupling to the surface 
is weak in nature even for coupling parameters as high as t± =  0.5, as the 
contribution to the ground state from basis states involving bosons remains 
comparable to that for an isolated Luttinger-liquid chain. We have seen that
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there is a fundamental change in the nature of the low-lying neutral excitations 
at a certain value of the interaction strength, owing mainly to the finite length 
of the chains. However, this shift, firom interband excitations with A k  = 0 
to intraband excitations with A k  = 2'kvf/L  also leads to a transfer of charge 
away from the interacting “wire” chain to the non-interacting “substrate” chain, 
resulting in the restoration of some Fermi liquid properties. In particular the 
excitation energy in this region depends not on the Luttinger velocity vq but 
on the Fermi velocity v f - However, the spectral properties, which depend on 
the nature of the charged rather than the neutral excitations, indicate that 
Luttinger liquid behaviour survives at values of the interaction strength not 
only below this threshold, but also above it. This behaviour manifests itself in 
the removal of spectral weight fi*om the Fermi surface, and we have used this 
feature to calculate effective values of the Luttinger parameters Kp and a  for 
our system. These calculated values of Kp and a  indicate definitive Luttinger 
liquid behaviour for the system as a whole, and moreover, tend toward the 
values for an isolated continuum chain as the system length L  increases.

We have also calculated for a system where the two chains have different 
non-interacting properties, by assigning differing values of vf to the two chains. 
While this in no way fully reflects the reality of an insulating or semiconducting 
substrate, such a system nonetheless includes some or the required properties, 
and furthermore, is interesting in its own right. We have found that many of the 
results from the equal-u/? system also hold for this system. These include the 
weak coupling nature indicated by the presence of bosonic basis states in the 
ground state, the nature of the neutral excitations (although the transition to 
the A k — 2t̂ v f !L  excitations occurs at a higher value of / ,  as would intuitively 
be expected), and the removal of spectral weight firom the Fermi surface as 
interactions are introduced. The corresponding Luttinger parameters have also 
been calculated. However, here we find that there are two branches of the 
spectral function p(\q\ > 0, w), which yield differing values of Kp, implying 
that the system is strongly Luttinger liquid-like at low interaction strengths, 
but that at values of interaction strength /  > 1.0, the system is less Luttinger 
hquid-like than the equal vf system. This threshold at /  «  1.0 is much lower 
than the threshold for the change in nature of the neutral excitations, which 
occurs in the vicinity of 7 w 3.0 for this system. Nonetheless, the obtained 
values of Kp for the 7 > 1.0 region still indicate the system has a non-Fermi 
liquid nature, merely to a lesser extent.

We have also reported results for a system with an odd number of electrons 
available for excitation. These results, although preliminary, indicate properties
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that may lead to behaviour different from that for the even-occupancy systems. 
In particular, there are discontinuities in the ground-state properties that are 
absent from the ground states of the two-electron system, although similar to 
those found in the excited states. Calculation of the spectral functions of this 
system was not possible within the current time frame, although it is hoped 
that these calculations may be performed in the near future.

We have also presented, in chapter 6, initial yet inconclusive DMRG results 
for a similar system. However, this Hubbard model-based system is much more 
extensible to represent an insulating substrate. It is to be regretted that it did 
not prove possible to extract the required information needed to determine the 
presence or otherwise of Luttinger liquid behaviour in this system, and it is 
hoped that this too may be rectified in the future.

7.2 Proposal for future work

The achievements of the present work notwithstanding, there are many ques­
tions still to be answered—in effect we have only begun to scratch the surface 
of this important problem. Obviously, the most immediate improvement that 
could be made to the present model would be to include a true insulating sub­
strate; longer term, it would be useful to be able to combine electronic structure 
techniques with the methods presented here and study a complete wire/surface 
system. However, this is a long way off.

There are several calculations that can be performed in the short term with 
little or no change to the current setup. Calculations with different numbers 
of electrons can be performed, in particular it is planned to generate a com­
plete set of 3-electron calculations to complete the work presented in section 
5.4. Calculations on longer systems may become possible as computing power 
increases; however it is unlikely that it will ever be possible to calculate for 
systems very much larger than those discussed here as the size of the Hilbert 
space scales so badly with system length. Nonetheless it may prove possible to 
extract some finite-size scaling information to complement the present results. 
In addition, it is simple to calculate for other electron-electron interaction forms 
and ranges, and in particular it would be interesting to examine the effects of 
a more realistic potential, such as a screened Coulomb interaction.

In the longer term, there are several extensions that can be made that would 
require rather more work. Ultimately, it would be ideal to study transport 
properties, and in particular the effect of leads on the system—obviously for 
these wires to be useful in future devices the effect of the connections to the
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rest of the circuit must be fully accounted for. This would initially involve 
a change of boundary conditions from the periodic boundary conditions used 
here to open boundary conditions. The implications of such a change has been 
discussed in section 2.6.1. Since the main alteration appears to be that the 
right- and left-moving fermion populations are no longer independent but have a 
simple interdependence, this would be relatively simple to implement within the 
current model. It would then be necessary to evaluate the resulting boundary 
effects before proceeding. The effect of macroscopic leads could also then be 
included—this is a problem that has already been considered for a Luttinger 
liquid with no longitudinal surface coupling [68,73,78,104,125].

In this way it would be possible to build up a much more detailed picture 
of the nature of atomic scale wires on surface. However, without the inclusion 
of an insulating substrate the usefulness of this would be limited. Owing to the 
construction of our basic Hamiltonian in the form however,
if it was possible to find a suitable (i.e. non-Luttinger model) insulating form 
for that could be represented in a way compatible with the Luttinger model 
representation then it might prove possible to rectify this.

There are a few other directions the work could take. It could prove possible 
to include more than one chain to represent the surface, although this would 
further limit the size of the system on which we could perform exact diago- 
nalization procedures. In addition, it would be necessary to convince ourselves 
that the secondary surface chains would have a significant effect on the proper­
ties of the wire. As experimental results show that these wires appear to have 
a truly one-dimensional nature, this may well not prove to be the case.

No phonons have been included in the current work, and indeed, no lattice 
distortions are allowed for in the pure Luttinger model. However, controversy 
remains as to what extent electron-phonon interactions may be of importance 
in one-dimensional conductors and so it would also be interesting to include 
this in future work. In particular, the work of Rao et al. [119] may provide a 
path to implement this.

We have also assumed that there is no interaction between the wire elec­
trons and the surface electrons. In the form of Coulomb drag [78,104], it is 
possible that this may have an effect on our wire/surface system and it would 
be interesting to investigate the likelihood of this possibility.
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7.3 Summary

In summary, therefore, we have investigated the problem of electron-electron 
interactions in an atomic scale wire on a surface. We have presented results that 
indicate that the resulting system does not behave as a pure Luttinger liquid 
but nonetheless retains many characteristics consistent with Luttinger liquid 
behaviour. It is clear from our results, however, that there is an important 
caveat to be borne in mind for hybrid systems such as this—that the results 
obtained depend very much on the properties of the system one chooses to 
measure.
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