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Abstract—Distributed detection of covert attacks for linear
large-scale interconnected systems is addressed in this paper.
Existing results consider the problem in centralized settings.
This work focuses on large-scale systems subject to bounded
process and measurement disturbances, where a single subsystem
is under a covert attack. A detection methodology is proposed,
where each subsystem can detect the presence of covert attacks in
neighboring subsystems in a distributed manner. The detection
strategy is based on the design of two model-based observers
for each subsystem using only local information. An extensive
detectability analysis is provided and simulation results on a
power network benchmark are given, showing the effectiveness
of the proposed methodology for the detection of covert cyber-
attacks.

I. INTRODUCTION

CRITICAL infrastructures such as, for example, electric
power systems, water distribution networks, telecom-

munication networks, transportation systems, and industrial
processes are nowadays large-scale systems that are inter-
connected not only on the physical layer but through a
communication infrastructure thus increasing the vulnerability
to external cyber-attacks. Security concerns related to these
systems include both physical security and cyber-security, as
well as combined cyber-physical threats. Indeed, in recent
years, the security challenge has become a vital technological
issue, especially after the occurrence of incidents involving
industrial plants and critical infrastructures (see [1], [2]).

Due to the complexity of these systems and the com-
putational and communication constraints, the development
of distributed methodologies for monitoring and detection
of malicious cyber-attacks has become a necessity. Recently
developed comprehensive techniques for distributed fault di-
agnosis (see, for instance the recent works [3], [4] and the
references cited therein) may not be fully effective in detecting

This work has been partially supported by the EPSRC Centre for Doctoral
Training in High Performance Embedded and Distributed Systems (HiPEDS,
Grant Reference EP/L016796/1), by the European Union’s Horizon 2020
research and innovation programme under grant agreement No 739551 (KIOS
CoE) and by the Italian Ministry for Research in the framework of the
2017 Program for Research Projects of National Interest (PRIN), Grant no.
2017YKXYXJ.

A. Barboni is with the Dept. of Electrical and Electronic Engineering,
Imperial College London, London, UK (e-mail: a.barboni16@imperial.ac.uk).

H. Rezaee is with the Dept. of Electrical and Electronic Engineering,
Imperial College London, London, UK (e-mail: h.rezaee@imperial.ac.uk).

F. Boem is with the Dept. of Electronic and Electrical Engineering at
University College London, London, UK (f.boem@ucl.ac.uk).

T. Parisini is with the Dept. of Electrical and Electronic Engineering, Impe-
rial College London, London, UK. He is also with the Dept. of Engineering
and Architecture, University of Trieste, 34127 Trieste, Italy, and with the
KIOS Research and Innovation Center of Excellence, University of Cyprus,
CY-1678 Nicosia, Cyprus (e-mail: t.parisini@imperial.ac.uk).

cyber-attacks [5], as they are typically carried out by intelligent
and active agents. This difficulty has inspired a large stream of
research efforts (see, for example the seminal works [6]–[11],
the more recent ones [12]–[14], and the surveys [15], [16], as
well as the references cited therein).

This paper deals with a distributed methodology towards
the detection of a particularly harmful class of stealthy cyber-
attacks, namely the so-called covert attacks [17]. The proposed
approach is specifically designed for spatially-distributed net-
worked large-scale interconnected systems. In the remaining
part of this section, after providing a glimpse on the state of
the art, the specific contributions will be illustrated and the
organization of the paper will be outlined.

A. A Glimpse on the State of the Art
As mentioned before, the problem of detecting and isolating

cyber-attacks plays a central role in secure control systems. In
this respect, some approaches in the literature related to secu-
rity of cyber-physical systems stem from prior research in the
field of fault detection and isolation (FDI), a well-established
research area whose aim is to detect (and possibly identify the
source of) faulty modes of behavior of the monitored system.
In this connection, several contributions proposing distributed
FDI techniques are available (see, for instance [18]–[25]), but
extending these approaches to successfully detect a large class
of malicious cyber-attacks has not yet happened, to the best of
our knowledge. The main complexities arise from the inherent
limitations in the presence of attacks that affect the system
behavior in a much different way as compared with typical
classes of faults and malfunctions.

Differently from studies on cyber-security in the computer
science research community, most techniques in the control
literature on attack detection and isolation take advantage
of a dynamic model of the interconnected system to detect
whether the communicated information in the control-loop
has been corrupted by malicious attacks [26]. As already
anticipated, this paper focuses on a model-based distributed
attack-detection methodology and only quite a limited number
of related works can be found in the literature (see [27]–
[31]). Specifically, in [27], [28], a distributed methodology
is presented to detect attacks for interconnected subsystems
in which the communication infrastructure is assumed to be
secure, in [29], the knowledge of the model of the entire
system is required. In the recent conference paper [30], only
attacks on the communication network between controllers and
monitoring units are considered in a DC micro-grid application
scenario, while in [31], the performance of distributed and
decentralized detectors is analyzed in a statistical framework.
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The family of covert cyber-attacks considered in the paper
may have a detrimental impact on the physical layer: a
covert agent injects some undesired control actions in the
networked actuation channels while “canceling” its effects on
the measurements. In this way, under the assumption of perfect
knowledge of the system model by the attacker, the state
of the system can be arbitrarily driven to potentially unsafe
state trajectories without any trace in the monitoring units.
In fact, due to the attack, the sensing layer communicates
measurements which are consistent with the normal behavior,
thus making the attack undetectable.

A few works have considered this scenario: for instance,
in [32], an intelligent type of covert attacks is presented using
system identification tools; in [33], the problem of covert
attack detection in cyber-physical systems is investigated and
a random modulation is introduced on the system actuation
side to cause errors in the attacker’s model. In the very recent
work [34], resiliency versus covert attacks is formulated as
an H2 optimal control problem. However, the literature in the
area of detection and isolation of covert attacks is still limited
with many open research problems worth investigation. In
particular, to the best of the authors’ knowledge, the problem
of distributed model-based detection of covert attacks on large-
scale networked systems has still not been addressed.

B. Objectives and Contributions
In this paper1, a distributed covert attack detection architec-

ture is proposed in which each locally controlled subsystem
is equipped with two local state observers that use different
information. The first observer is designed using a local
model of its respective subsystem and uses both information
provided by local sensors and information communicated from
neighboring subsystems (for this reason, this observer is called
distributed). The second observer is an unknown-input one
and uses only locally available information and measurements
(hence this observer is called decentralized). On the basis
of the local estimates provided by the observers, an attack
detection strategy is devised that, under suitable conditions,
allows the detection of covert attacks not otherwise possible
by a fully decentralized approach or by traditional distributed
observation methods.

The main specific contributions are:
• Definition of a state-space characterization of the covert

property of man-in-the-middle local attacks in the context
of large-scale interconnected systems.

• Design of a distributed observer-based estimation tech-
nique for detecting covert attacks.

• Sufficient detectability conditions and convergence anal-
ysis, in the case where the measurements and the process
are affected by bounded disturbances.

• Validation of the proposed distributed detection technique
via simulation on a power network benchmark problem.

C. Main Notations
The following notation is used throughout the paper. R

denotes the set of real numbers. I is an identity matrix with

1Early results for the disturbance-free case have been presented in [35].

compatible dimensions. v̂ is the estimated value of the variable
v. L2 is the space of signals with bounded energy. For a vector
v, v[l] denotes its l-th component. ‖·‖2 stands for the Euclidean
norm of a matrix. ‖·‖L2

denotes the L2 norm of a signal. χ(t)
stands for a step function. ‖ · ‖∞ stands for the H∞ norm of
a transfer function. diag(·) describes a block diagonal matrix
composed of a set of matrices. We say a matrix M > 0 (or
M < 0) if it is symmetric positive (negative) definite. We
denote by |M | the entry-wise absolute value of a matrix M .
Moreover, we define a concatenation operation over a finite
indexed family of matrices (Mi ∈ Rp×∗)i∈I with index set
I = {i1, i2, . . . , in} as rowi∈I(Mi)

.
= (Mi1 | . . . |Min).

D. Paper Organization

The paper is organized as follows. In the next section,
the problem dealt with is formulated in detail, including the
description of the covert attacks, the architecture of the esti-
mation scheme and the detection decision strategy. Section III
illustrates the design of the two local observers and provides
the convergence analysis, and Section IV presents the attack
detection methodology and the related detectability analysis.
Section V reports extensive simulation results on a power
network benchmark problem and concluding remarks are given
in Section VI.

II. PROBLEM STATEMENT

Consider a large-scale system (LSS) composed of N inter-
connected subsystems, with the ith subsystem described as

Si :

ẋi = Aixi +Biũi +
∑
j∈Ni

Aijxj + wi

yi = Cixi + vi

(1)

where xi ∈ Rni is the subsystem state vector, ũi ∈ Rmi

is the control input vector, yi ∈ Rpi is the output vector,
and wi ∈ Rni and vi ∈ Rpi denote the external disturbance
vectors. The set Ni of neighbors of Si is defined as the index
set of those systems Sj whose states xj appear as an argument
in the state equation of Si. Moreover, Ai ∈ Rni×ni denotes the
state matrix, Bi ∈ Rni×mi is the input matrix, Ci ∈ Rpi×ni

is the output matrix, and Aij ∈ Rni×nj describes the dynamic
interconnection influence of Sj on Si.

Remark 1: The dynamic interconnection characterized by
index set Ni and constant interconnection matrices Aij does
not change over time and typically has a precise physical
meaning, i.e. the interconnected state variables could be – for
instance – currents, forces, flows, etc., depending of the type
of system being modeled. /

Assumption 1: ∀i ∈ {1, . . . , N}, the pair (Ai, Ci) is
observable. /

Assumption 2: ∀i ∈ {1, . . . , N} and ∀t there exist known
positive constants w̄i and v̄i such that ‖wi‖ < w̄i and
‖vi‖ < v̄i. Moreover, wi, vi, v̇i ∈ L2. /

The proposed detection architecture is shown in Fig. 1. Each
subsystem is equipped with a local unit LUi composed of a
given controller Ci and a detector Di. The local measurements
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Fig. 1. Top-down architecture of the considered system. From left to right, the general layout can be seen, with the separation of physical and cyber layers.
In the middle, the diagram of the attacked subsystem equipped with a local unit LUi; finally, on the right, the detection architecture is further specialized in
the two observers and the detection logic block Di.

available to LUi are represented by ỹi ∈ Rpi , while the control
input computed by Ci is ui.

By “local” we mean that each unit does not need any
information about the overall topology of the LSS, but only
exploits the model information and variables appearing in (1).

The variable ỹi denotes the measurement received by LUi
via a possibly vulnerable link (see Fig. 1). Due to the action
of the attacker, ỹi can be different from yi. Because of this
possible discrepancy, we denote ui and yi as the legitimate or
transmitted signals, and ũi and ỹi as the attacked or received
ones, respectively.

If i denotes the index of the subsystem under attack, we
assume that the attacker Ai performs a man-in-the-middle
attack and injects undesirable signals γi and ηi in the tapped
link between the plant and the local unit such that

ỹi = yi − γi
ũi = ui + ηi.

(2)

The main difficulty in detecting such cyber-attacks is that
γi and ηi can be designed by the attacker such that the
attack effect is covert and not distinguishable from the nominal
behavior. This important aspect is explained in more detail in
the following subsections.

A. Covert Attack Model

In this section, we present a state space model for a covert
attacker along the lines of [17].

Definition 1 (Covert agent): The malicious agent Ai is
covert to subsystem Si if the attacked measurement output
ỹi is indistinguishable from the legitimate subsystem response
yi. /

An attacker is covert if it can hide its effect on the system
such that the measured output is compatible with an attack-free
behavior (we sometimes refer to this as covertness property).
In this respect, we point out that covert attacks are stealthy by
design. Since by Definition 1 the attacked measurements are
indistinguishable from the nominal response, it follows that
any residual signal relying on them necessarily satisfies the
stealthiness condition in [9, Definition 2].

A covert strategy can be fulfilled by replicating the dynam-
ics of the targeted system. Hence, the malicious agent Ai is
modeled as a dynamical system

S̃i :

{
˙̃xi = Ãix̃i + B̃iηi

γi = C̃ix̃i .
(3)

In particular, ηi is a signal that is chosen by the attacker to
potentially steer the system towards some undesired trajectory.
Because such a signal is arbitrary, its characteristics are in
general unknown to a defender. As a result, the model (3) is
in principle sufficient for describing a covert agent. In addition,
the attacker may need to implement its own controller C̃i in
order to achieve some desired dynamics:

C̃i :

ξ̇i = ACiξi + Υi

[
ui
yi

]
+RCiρi

ηi = CCiξi +KCix̃i .

(4)

In (4), ξi ∈ Rνi is the controller’s state and ρi ∈ Rri is used
to determine the controller’s reference.

By choosing ρi, the attacker can more easily control the
system to achieve its own objective, for instance causing
instability or to track a reference different from the nominal
one. Moreover, ACi, Υi, Ri, CCi, and RCi are matrices of
compatible dimensions, and KCi provides a feedback from
the state of S̃i, and Υi represents the disclosure resources
(as in [9], from which we borrow the jargon of this section),
identifying accessible information by the attacker.

Using (3) and (4), the attacker can be represented in compact
form by introducing a vector ζi

.
=
[
x̃>i ξ>i

]> ∈ Rni+νi as
follows:

Ai :


ζ̇i = Φiζi +

[
0

Υi

] [
ui
yi

]
+

[
0
Ri

]
ρi[

γi
ηi

]
= Γiζi ,

(5)

where

Φi =

[
Ãi + B̃iKCi B̃iCCi

0 ACi

]
, Γi =

[
C̃i 0
KCi CCi

]
,
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and Γi plays the role of the disruption resources, as it
defines which channels among actuation and measurement the
attacker can be compromised with malicious signals. With this
description, the attacker Ai on Si is completely characterized
by its model knowledge (Ãi, B̃i, C̃i), its infiltration resources
Υi and Γi, and its attack strategy defined by C̃i and ρi.

For example, ρi can be a reference signal to an unsafe or
disrupting operating point of some equipment. By designing
C̃i, the attacker can inject ηi such that Si is driven to the
said point and can compensate the misbehavior using γi as in
(2). We also note that, depending on Υi, the attacker could
account for the unknown reference (see [17] for more detail
on the issue) as it would know the values of ui.

Model (5) by itself does not satisfy the covertness property.
To do so, S̃i needs to be a realization of the same transfer
function realized by Si. This can be easily achieved if the
following assumption holds.

Assumption 3: The attacker has perfect knowledge of
(Ãi, B̃i, C̃i) = (Ai, Bi, Ci), while has no knowledge of the
dynamic interconnection with neighboring subsystems. /

Remark 2: By considering an omniscient local attacker,
with Assumption 3, in our analysis we consider the worst-case
scenario, where the attacker is the most difficult to detect. In
fact, as it is shown later on, in this case local residuals are
not influenced by the attacker, and this is consistent with the
results in [17]. By proving that the proposed detection strategy
works in the perfect knowledge case, we also cover less tight
cases: an attacker with incomplete information is not fully
covert and therefore easier to reveal by residual analysis. /

Assumption 3 holds in practice when model information can
be obtained via some form of intelligence, either because the
components used in a plant are known (like in the case of the
Stuxnet worm [36]) or because such information is leaked. In
addition, it is fair to assume that an attacker who can write
on some channels can also read from those, and therefore the
model can be identified by eavesdropping on the measurement
and actuation signals [37].

For what concerns its resources, the attacker has to be able
to disrupt all the measurements and actuation channels of a
single subsystem, whilst no disclosure resources are needed.

Let Tai ≥ 0 be the time instant when the attack occurs (i.e.
γi = ηi = 0 for t < Tai). We present sufficient conditions
for an attacker to be covert. Covertness can be seen as an
asymptotic property if we focus on the steady-state response,
but here we are also interested in addressing the transient
behavior, given that our analysis is in the time domain.

Proposition 1: Under Assumption 3, there exists a γi such
that the attack is covert as t→∞, if Ai is Hurwitz. Moreover,
if the attacker sets x̃i(Tai) = 0, the attack is covert for all time
instants ∀Ai ∈ Rni×ni . �

Proof: Before occurrence of the attack, for 0 < t < Tai,
yi = ỹi. Let us analyze the covert property for t ≥ Tai. By
considering (1)–(4), the attacked subsystem’s output can be

written as

yi(t) = Cie
Ai(t−Tai)xi(Tai) + Ci

∫ t

Tai

eAi(t−τ)[
Bi(ui(τ) + ηi(τ)) +

∑
j∈Ni

Aijxj(τ) + wi(τ)

]
dτ

+ vi(t).

(6)

In this condition, given a choice of ηi, the effect of γi can be
computed as

γi(t) =C̃ie
Ãi(t−Tai)x̃i(Tai)

+ C̃i

∫ t

Tai

eÃi(t−τ)B̃iηi(τ)dτ,
(7)

by using (2) and Assumption 3, one can observe that

ỹi(t) = Cie
Ai(t−Tai)(xi(Tai)− x̃i(Tai))

+ Ci

∫ t

Tai

eAi(t−τ)

[
Biui(τ) +

∑
j∈Ni

Aijxj(τ)

+ wi(τ)

]
dτ + vi(t).

(8)

From (8), it follows that for t → ∞, ỹi will be the same as
the output of the attack-free subsystem (the legitimate output).
In other words, by considering (6)–(8), for t→∞, ỹi will be
identical to yi when ηi = 0 (no attacks) if the first exponential
term is vanishing. Moreover, if the attacker sets the initial
conditions of (3) as x̃i(Tai) = 0, ỹi is equal to yi when no
attack is underway and the first exponential term is identically
zero. Hence, the proof is completed.

Remark 3: Note that in Proposition 1, the attacker is
covert without any knowledge about the neighbors or their
interconnection. In fact, a purely local model (3) is used along
with Assumption 3; this is sufficient to successfully carry out
a covert attack on the subsystem. /

It is worth noting that the results stated in Proposition 1 are
related to the ones given in [17] for the centralized case in the
frequency domain but are more general in that we consider
a distributed framework and the transient behaviors due to
unknown initial conditions are taken into account.

Finally, we emphasize that both the definition of covert
attacks and the results of Proposition 1 can equivalently be
restated in terms of detection residuals, as will be discuss later.

B. Detector Architecture

We describe in more detail the design principles of the
detector shown in Fig. 1. The proposed architecture is based
on two observers for each local unit LUi: a decentralized
observer Odi (described in Subsection III-A) and a distributed
one Oci (described in Subsection III-B). More specifically, Odi
is designed such that its state estimate x̂di is decoupled from
the neighboring subsystems Sj ,∀j ∈ Ni, while Oci computes
a state estimate x̂ci that depends on communicated neighboring
estimates x̂dj , j ∈ Ni. By exploiting the cooperation of a
decentralized decoupled estimation strategy and a distributed
one, it is possible for the observers to reveal possible incon-
sistencies in the measurements from neighboring subsystems.
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In this way, a perfectly covert attack in Ni can be revealed by
detectors in all neighboring LUj .

For every subsystem Si, we design a residual signal r̃ci and
a (time-varying) threshold r̄i, whose definition and properties
will be discussed later. In order to reveal stealthy attacks, the
following distributed detection logic is implemented by the
diagnoser Di in Fig. 1:
• If ‖r̃ci ‖ > r̄i, then a binary alarm signal ai = 1 is raised.
• Each Si broadcasts ai ∈ {0, 1} to its neighbors
Sj ,∀j ∈ Ni. Conversely, it also receives a set of signals
aj , j ∈ Ni, from the neighbors.

• If for any i, aj = 1,∀j ∈ Ni, then detector Di decides
that Si is under attack.

III. OBSERVER DESIGN

According to the definitions of x̂di and x̂ci of the previous
section, the output and state estimation errors for the dis-
tributed and decentralized observers are defined as follows:

rdi = yi − Cix̂di = Ciε
d
i + vi, εdi

.
= xi − x̂di ,

rci = yi − Cix̂ci = Ciε
c
i + vi, εci

.
= xi − x̂ci .

(9)

It should be noted that εdi and εci represent the difference
between the actual state of Si and the state estimates of the
corresponding observers. We refer to these quantities as the
true errors, and they cannot be computed in practice since
the actual state of any subsystem is not directly accessible.
However, the related residuals can be computed in the attack-
free scenario according to the relations in the left part of (9).

On the other hand, when Si is under attack (and if C̃i = Ci,
see Assumption 3), since ỹi 6= yi, the residuals computed by
the subsystem are as follows:

r̃di = ỹi − Cix̂di = Ciε̃
d
i + vi, ε̃di

.
= xi − x̃i − x̂di ,

r̃ci = ỹi − Cix̂ci = Ciε̃
c
i + vi, ε̃ci

.
= xi − x̃i − x̂ci .

(10)

Similar to the conventions introduced in Section II, we refer
to (10) as the received or attacked output and state error. Also
note that when no attack is under way, (9) and (10) coincide.

Design details are presented in the following subsections.
First, the decentralized observation strategy is introduced and
then the distributed observer based on coupling among the
subsystems is proposed.

Finally, we introduce the following assumption that will be
instrumental to the design of the observers as illustrated in the
next two subsections.

Assumption 4: Only the local dynamics’ matrices Ai, Bi, Ci,
and the interconnection matrices Aij , ∀j ∈ Ni, are available
to each LUi. /

A. Decentralized Observation Strategy

In order to obtain a state estimate x̂di which is independent
of the states of the neighboring subsystems, we implement
an Unknown Input Observer (UIO) [38] for each subsystem i,
where the interconnection among the subsystems is considered
as an unknown input. It should be noted that the use of UIOs
for distributed detection of anomalies is not new (for instance,
see [24] and [30]). However, in this work, we combine it for

the first time (to the best of the authors’ knowledge) with a
distributed observer, and derive conditions under which covert
attacks in neighboring systems can be revealed.

Based on a UIO, the estimate x̂di can be obtained from the
following dynamical system:

Odi :

{
żi = Fizi + TiBiui +Kiỹi

x̂di = zi +Hiỹi,
(11)

where Fi, Ti, Ki, and Hi are matrices with compatible
dimensions later designed. First, let us define Ξi and xi as

Ξi
.
= rowj∈Ni(Aij), x

>
i
.
= rowj∈Ni(x

>
j ),

implying that for the ith subsystem, the effect of the neighbors’
interconnection can be restated in a vector form as follows:∑

j∈Ni

Aijxj = Ξixi .

Based on these definitions, the following conditions on the
observer (11) are required [38, Theorem 1]:

a) rank(CiΞi) = rank(Ξi)
b) The pair (Ci, Āi) is detectable, where

Āi = Ai −HiCiAi.

Under these conditions, by decomposing Ki as Ki = K
(1)
i +

K
(2)
i , it is possible to design Fi, Ti, Ki, and Hi such that

0 = (HiCi − I)Ξi, (12a)
Ti = I −HiCi, (12b)

Fi = Āi −K(1)
i Ci is Hurwitz, (12c)

K
(2)
i = FiHi. (12d)

Under Condition a), we can compute the matrix
Hi = Ξi[(CiΞi)

>CiΞi]
−1(CiΞi)

> from (12a) which
decouples the unknown inputs, whereas Condition b)
implies that Fi can be obtained from (12c). By considering
(11) and (12), we can derive the dynamical equations of the
estimation error εdi as follows:

ε̇di = Fiε
d
i + Tiwi −K(1)

i vi −Hiv̇i . (13)

From (13) and the fact that Fi is Hurwitz, it follows that for a
disturbance-free subsystem, the estimation error εdi converges
to zero. For a subsystem with bounded disturbances, the
estimation error is bounded. It should be noted that (13)
holds when the subsystem is not under attack, i.e., when the
actuation and measurement channels are not corrupted.

Proposition 2: Let the ith subsystem be under the attack
modeled in (5) and (2) and let Assumption 3 hold. Under the
UIO conditions (12), the estimation error dynamics for the
observer (11) are

ε̇di = Fiε
d
i + Tiwi −K(1)

i vi −Hiv̇i

+ (Ai − Fi)x̃i +Biηi,
(14)

while the attacked estimation error is

˙̃εdi = Fiε̃
d
i + Tiwi −K(1)

i vi −Hiv̇i . (15)

Furthermore, the attack is covert for the observer (11). �
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Proof: See Appendix.
Remark 4: In Proposition 2, it is shown that for the proposed

covert attack the received error ε̃di has the same dynamics of
the attack-free one εdi , and by using Eqs. (10), we can state
the following:

|‖εdi ‖ − ‖x̃i‖| ≤ ‖εdi − x̃i‖ = ‖ε̃di ‖.

By using triangle inequality, this leads to

‖εdi ‖ ≥ ‖x̃i‖ − ‖ε̃di ‖.

As a result, a covert attacker can maliciously increase the
lower bound on the true error of the attacked subsystem by
increasing the norm of its own internal state. /

B. Distributed Observation Strategy

By considering the interconnection model and by using
the information received from neighboring subsystems, a dis-
tributed observation strategy is developed for each subsystem
to estimate the value of its own state vector.

Assumption 5: We assume ideal communication between
subsystems. As such, the exchanged estimates x̂dj , j ∈ Ni are
not corrupted during communication. /

By considering the subsystems dynamical equations given
in (1), the distributed state-observer Oci is described by the
following:

˙̂xci = Aix̂
c
i +Biui +

∑
j∈Ni

Aij x̂
d
j + Li(yi − ŷci ), (16)

where Li ∈ Rni×pi is the observer gain to be designed later
and ŷci = Cix̂

c
i .

Remark 5: It should be noted that, in (16), we have used
Aij x̂

d
j instead of Aij x̂cj , because the value of x̂dj is not affected

by attacks in neighboring subsystems k, k ∈ Nj . This property
will lay the basis for our detection strategy in the next section.

/

To design the observer gain Li, an H∞ optimization
approach is employed. The gain Li is designed such
that the effect of the exogenous signals vector $i =[
w>i v>i

∑
j∈Ni

εd>j A>ij
]>

is attenuated on the observer
error εci . To achieve this goal, the induced norm of the L2

norm of εci and the L2 norm of $i is minimized as follows:

min
Li

sup
$

‖εci‖2
‖$i‖2

= min
Li

‖Tεci$i
‖∞,

where Tεci$i
is the transfer function from $i to εci , i.e.,

min
Li

λi s.t.
(
‖εci‖2 − λi‖$i‖2

)
< 0, (17)

where λi > 0. It should be noted that Hurwitz stability
of the decentralized observer Odi , introduced in the previous
subsection, guarantees the L2-boundedness of εdj . Thus, εdj can
be considered as an exogenous signal in $i.

Before presentation of the main results, let us introduce the
following lemma.

Lemma 1: [39] The H∞ performance (17) is satisfied if
for a Lyapunov candidate Vi, Ji = V̇i + εc>i εci − λ2

i$
>
i $i is

negative definite. �

Theorem 1: Consider the LSS described in (1) and the
observer introduced in (16). The estimation errors εci , i ∈
{1, 2, . . . , N}, converge to zero and the H∞ performance
(17) is achieved if Li satisfies ∀i the following linear matrix
inequality (LMI) for some Pi and Si:

min
Li

λi s.t.

Wi =


Πi Pi −Si Pi
Pi −λ2

i I 0 0
−S>i 0 −λ2

i I 0
Pi 0 0 −λ2

i I

 < 0,
(18)

where Pi ∈ Rni×ni is a symmetric positive definite matrix,
Si ∈ Rni×pi which yields Li = P−1

i Si, and Πi = PiAi −
SiCi +A>i Pi − C>i S>i + I . �

Proof: Since ŷci = Cix̂
c
i , (16) can be restated as

˙̂xci = (Ai − LiCi)x̂ci +Biui +
∑
j∈Ni

Aij x̂
d
j + Liyi.

By considering (1) and since εci = xi− x̂ci , the error dynamics
can be written as

ε̇ci =Aixi +Biui +
∑
j∈Ni

Aijxj + wi

− (Ai − LiCi)x̂ci −Biui −
∑
j∈Ni

Aij x̂
d
j

− Liyi.

(19)

Since yi = Cixi + vi, after some manipulation from (19), it
follows that

ε̇ci = (Ai − LiCi)εci +
∑
j∈Ni

Aijε
d
j + wi − Livi. (20)

According to Lemma 1, to satisfy a desirable H∞ perfor-
mance, we should have

Ji =V̇i + εc>i εci − λ2
i v
>
i vi − λ2

iw
>
i wi

− λ2
i

∑
j∈Ni

εd>j A>ijAijε
d
j < 0.

By defining Vi = εc>i Piε
c
i and by considering the time

derivative of Vi along (20), Ji can be obtained as

Ji =εc>i Pi(Ai − LiCi)εci + εc>i (Ai − LiCi)>Piεci
+ εc>i Pi

∑
j∈Ni

Aijε
d
j +

∑
j∈Ni

εd>j A>ijPiε
c
i

+ εc>i Piwi + w>i Piε
c
i − εc>i PiLivi − v>i L>i Piεci

+ εc>i εci − λ2
i v
>
i vi − λ2

iw
>
i wi − λ2

i

∑
j∈Ni

εd>j A>ijAijε
d
i .

Let Si = PiLi, then Ji can be simplified as follows:

Ji =
[
εc>i $>i

] 
Πi Pi −Si Pi
Pi −λ2

i I 0 0
−S>i 0 −λ2

i I 0
Pi 0 0 −λ2

i I

[ εci$i

]
.

In this condition, we have Ji < 0 if the LMI (18) is satisfied.
Therefore, the proof is completed.

Remark 6: Note that since the pair (Ai, Ci) is observable,
for any symmetric positive definite Qi ∈ Rni×ni , there exists
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an Li such that the Lyapunov equation (Ai − LiCi)
>Pi +

Pi(Ai − LiCi) = −Qi has a solution P̄i implying that the
LMI Πi < 0 always has a solution S̄i and P̄i. As a result, the
Schur complement of the block Πi of the matrix Wi is negative
definite for some λi (see [40] for the theory of the Schur
complement), and therefore Wi < 0 always has solutions. /

Remark 7: The H∞ optimization technique proposed in
Theorem 1 is also useful to design K(1)

i for the decentralized
observer (11) such that the effect of the exogenous signals
vector $́i =

[
w>i T

>
i v>i −v̇>i H>i

]>
is attenuated on the

observer error εdi . Therefore, following a logic similar to the
proof of Theorem 1, K(1)

i can be obtained from the following
optimization problem:

min
K

(1)
i

λ́i s.t.

Ẃi =


Π́i Ṕi −Śi Ṕi
Ṕi −λ́2

i I 0 0

−Ś>i 0 −λ́2
i I 0

Ṕi 0 0 −λ́2
i I

 < 0

where Ṕi ∈ Rni×ni is a symmetric positive definite matrix,
Śi ∈ Rni×pi which yields K(1)

i = Ṕ−1
i Śi, and Π́i = ṔiĀi −

ŚiCi + Ā>i Ṕi − C>i Ś>i + I . /

Proposition 3: Let the ith subsystem be under the attack
modeled in (5) and (2) and Assumption 3 hold. The actual
estimation error dynamics for observer (16) are

ε̇ci =(Ai − LiCi)εci + wi − Livi
+
∑
j∈Ni

Aijε
d
j +Biηi + Liγi, (21)

while the computed attacked estimation error is

˙̃εci = (Ai − LiCi)ε̃ci +
∑
j∈Ni

Aijε
d
j + wi − Livi. (22)

Furthermore, the attack is covert for the observer (16). �
Proof: The proof is readily obtained by combining the

observer formulation (16) with the attacker model in (2) and
(3). Since (22) and (20) are identical, the attack is covert.

IV. ATTACK DETECTION SCHEME

As anticipated in Subsection II-B, we monitor the behavior
of the residual r̃ci defined in (10) to trigger an attack alarm
when the residual crosses a suitable threshold to be defined
in order to take disturbances into account. It follows directly
from Proposition 3 that the received error ε̃ci (and hence r̃ci )
is sensitive to the true error in its neighbors.

A. Observers’ Errors in Attack-Free Conditions

Since we are considering the possible presence of measure-
ment and process disturbances, the proposed strategy requires
the design of an appropriate threshold for the detection resid-
uals such that the alarm binary variable is triggered avoiding
false-alarms. The threshold can be obtained by considering
the received errors in attack-free conditions.

Before proceeding with the analysis, we assume the fol-
lowing in order to rule out the more complex situation where

two attackers in the same neighborhood may cooperate to
compensate each other.

Assumption 6: For any subsystem Si, there is only one
attacker in its neighborhood Ni. /

Assumption 6 is in place only for the sake of analyzing the
detectability property of the proposed scheme and it is not
needed in general: i.e. there might be cases where detection
is still possible with multiple attackers although the analysis
becomes more complex. From a practical point of view, if the
overall system is spread over a large area, it may be difficult
for an attacker to target vast sections of it, especially since
local control loops are targeted.

In order to simplify equations, we make use of the loga-
rithmic norm µ(M) of a matrix M . This approach is relevant
when deriving bounds as it can be shown that (see [41])

µ(M) = min{α : ‖eMt‖ ≤ eαt, t ≥ 0}.

Throughout this section, we will use the following inequality:

‖eMt‖ ≤ eµ(M)t. (23)

In the following result, we derive an upper bound for the
estimation error of the decentralized observer.

Proposition 4: In attack-free conditions, the norm of the
UIO error is bounded by a positive function ε̄di (t)

‖εdi (t)‖ ≤ ε̄di (t),

where

ε̄di (t) = hie
µ(Fi)t + ‖Hi‖v̄i −

‖Ti‖w̄i + ‖Ki‖v̄i
µ(Fi)

,

with hi
.
= ‖εdi (0)‖+ ‖Hi‖v̄i + ‖Ti‖w̄i+‖Ki‖v̄i

µ(Fi)
, and v̄i and w̄i

defined in Assumption 2. �

Proof: Along the lines of [30], we integrate (13), obtain-
ing

εdi (t) = eFit(εdi (0) +Hivi(0))−Hivi(t)+∫ t

0

eFi(t−s)[Tiwi(s)−Kivi(s)]ds,
(24)

which can be bounded as follows:

‖εdi (t)‖ ≤ eµ(Fi)t(‖εdi (0)‖+ ‖Hi‖v̄i) + ‖Hi‖v̄i

+ (‖Ti‖w̄i + ‖Ki‖v̄i)
∫ t

0

eµ(Fi)(t−s)ds

= eµ(Fi)t(‖εdi (0)‖+ ‖Hi‖v̄i)

+
‖Ti‖w̄i + ‖Ki‖v̄i

µ(Fi)

(
eµ(Fi)t − 1

)
+ ‖Hi‖v̄i

= hie
µ(Fi)t + ‖Hi‖v̄i −

‖Ti‖w̄i + ‖Ki‖v̄i
µ(Fi)

.

(25)

Remark 8: Derivation of (25) is correct only if µ(Fi) 6= 0.
Conditions in which this holds can be found in [41], however
they easily hold for Hurwitz matrices. /

In the following proposition, we derive a threshold for the
distributed detection residual rci .
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Proposition 5: In attack-free conditions, if µ(F ci ) < 0, the
received residual is bounded by

‖r̃ci ‖ ≤ r̄i(t)
.
= ‖Ci‖ε̄i(t) + v̄i,

where ε̄i
.
= ε̄z,i + ε̄w,i + ε̄k,i and

ε̄z,i(t) = ‖ε̃ci (0)‖eµ(F c
i )t (26)

ε̄w,i(t) = (w̄i + ‖Li‖v̄i)
eµ(F c

i )t − 1

µ(F ci )
(27)

ε̄k,i(t) =
∑
j∈Ni

‖Aij‖
[(
‖Hj‖v̄j −

‖Tj‖w̄j + ‖Kj‖v̄j
µ(Fj)

)
·e
µ(F c

i )t − 1

µ(F ci )
+ hj

eµ(Fj)t − eµ(F c
i )t

µ(Fj)− µ(F ci )

]
,

(28)

with F ci
.
= Ai − LiCi. If µ(Fj) = µ(F ci ) for some i, j, we

have instead

ε̄k,i(t) =
∑
j∈Ni

‖Aij‖
[(
‖Hj‖v̄j −

‖Tj‖w̄j + ‖Kj‖v̄j
µ(Fj)

)
·e
µ(F c

i )t − 1

µ(F ci )
+ hjte

µ(F c
i )t

]
.

(29)

�
Proof: By considering (23) and integrating (22), we

obtain

‖ε̃ci (t)‖ =

∥∥∥∥∥∥eF c
i tε̃ci (0) +

∑
j∈Ni

∫ t

0

eF
c
i (t−s)Aijε

d
j (s)ds

+

∫ t

0

eF
c
i (t−s)(wi(s)− Livi(s))ds

∥∥∥∥
≤ ‖ε̃ci (0)‖eµ(F c

i )t

+
∑
j∈Ni

‖Aij‖
∫ t

0

eµ(F c
i )(t−s)‖ε̄dj (s)‖ds

+ (w̄i + ‖Li‖v̄i)
eµ(F c

i )t − 1

µ(F ci )
.

(30)

We can recognize (26) and (27) as the first and third terms
of (30), respectively. After expanding ‖εdj (s)‖ as per Proposi-
tion 4, the solution of the second integral yields ε̄k,i in (28).
The thesis follows from norm properties. The special case (29)
is obtained by expanding ‖εdj (s)‖, which cancels the outer
exponential and leads to the integration of a constant.

Remark 9: The considerations made in Remark 8 also apply
to the computations in this theorem. In the limit case when
µ(Fj) ≈ µ(F ci ) for some i, j, it can be shown that

lim
µ(Fj)→µ(F c

i )

eµ(Fj)t − eµ(F c
i )t

µ(Fj)− µ(F ci )
= eµ(F c

i )t.

/

B. Detectability Analysis

In this section, we obtain some important results about
attack detectability and detection time with the proposed
distributed detection methodology. We consider a generic Si
and a single covert attack in one of its neighbors k ∈ Ni,
according to Assumption 6.

Theorem 2 (Detectability): A covert attack starting at time
Tai in Sk, k ∈ Ni, is detectable by Si if ∃t̄i > Tai such that∥∥∥∥∥

∫ t̄i

Tai

eF
c
i (t−τ)Aik

∫ τ

Tai

eFk(τ−s)αk(s)dsdτ

∥∥∥∥∥ > 2ε̄i, (31)

where αk(s) = (Ak − Fk)x̃k(s) +Bkηk(s). �
Proof: To consider the attack effect, we integrate (13) and

(14) before and after time Tai, respectively. This leads to

εdk(t) = eFktεdk(0)

+

∫ t

0

eFk(t−s)
(
Tkwk(s)−K(1)

k vk(s)−Hkv̇k(s)
)
ds

+

∫ t

Tai

eFk(t−s)αk(s)ds.

(32)

The first two terms consist in the attack-free error εdk which
corresponds to the received error ε̃dk in virtue of Proposition 2.
Also, notice that this error expression has been expanded in
(24) in Proposition 4. We can conveniently rewrite (32) as

εdk = ε̃dk + ε′dk ,

where ε′dk (t)
.
=
∫ t

0
eFk(t−s)αk(s)χ(s− Tai)ds, and by inte-

grating (22), we obtain

ε̃ci (t) = eF
c
i tε̃ci (0) +

∫ t

0

eF
c
i (t−s)(wi(s)− Livi(s))ds

+
∑
j∈Ni

∫ t

0

eF
c
i (t−s)Aijε

d
j (s)ds

+

∫ t

Tai

eF
c
i (t−τ)Aik

∫ τ

Tai

eFk(τ−s)αk(s)dsdτ,

(33)

where again the first three terms correspond to the attack-free
received error ε̃ci,af, and the last term is the attack contribution.
Let us denote for brevity this last term with ϕi,k.

By applying the inverse triangle inequality and the bounds
of Proposition 5, we obtain

ε̄i ≥ ‖ϕi,k + ε̃ci,af‖ ≥
∣∣‖ϕi,k‖ − ‖ε̃ci,af‖

∣∣
‖ϕi,k‖ ≤ ε̄i + ‖ε̃ci,af‖ ≤ 2ε̄i,

which holds ∀t. By negating this condition we finally obtain
(31).

Remark 10: In [35], it is pointed out that reachability
of the pair (F ci , Aik), is a necessary condition for attack
detectability. However, this condition is implied by (31). With
this, we remark the importance of interconnections on the
attack detectability properties.

Corollary 1: A covert attack starting at time Tai in Sk, k ∈
Ni, is detectable by Si if ∃t̄i > Tai such that∥∥∥∥∥Ci

∫ t̄

Tai

eF
c
i (t−τ)Aik

∫ τ

Tai

eFk(τ−s)αk(s)dsdτ

∥∥∥∥∥ > 2r̄i. (34)

�
Proof: Eq. (34) is obtained by definition of residuals in

(10) and (9) and by following the same steps of the proof of
Theorem 2. The last inverse triangle inequality is:

‖Ciϕi,k‖ ≤ r̄i + ‖Ciε̃ci,af + vi‖ ≤ 2r̄i.
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The thesis follows by negating the condition above.

Remark 11: Note that, in fact, Assumption 6 ensures that
the summation of integrals in (33) contains the attack signal
ηj only once. This is done only to avoid pathological cases
where a particularly resourceful attacker designs multiple
attacks such that their dynamic effect is mutually canceled
in the dynamics (22). Such a strategy, however, requires a
considerable amount of resources, non local model knowledge,
and timing. We stress that the analysis of the observer errors
under attack does not rely on such assumption, which is
effectively used when deriving bounds on (33). /

C. Component-Wise Bounds

Using the same arguments of Subsection IV-A, it is possible
to obtain component-wise bounds for the local residual vector
that lead to less conservative detection thresholds than the
one based on the norm. Unfortunately, considering entry-
wise absolute values does not allow to obtain closed-form
expression as those shown in the previous subsections. In
the following, we show the component-wise counterparts of
Propositions 4 and 5, and Corollary 1.

Lemma 2: In attack-free conditions, the UIO error is
bounded component-by-component by

|εdi (t)| ≤
∣∣eFit

∣∣ (|εdi (0)|+ |Hi|v̄i
)

+ |Hi|v̄i+

+

∫ t

0

∣∣∣eFi(t−s)
∣∣∣ ds (|Ti|w̄i + |Ki|v̄i) .

(35)

�

Proposition 6: In attack-free conditions, the received resid-
ual is bounded as follows:

|r̃ci (t)| ≤ r̄′i(t),

where

r̄′i(t) =
∣∣∣CieF c

i t
∣∣∣ |ε̃ci (0)|

+
∑
j∈Ni

∫ t

0

∣∣∣CieF c
i (t−s)

∣∣∣ |Aij ||εdj (s)|ds
+

∫ t

0

∣∣∣CieF c
i (t−s)

∣∣∣ ds(w̄i + |Li|v̄i) + v̄i.

(36)

�

Theorem 3 (Component-wise detectability): A covert attack
starting at time Ta in Sk, k ∈ Ni, is detectable from Si if for
at least one component l of r̃ci , ∃t̄i > Ta such that∣∣∣∣∣Ci

∫ t̄i

Ta

eF
c
i (t−τ)Aik

∫ τ

Ta

eFk(τ−s)αk(s)dsdτ

∣∣∣∣∣
[l]

> 2r̄′i[l](t).

(37)
�

Remark 12: Equations (34) and (37) provide an implicit
characterization of the attack signals ηi that are detected
surely. Conditions in Theorem 2 and 3 are only sufficient,
i.e. they only provide a guaranteed detection threshold, but
nothing can be said if such a threshold is not crossed. /

D. Settling Time

We complement the results on this section by briefly dis-
cussing the convergence properties of the obtained bounds.
The scalar bounds introduced in Subsection IV-A may be
quite conservative in the case when the state vector (or
disturbances) are not normalized, i.e. they have components
whose magnitudes are on different scales. On the other hand,
all the exponentials presented in this section are related to
transients in the state estimates, and not to transients in attack
detection. Since it is always true that for any vector x ∈ Rn

‖x‖ ≥ |x[i]|,∀i ∈ 1, . . . , n,

we can argue that if the residual norm has converged within a
certain tolerance level, then also each one of its components
has. Therefore, if the computation of (35)–(37) is problematic,
then the respective steady state values could be computed
offline and a constant threshold could be employed. If that
is the case, a lower bound T̄i on the convergence time of the
detection residuals is needed, in order to activate the detection
logic only afterwards. It is possible to use (26)–(28) to obtain
such lower bound for a given tolerance level δ̄i.

Proposition 7: Given δ̄i, ∀t > T̄i the vanishing part r̄zi (t)
of r̄i(t) is no greater than δ̄i, where

T̄i =
ln qi − ln δ̄i
|µ(F ci )|

,

with

qi =‖Ci‖
(
‖ε̃ci (0)‖+

(w̄i + ‖Li‖v̄i)
µ(F ci )

+
∑
j∈Ni

[
‖Aij‖
µ(F ci )

(
‖Hj‖v̄j −

‖Tj‖w̄j + ‖Kj‖v̄j
µ(Fj)

)
+

∣∣∣∣ hj
µ(Fj)− µ(F ci )

∣∣∣∣]) .
(38)

�
Proof: Eq. (38) can be obtained by grouping the exponen-

tial parts of (26) and (27), whereas for (28), we wish to remove
dependency from eµ(Fj)t. This can be done by considering

hj
eµ(Fj)t − eµ(F c

i )t

µ(Fj)− µ(F ci )
<

∣∣∣∣ hj
|µ(Fj)− µ(F ci )|

∣∣∣∣ eµ(F c
i )t.

Therefore, we can choose δ̄i and find a solution to:

r̄zi (t) < qie
µ(F c

i )t ≤ δ̄i,

which is satisfied for

t ≥ ln qi − ln δ̄i
|µ(F ci )|

,

where we have explicitly considered the fact that the logarith-
mic norm is negative for Hurwitz matrices.

V. SIMULATION RESULTS

In order to show the effectiveness of the proposed method-
ology, we address a covert attack scenario in the context
of the Power Network System benchmark proposed in [42].
To emphasize the independence of our detector from the
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Fig. 2. Interconnection diagram of the considered benchmark [42].

controller design, we use a pre-designed distributed model-
predictive controller from the PnPMPC toolbox [43], on top
of which we implement the proposed detection architecture.

The scheme of the considered interconnected system is
shown in Fig. 2, where each subsystem Σ[i] represents a
different power generation area interconnected through a tie-
line. Each distributed controller, accounting for desired input
and state constrains, is in charge of the Automatic Control
Generation layer in its respective zone, with the aim of keeping
the subsystem around its nominal values. We refer the reader
to [43] for further details on the system’s model, choice of pa-
rameters, and control algorithm. However, for the reader’s con-
venience, we recall that the power system is linearized around
its operating point, and therefore all quantities should be
regarded as deviations from a desired equilibrium. The state of
each subsystem is defined as x>i = [∆θi, ∆ωi, ∆Pmi , ∆Pvi ],
where ∆θi and ∆ωi are deviations of rotor’s angular dis-
placement and speed, ∆Pmi

is the deviation from the nominal
mechanical power, and ∆Pvi represents the deviation of the
steam valve position from its nominal value.

In the simulation scenario considered in this paper, we
refer to a regulation task, rather than the original set-point
tracking one, because in this way we can avoid discrepancies
between our problem formulation and the benchmark one,
which includes also exogenous load references. We do not lose
generality in doing this, as we still employ the same controller
to achieve a meaningful and realistic control objective. Fur-
thermore, only for the control task, we adopt the assumption
of fully accessible state, in order to guarantee its convergence
analytical properties. For the diagnosers, instead, we consider
a sensor channel with bounded disturbances.

The disturbances are random variables independently uni-
formly distributed in the following interval, for each compo-
nent in each subsystem Si:

wi[k], vi[k] ∈ [−10−4, 10−4], k ∈ [1, . . . , ni]. (39)

To design the detector, by solving the LMI presented in
Theorem 1 a set of stabilizing matrices Li is obtained. With
regards to the threshold, we opt for the bounds briefly pre-
sented in Subsection IV-C mainly because the state variables
of the subsystems differ by orders of magnitude, thus the norm
bounds may not be particularly sensitive to deviations in some
of the smaller components.

We simulate the system for a total time span of 40 s. At
Ta4 = 20 s, a malicious agent covertly attacks Subsystem

Fig. 3. Attack signal injected by the attacker in S4.

Fig. 4. Received errors of local (decentralized) estimators in each Si. There
is no noticeable change in the trends before and after the attack.

S4 and tries to force a deviation on ∆Pm4
. The attack

reference signal is designed such that this deviation amounts
approximately to 0.6 p.u. (per unit):

ρ4(t) = 0.6χ(t− Ta4).

We consider the case where the attacker’s objective is to
introduce some form of deviation from a desired state, rather
than controlling it along a certain trajectory or set point.

The attacker implements a purely algebraic controller C̃i
with KC4 = [0.9045, 6.1340, 0.2579, 0.1241]. This results in
the attack signal η4 depicted in Figure 3.

First of all, we show that indeed the attack is covert for
local estimators. In particular, in Fig. 4 we plot the errors
received by each subsystem: as expected from (15), they do
not show any visible trace of the attack, hence they cannot be
used for the purpose of detection. This justifies the use of the
architecture presented in the paper.

The results of the simulation are shown in Fig. 5. As
presented in the previous sections, the residual signal r̃ci
(r̃i for brevity in the figures) is sensitive to attacks in the
neighborhood of its corresponding subsystem. This is evident
from Fig. 5c (the only neighbor of Subsystem 4, according
to the layout in Fig. 2), where we see the threshold being
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(a) Subsystem 1 (b) Subsystem 2

(c) Subsystem 3 (d) Subsystem 4

Fig. 5. Simulation results for the considered benchmark. In each plot, the 4 components of the subsystems states are drawn . The residual signal, the detection
bounds, and the alarm signals ai are marked in orange, blue, and magenta, respectively.

trespassed for the second component of the state at approxi-
mately t = 26 s, where the signal a3 is triggered. According
to the detection strategy summarized in Subsection II-B, the
detector broadcasts this signal to S2 and S4. Since S2, receives
{a1 = 0, a3 = 1} the local decision of being under attack is
not made. Conversely, S4 receives {a3 = 1} from its only
neighbor, and therefore it decides to be under attack.

Since the considered system is weakly coupled
(‖Aij‖ ≈ 10−1) and the state variables are in the per
unit system, the influence of ε̃d4 on r̃c3 is small (e.g. ∼ 4 ·10−3

for the second state component in Fig. 5c). As a result,
this specific system with the proposed detection architecture
cannot tolerate high levels of disturbances in order to
maintain acceptable effectiveness. We note, however, that the
bounds (39) are within the same order as or larger than those
used in other instances of the considered benchmark [44].

Furthermore, since the state components are in the per unit
system, (39) have to be considered relative to the equipment’s
rated values and not in absolute terms.

VI. CONCLUDING REMARKS

In this paper, we propose a distributed method for the
detection of covert attacks in interconnected large-scale LTI
systems subject to bounded disturbances. We design a novel
local detection scheme based on pairs of decentralized and
distributed observers, in order to reveal local covert attacks. A
rigorous analysis is provided dealing with estimation errors,
detectability conditions, and detection-time upper bounds and
extensive simulation results are given using a widely used
Power Systems Benchmark.

Future research efforts will be devoted to considering co-
operating attackers, the effects of imperfect model knowledge,
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the generalization to the case of distributed nonlinear systems,
and resilient control.
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APPENDIX

Proof of Proposition 2

Proof: To prove the proposition, note that the actual
subsystem is driven by the control input ũi, whereas the
observer estimates are computed using ui and ỹi. For the sake
of notation simplicity, we omit in the following subscript i.

ε̇d = ẋ− ˙̂xd = ẋ− ż −H ˙̃y = Ax+B(u+ η) + Ξx + w

− [Fz + TBu+K(y − γ) +H(Cẋ+ v̇ − C ˙̃x)]

= Ax+B(u+ η) + Ξx + w − [Fz + TBu+K(y − γ)

+HC(Ax+B(u+ η) + Ξx + w −Ax̃−Bη)

+Hv̇]

= Āεd + (I −HC − T )Bu+ (I −HC)(Ξx + w)

+HCAx̃+Bη − Fz + Ā(z +H(y − γ))

−K(y − γ)−Hv̇
= (Ā−K(1)C)εd + (I −HC − T )Bu+ (I −HC)Ξx

+ (I −HC)w +HCAx̃+Bη + (Ā− F )z

+ (ĀH −K)(y − γ)−Hv̇
+K(1)[y − v − C(z +H(y − γ))]

= (Ā−K(1)C)εd + [I −HC − T ]Bu+ (I −HC)Ξx

+ [(Ā−K(1)C)− F ]z + (I −HC)w

+HCAx̃+Bη − [(Ā−K(1)C)H −K]γ

+ [(Ā−K(1)C)H −K(2)]y −K(1)v −Hv̇,

where we defined Ā = A − HCA. If conditions (12) hold,
(14) is obtained. To prove (15), the same steps above can
be repeated using (10). Finally, since the error dynamics
under attack (15) is the same as the attack-free case (13), we
conclude that the attack is covert.
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