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Motor Cortex Inputs at the Optimum Phase of Beta Cortical
Oscillations Undergo More Rapid and Less Variable
Corticospinal Propagation
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Brain oscillations involve rhythmic fluctuations of neuronal excitability and may play a crucial role in neural communication. The human
corticomuscular system is characterized by beta activity and is readily probed by transcranial magnetic stimulation (TMS). TMS inputs
arriving at the excitable phase of beta oscillations in the motor cortex are known to lead to muscle responses of greater amplitude. Here
we explore two other possible manifestations of rhythmic excitability in the beta band; windows of reduced response variability and
shortened latency. We delivered single-pulse TMS to the motor cortex of healthy human volunteers (10 females and 7 males) during
electroencephalography recordings made at rest. TMS delivered at a particular phase of the beta oscillation benefited from not only
stronger, but also less variable and more rapid transmission, as evidenced by the greater amplitude, lower coefficient of variation, and
shorter latency of motor evoked potentials. Thus, inputs aligned to the optimal phase of the beta EEG in the motor cortex enjoy trans-
mission amplitude gain, but may also benefit from less variability and shortened latencies at subsequent synapses. Neuronal phase may
therefore impact corticospinal communication.
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Introduction
Oscillations are a ubiquitous phenomenon in the brain and the
rhythmic fluctuations in neuronal excitability that they entail

may impact on neural communication (Buzsáki and Draguhn,
2004). The motor cortex is one area in the brain where these
effects can readily be explored in the human by noninvasively
recording electroencephalographic activity (EEG) and probing
excitability with transcranial magnetic stimulation (TMS). This
brain area has two principal oscillatory modes of synchronized
activity which peak in the alpha (also termed mu) and beta fre-
quency bands (Pfurtscheller et al., 1997). Do these oscillations
shape neuronal output in the human motor cortex and if so how?
Oscillations in neuronal networks help promote synchronization
between spikes and hence postsynaptic efficacy through the pro-
vision of rhythmic windows of increased neuronal depolarization
and excitability (Fries, 2005, 2015). Perhaps the most obvious
impact of oscillations in the motor cortex should then be on
output amplitude, as indexed by the muscle evoked potential
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Significance Statement

Brain oscillations involve rhythmic fluctuations of neuronal excitability. Therefore, motor responses to transcranial magnetic stimula-
tion are larger when a cortical input arrives at a particular phase of the beta activity in the motor cortex. Here, we demonstrate that inputs
to corticospinal neurons which coincide with windows of higher excitability also benefit from more rapid and less variable corticospinal
transmission. This shortening of latency and increased reproducibility may confer additional advantage to inputs at specific phases.
Moreover, these benefits are conserved despite appreciable corticospinal conduction delays.

The Journal of Neuroscience, January 8, 2020 • 40(2):369 –381 • 369

mailto:peter.brown@ndcn.ox.ac.uk
https://creativecommons.org/licenses/by/4.0


(MEP) in response to TMS. This should vary in tandem with the
phase of each wave of the alpha or beta oscillation at the point of
stimulation. The evidence for this in the alpha band is mixed
(Mitchell et al., 2007; Keil et al., 2014; Berger et al., 2014; Schulz et
al., 2014; Iscan et al., 2016; Madsen et al., 2019; Schaworonkow et
al., 2019), suggesting perhaps that alpha activity recorded over
the motor cortex does not involve major entrainment of the py-
ramidal neurons projecting to the spinal cord. In contrast, beta
activity in the motor cortex does involve pyramidal neurons, as
evidenced by corticomuscular coherence (Conway et al., 1995;
Kristeva et al., 2007), and TMS inputs locked to the excitable
phase of beta oscillations in the contralateral motor cortex or to
specific phases of coherent oscillations in the electromyographic
activity lead to motor evoked potentials of greater amplitude (van
Elswijk et al., 2010; Keil et al., 2014; Khademi et al., 2018).

But is an increased strength of transmission the only advan-
tage conferred upon inputs arriving at the excitable phase of cor-
tical beta oscillations? At least in theory such inputs might also
benefit from a shorter delay to discharge of already depolarized
(but subthreshold) postsynaptic neurons. And as relative depo-
larization is synchronized across the neural population, this
might also result in a more consistent output amplitude across
trials. Evidence for both these effects exists for visually induced
gamma band oscillations in cat and nonhuman primate visual
cortical areas (Fries et al., 2001; Womelsdorf et al., 2007; Wom-
elsdorf et al., 2012; Besserve et al., 2015; Ni et al., 2016; Rohenkohl
et al., 2018). Here we test whether similar effects favoring trans-
mission through shorter latency and greater reproducibility
can be seen with regard to beta oscillations in the human
motor system.

Materials and Methods
Participants
Seventeen healthy volunteers gave their written informed consent to
participate in the study (10 females, age range 19 –58 years, mean age
35.3 � 13 years). The study was approved by the local Research Ethics
Committee (Med IDREC Ref: R55269/RE001) and performed in accor-
dance with the Declaration of Helsinki. None of the participants had any
contraindications to transcranial magnetic stimulation (TMS) or history
of neurological illness. There was strict adherence to the international
safety guidelines for TMS (Rossi et al., 2009). All participants were right-
handed according to the Edinburgh Handedness Inventory (Oldfield,
1971). The study consisted of two experiments performed in two separate
sessions combining EEG recordings and TMS at rest. Fifteen volunteers
participated in the first session and seven in the second session recorded
10 months later. Five participants participated in both sessions. The sec-
ond session was specifically designed based on the results of the first
session, to confirm and further characterize our results with a larger
number of trials, a better time resolution and an optimized experimental
protocol (see Results).

Data acquisition
Session 1. EEG signals were recorded through an EEG cap from 19 elec-
trodes placed on a subset of the 10/20 system with an increased resolution
over the region of the primary motor cortex (C3 electrode; see Fig. 1A).
The ground Ag/AgCl electrode was placed on the left forearm. EEG data
were amplified, acquired at a sampling rate of 2048 Hz and common
referenced using a 32-channel TMSi-Porti amplifier and its respective
software (TMS International). The same amplifier was used to record
surface electromyographic (EMG) activity through Ag/AgCl electrodes
placed bipolarly on the muscle belly of the right first dorsal interosseus
(rFDI) and the first phalanx of the index finger. EMG signals were sam-
pled at 2048 Hz and bandpass filtered between 8 and 375 Hz.

Session 2. EEG and EMG signals were acquired at a high sampling rate
of 20 kHz using a D360 amplifier (Digitimer) in combination with a 1401

A/D converter (Cambridge Electronic Design). The ground Ag/AgCl
electrode was placed on the left forearm. EEG signals were recoded from
Cz, C3, CP3, and CPz referenced to the average of the two mastoids (M1
and M2). EMG signals were recorded with the same amplifier from only
the rFDI. Four active electrodes were placed on the muscle belly and
referenced to the electrode placed on the first phalanx of the index finger
(see Fig. 1B). EMG signals were band-pass filtered between 10 Hz and 10
kHz.

Paradigm
In both sessions participants were seated with their right hand rested,
palm down on a table beside them. All the recordings were made at rest,
with participants instructed to fix their gaze on a fixation point. TMS was
performed using a MAGSTIM 200 device (Magstim) and a standard
figure-of-eight 70 mm coil delivering a monophasic magnetic pulse. The
coil was held tangential to the scalp and angled 45° angle from the sagittal
midline to elicit a posterolateral-anteromedial current flow (see Fig. 1).
The optimal TMS site to elicit MEPs from the rFDI (“hotspot”) was
determined over the left primary motor cortex M1 and hotspot location
was marked over a swimming cap placed on top of the EEG cap, to ensure
constant coil positioning throughout the experiment. The resting motor
threshold (RMT) intensity was determined according to international
guidelines as the stimulator’s output able to elicit reproducible MEPs of
at least 50 uV peak-to-peak amplitude in at least 5 of 10 consecutive
stimulations (Rossini et al., 2015). Single-pulse stimulation was then set
at an intensity of 120% RMT for all but one block.

The first session consisted of four blocks, in which single pulse stimu-
lations were applied in a random order with an intertrial interval (ITI)
between 7 and 8 s to give a total of 36 trials. Note that only 12 single pulse
stimulations were delivered in each block as paired-pulse stimulations,
not analyzed in the present study, were interspersed in the remaining
trials.

The second session consisted of three blocks of 50 single-pulse stimu-
lations specifically delivered at a time of high beta power with an intensity
of 120% RMT. To this end, the EEG activity of one preselected electrode
(see below) was filtered around the beta peak, rectified and smoothed
online using a moving average filter of 200 ms. After 2 min of rest record-
ings, a threshold was defined to trigger the stimulation with this thresh-
old corresponding to �75 th percentile of the signal amplitude. An ITI of
7 � 1.5 s was set before the start of a new screening window. For three
participants of the second session, additional single-pulse stimulations
were delivered at RMT in a fourth block of 50 trials (see Fig. 1B).

EMG and EEG preprocessing
EMG preprocessing. MEPs were recorded from the rFDI. For the second
session the EMG electrode with the largest averaged MEP amplitude was
selected for analysis. Each trial was visually inspected and those showing
pre-TMS EMG activation were rejected. Peak-to-peak MEP amplitudes
and onset latencies were measured in a semiautomatic manner by using a
customized script in Spike2 (version 7.12b; Cambridge Electronic De-
sign). MEP latencies corresponded to the time point at which rectified
EMG signals exceeded an amplitude threshold defined as the average 100
ms pre-stimulus EMG activity across all trials plus two SDs (Hamada et
al., 2013).

EEG preprocessing. All EEG data preprocessing was performed offline
using MATLAB (The MathWorks) and the open-source Fieldtrip tool-
box (Oostenveld et al., 2011). EEG recordings were one-pass filtered
between 1 and 100 Hz with a forward filter only, to avoid any contami-
nation of the pre-TMS window by the TMS pulse or the post-TMS win-
dow. Artifact trials were rejected based on visual inspection. One EEG
electrode was selected for each participant based on the reactivity of beta
oscillations to movement determined in a short session preceding the
EEG-TMS recordings (not analyzed here) in which they performed a
cued isometric force production task with their right index finger. The
electrode with the largest average movement-related power change in
the whole beta band (13–35 Hz), i.e., the largest difference between the
trough of the event-related desynchronization (ERD) during movement
and the peak postmovement synchronization (ERS), was then selected
for further analysis. The selection included C3, CP3, C1 and C5 in 9, 6, 1
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and 1 participants respectively. Note that for the five participants per-
forming the two sessions, the same electrode was kept for both sessions.
After both EEG and EMG artifact rejection, on average 44.5 � 1.2 trials
for each participant were included in session 1, 121 � 13 in session 2
(blocks 1–3), and 42 � 2.5 in the additional RMT block in session 2.

EEG phase estimation
The phase of the pre-TMS EEG signal was estimated at the selected elec-
trode (see above) for all frequencies between 5 and 75 Hz in steps of 1 Hz
following a similar approach as van Elswijk et al. (2010). For each fre-
quency, an epoch with a length of 2 cycles ending prior the TMS pulse was
defined. The epochs were then multiplied by a Hanning taper and Fou-
rier transformed to determine the phase at the respective frequency,
which resulted in 70 phase estimations for each single trial. As our sub-
jects were at rest, we were unable to define the pre-TMS phase in the
EMG, as performed by van Elswijk et al. (2010).

Relationship between pre-TMS EEG beta phase and
MEP parameters
For each EEG frequency separately, trials were binned according to their
pre-TMS EEG phase. To this end, seven (or nine for the session 2) over-
lapping bins with equally spaced centers were defined from �� to �.
Each trial with a phase included between the bin edges was assigned to
that bin. Note that, a single trial may be assigned to more than one bin
due to the overlap between them. Single trial MEP amplitudes and laten-
cies were normalized for each participant (z-score) before the binning
procedure and then averaged across trials for each bin. The strength of
the MEP phase-dependent modulation was quantified at each frequency
by estimating the difference between the minimum and maximum of a
fitted sine function (see below). The average strength of modulation
across participants was then statistically compared with a surrogate ob-
tained by shuffling the strength of modulation across frequencies 2000
times for each participant. Cluster-based permutation tests were used to
correct for multiple comparisons.

Group data suggested phase-dependency was confined to the beta
band (see Fig. 2C) and based on this, and previous findings (van Elswijk
et al., 2010; Khademi et al., 2018), detailed examination of the phase-
dependent modulation of MEPs was focused on the beta band (from 13
to 35 Hz). To test for a dependency of MEP features on the pre-TMS EEG
phase, the following approach was taken. First, circular-linear correla-
tions were tested at each frequency between the normalized MEP ampli-
tude or latency and the pre-TMS EEG beta phase with the cirr_corrcl
function of the CircStat MATLAB toolbox (Berens, 2009). The sine wave
shaped relationship was further tested by fitting a sine function to the
phase-dependent modulation at each frequency.

Second, one phase-specific frequency ( fp) was selected for each par-
ticipant in the beta band. The individual fp was defined as the frequency
with the largest MEP amplitude modulation, i.e., the largest difference
between the minimum and maximum of the fitted sine function. Based
on the observation that phase dependency was also observed at bordering
frequency bins to fp (supported by the diagonal shift of maximal MEP
amplitudes seen in Fig. 2A) the modulation at each phase was estimated
as the average of the normalized MEP amplitude across a 3 Hz frequency
band centered on fp. To be able to average at a constant time across the
three 1 Hz bins comprising the 3 Hz band, modulations were normalized
to the center fp frequency, by correcting the phase estimates of the upper
and lower 1 Hz band for the period difference with the central band.
Finally, to average across participants, the phase bins with the largest
MEP amplitude were realigned to 0° phase for each participant. In addi-
tion, the trial-by-trial variability of MEPs was assessed within each bin by
the coefficient of variation (CV) defined as the ratio between the SD of
the MEP parameter in the bin and its mean.

For session 1, phase modulations were further investigated in trials
with elevated pre-TMS beta power. To this end trials were median split
according to the beta power in a 200 ms window preceding the TMS
pulse.

Distribution of MEP latencies and components
To look at their distribution, MEP latencies of session 2 were mean
corrected for each participant by subtracting the mean MEP latency of all

trials from single MEP latencies. The width of the bins was fixed to 0.2 ms
for all distributions. The probability densities were estimated based on a
normal kernel function and evaluated at equally spaced points. The peaks
were defined as the maximum of the probability density estimates.

MEP subcomponents were identified as follows. First EMG responses
were epoched into a time-window extending from 5 ms before the MEP
onset to the time point when the undifferentiated, raw EMG signal re-
versed polarity (see Fig. 6A, black line). Thus the duration of epochs
varied across trials and participants (averaged duration: 10.1 ms � 0.3
ms) with a minimum of 8.8 ms � 0.35 ms. Second, EMG was differenti-
ated and local peaks identified when the differentiated signal exceeded a
threshold equivalent to the mean baseline differentiated EMG activity
plus 3 SDs. The baseline EMG activity was the averaged differentiated
EMG signal recorded from 5 ms after the TMS pulse to 5 ms before the
MEP onset (i.e., to the start of the epoched MEP responses). Local peaks
had to be separated by a minimum interval of 0.25 ms (5 data points) to
be considered separate. Once identified the timing of the local peaks in
each trial was realigned to the time of the averaged MEP peak for each
participant. The probability distribution of timings was then found for all
participants (see Fig. 6B) and the optimal Gaussian mixture fit deter-
mined by comparing the AIC of the fits for one to five components.

Model
We formulated a model of the corticospinal pathway to describe how
presynaptic activation of corticospinal cells in response to TMS results in
multiple EPSPs that propagate along the corticospinal tract and result in
a MEP. The model comprises a three-layer hierarchical spiking network
with the architecture illustrated in Figure 7A. The three layers correspond
to populations of 24 excitatory corticospinal neurons; 20 excitatory alpha
motor neurons; and one muscle. We model the spatiotemporal summa-
tion of TMS evoked activity in the cortex along the pathway using cou-
pled leaky integrate and fire neurons.

Each cortical neuron produces a train of spikes at times when the
membrane voltage exceeds a firing threshold. The firing threshold was set
by determining an upper bound on the probability of firing a spike with
each TMS impulse and was set at 80% success to match the empirical
observations. A refractory period of 2 ms was set to restrict maximum
spike rates of individual units (Maier et al., 2013). Target neurons in the
layer below were chosen at random such that each corticospinal neuron
projected to four target alpha motor neurons; and all alpha motor neu-
rons fed forward to the muscle.

At each receiving neuron, spike trains were spatially summated across
the source neurons to form the total presynaptic input. This summated
input s(t), was convolved with a postsynaptic response kernel �(t), to
convert from a point process of spikes to a continuous process describing
the postsynaptic membrane voltage of the target neuron:

vpost�t� � s�t� � ��t�

The postsynaptic kernel describing the EPSP was described by a biexpo-
nential function with two-time constants �1 and �2 describing a fast rise
and slow decay of the membrane voltage in response to a synaptic input:

��t� � e�t/�1 � e�t/�2

To simulate noise related variability of the EPSPs, we introduced a jitter
to the summated presynaptic spike train such that the amplitude of the
resulting EPSPs were normally distributed with a SD of 10% of the mean
amplitude. Additionally, the corticospinal neuron population received a
synchronized, subthreshold, periodic membrane depolarization at the
beta frequency (see Fig. 7). The evolution of this process was first de-
scribed in the frequency domain using a Lorentzian frequency spectrum
with center frequency �0, full width at half maximum �, and random
phase 	:

L��� �
1

��� �2

�� � �0�
2 
 �2� ei	

where the phase is uniformly distributed around the unit circle. We set a
center frequency and full width at half maximum at 20 Hz and 0.5,
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respectively. The background beta depolarization in the time domain is
then formed by the inverse Fourier transform:

vbeta�t� �
1

2��
��

��

L���ei�td�

Finally, the effect of the TMS pulse upon corticospinal neurons was
simulated with three EPSPs separated by 2 ms, and modeled as probabi-
listic events with amplitudes I1, I2, and I3 chosen such that I1 	 I2 	 I3,
and an associated probability of the cortical neurons being in receipt of
the wave chosen such that p(I1) 	 p(I2) 	 p(I3). Thus, these EPSPs were
modeled such that they might lead to the I waves typically recorded
experimentally from the cervical cord (Di Lazzaro et al., 2018). The re-
sulting TMS evoked EPSP at the cortical neuron � IN, assumed to arise
due to trans-synaptic input from TMS excitable interneurons, was again
made by convolving a pair of spikes (s TMS) with a synaptic kernel (� CSN)
for the corticospinal population:

vIN�t� � STMS � �CSN�t�

Thus, the total input to an individual CSN (at the first level of the net-
work) is equal to:

vCSN�t� � vIN 
 vbeta

The input to the individual alpha motor neurons is equal to:

vAMN�t� � SCSN�t� � �AMN�t�

And finally, the potential evoked at the muscle endplate is given by the
following:

vMEP�t� � SAMN�t� � �MEP�t�

Statistics
Statistical analyses were performed using the free software R and custom-
written MATLAB routines. Mean z-scored MEP amplitudes or latencies
at the optimal phase were tested against surrogate data by means of
paired t tests, after examination of the normality assumption. Surrogate
data were obtained by shuffling the original data across phase bins and
realigning the peaks of individual shuffled amplitude-phase profiles to
zero radians. This was repeated 1000 times before averaging to give mean
shuffled data for each subject. These were then averaged across partici-
pants. CVs of MEP amplitude were compared with similarly treated
surrogate data and also between phase bins with repeated-measures
ANOVA. Huyn-Feldt correction was applied whenever appropriate. The
overlap of the beta frequencies selected for their phase-modulation of
MEP amplitude and latencies (fp) was compared with a paired signed
rank test (Wilcoxon test) to a surrogate obtained by shuffling the fp 1000
times. Finally, the distributions of MEP onset latencies at the optimal and
nonoptimal phases were compared by a two-sample Kolmogorov–Smir-
nov test.

The probability distribution of timings for the optimal and nonopti-
mal phases (see Fig. 6B) were compared by testing, at each time point,
whether the original difference is higher than what would be observed by
chance. To this end, a distribution “by chance” was estimated by shuf-
fling the original data 1000 time. Then, at each time point, a z test was
applied to test whether the original difference came from the same dis-
tribution. Finally, cluster-based permutation tests were used to correct
for the multiple comparisons along the time axis.

Results
Response size and variability depend on EEG phase in the
beta band
Before testing our hypothesis that inputs arriving at the excitable
phase of cortical oscillations receive a latency advantage in the
corticospinal system, we first confirmed the phase-dependency of
MEP amplitude (van Elswijk et al., 2010; Keil et al., 2014; Kha-
demi et al., 2018). To this end, MEPs acquired at rest during
single pulse TMS (Fig. 1A) were analyzed as follows. First, single-

trial MEP amplitudes were normalized (z-score) for each partic-
ipant to the mean MEP amplitude evoked by all single pulse
stimulations in that participant. Second, the trials were sorted for
each 1 Hz frequency increment in the beta-frequency band from
13 to 35 Hz according to the EEG phase immediately preceding
the TMS pulse and MEP amplitudes averaged across trials. Phase
was divided into seven equal bins. The variation of MEP ampli-
tude with phase is shown across the beta frequency range as color
scaling for an example participant in Figure 2A. The diagonal
shift of maximal MEP amplitudes with ascending frequency was
common across participants, as can be seen from the group av-
erage (Fig. 2B). This linear shift in phase is due to excitabilities
aligning at a constant time lag across frequencies and in of itself
suggests a dependency of MEP amplitude on phase across fre-
quencies within individual subjects. The dependency of MEP am-
plitude on pre-TMS EEG phase was further tested by circular
linear correlations at each frequency of the beta range. For each
participant at least one frequency with a significant correlation
was found in the beta-band, with on average 4.6 � 0.9 frequencies
per participant. Given this relatively high incidence of circular
linear correlation, we tested the specificity of the phase-
dependent modulation in the beta band by considering frequen-
cies from 5 to 75 Hz. For each participant and frequency the
strength of MEP amplitude modulation was quantified by fitting
a sine function and taking the difference between the maximum
and minimum of the fitted function. The result was compared
with a surrogate distribution obtained by shuffling the data
across frequencies 2000 times for each participant (Fig. 2C). A
cluster-based permutation test demonstrated that the MEP am-
plitude of the original data was significantly higher in the beta-
band frequency range, from 25 to 28 Hz. Based on these results
only the beta frequency range was considered for further analysis.

The peak phase-modulated beta frequency ( fp) was thereafter
defined as the beta frequency with the highest strength of modu-
lation and the modulation at each phase was estimated from the
average of the normalized MEP amplitude across a 3 Hz fre-
quency band centered on fp in each participant (Fig. 2D, same
participant as Fig. 2A). The average fp was 25 � 2 Hz across
participants. Note that although similar patterns of phase depen-
dency were observed for all participants with a sine wave shaped
relation and only one peak of excitability per cycle, peaks could
occur at different beta phases among participants due to the in-
dividualized selection of fp. Thus, as the phase of peak modula-
tion depended on fp, only weak modulation was observed at the
group level (Fig. 2E). To circumvent this confound, the peaks of
individual amplitude-phase profiles in subject averaged data
were realigned to zero radians before averaging across partici-
pants (Ph0; Fig. 2F, black line). Such a realignment would create
artificially a positive modulation at the optimal phase, even for
data that are pure noise. Thus, MEP amplitudes were tested
against surrogate data (data shuffled 1000 times, see methods)
that includes the modulation created by the peak realignment
procedure. Statistical results revealed a significantly stronger
modulation of MEP amplitude at the optimal phase Ph0 (t(14) 

3.33, p 
 0.005). This result is consistent with the communica-
tion by coherence theory, in which postsynaptic effects are
thought to be greater when an input arrives at the phase in the
oscillation of the target neuronal population that corresponds to
a maximum depolarization. Notably, not only was this postsyn-
aptic effect greater at this phase it was also less variable from trial
to trial. Thus a significant modulation of the CV of MEP ampli-
tude was found across phase bins (F(6,14) 
 3.98, p 
 0.007) with
a minimum at the optimal Ph0 phase (Fig. 2G, comparison to
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surrogate t(14) 
 2.38, p 
 0.03). This modulation of CV with
phase illustrates that MEP amplitudes are less variable from trial
to trial when the TMS pulse is delivered at the optimal phase, even
when allowing for the phase realignment of individual amplitude
peaks and provides further evidence that such realignment is
physiologically meaningful. Finally, the phase-dependency of
MEP amplitude by cortical beta phase was increased when trials
were median split by pre-TMS EEG beta power and the higher-
power trials considered (Fig. 2H, paired t test high EEG beta
power trials against surrogates t(14) 
 2.24 p 
 0.04 and against all
trials, t(14) 
 2.79 p 
 0.04).

MEP latency depends on EEG phase in the beta band
Having established that a single TMS pulse at the optimal phase
of beta cortical activity leads to a stronger and more consistent
corticospinal output we proceeded to test our core hypothesis
that inputs at the optimal phase for amplitude modulation will
also lead to postsynaptic activations at shorter latency. In a later
section we exclude changes in MEP amplitude as an explanation
for changes in MEP latency in our paradigm, but we begin by
reporting the main findings. The procedures described above for
MEP amplitudes were repeated for MEP latencies and revealed a

similar pattern with a diagonal shift of MEP latencies with as-
cending frequency (see Fig. 3A for same subject as Fig. 2A; see Fig.
3B for group average data). This suggests a dependency of MEP
latency on phase across frequencies within individual subjects. In
each participant, at least one beta frequency showed a significant
circular-linear correlation between MEP latencies and the pre-
TMS EEG phase indicating phase-dependency (on average 4.9 �
0.6 frequencies per participant; Fig. 3C). For each participant, the
modulations of MEP amplitude and latency tended to occur at
overlapping beta frequencies more than predicted by chance ( fp
shuffled 1000 times, paired sign-rank test, W 
 �86, p 
 0.012;
Fig. 3C). For further analyses only the beta frequency with the
highest MEP amplitude modulation was considered ( fp) and la-
tency modulation was analyzed following the exact same proce-
dure as for MEP amplitude.

Figure 3D shows MEP latency as a function of the beta phase at
which the TMS pulse was applied for the same participant as
shown in Figures 2, A and B, and 3A. The modulation of MEP
amplitudes is also shown again for convenience. Both amplitude
and latency present a sinusoidal profile with pre-TMS EEG phase
predominantly in antiphase. The same pattern was evident in the
unaligned group average although not significant (Fig. 3E). As

A B

Figure 1. Setup and protocol. A, In the first session, EEG was recorded from 19 electrodes and EMG from the rFDI. Single TMS pulses were randomly triggered with an ITI of at least 7 s. B, In the
second session, EEG was recorded from four electrodes and referenced to the average of the two mastoids (M1 and M2). EMG was recorded from the rFDI via four electrodes all referenced to the same
electrode (Ref. electrode). Single TMS pulses were triggered by high beta activity and delivered at an intensity of 120% RMT in the three first blocks. For three participants, one block was added with
single pulses delivered at RMT intensity.
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before, the peaks of MEP amplitude modulations were realigned
to zero (Ph0), and the same phase shifts applied to the corre-
sponding latencies, before averaging. In contrast to the MEP am-
plitude, no significant modulation of MEP latency was observed
at the optimal phase when compared with surrogate data (t(14) 

�0.5, p 
 0.6; Fig. 3F) and no significant effect was observed for
the variability of MEP latency (F(6,14) 
 1.12, p 
 0.36). The latter
might be explained by the fact that MEP latencies are typically
more stable within individuals than MEP amplitudes (Kiers et al.,
1993). In line with this, the average CV of MEP amplitudes was
54 � 3% across participants compared with 8 � 6% for MEP
latencies. Motivated by the previous findings, the MEP latency
modulation was also studied in trials with elevated EEG beta
power immediately before TMS. As illustrated in Figure 3G, this
lead to an antiphase modulation of MEP features that is even
more marked than when all trials were considered together (t(14)


 �2.8, p 
 0.014), with, importantly, a significant shortening in
latency at Ph0 when compared with surrogate data (t(14) 


�2.73, p 
 0.016). These results confirmed the antiphase relation
between the two MEP parameters, with the phase associated with
the highest increase in MEP amplitude also associated with sig-
nificantly shorter latency MEPs across participants when consid-
ering median split trials with high EEG beta power. The results
also highlight the importance of the pre-TMS beta power, which
when elevated allows a more dependable estimation of the EEG
phase and suggests greater oscillatory synchronization at the cor-
tical level.

To corroborate and further characterize the phase depen-
dency of MEP latency we ran a second experiment. This had a
larger number of trials and a higher temporal resolution, and we
now specifically delivered single TMS pulses at a time of high beta
power to optimize phase-dependency (Fig. 1B). The analysis was
the same as above, except that the larger number of trials allowed
us to increase the resolution of phase estimates by using nine
phase bins instead of seven. As before, there was a diagonal shift
of maximal MEP amplitudes and latencies with ascending fre-

B CA

E FD

HG

Figure 2. Phase-dependent modulation of MEP amplitude. A, B, MEP amplitude as a function of the pre-TMS EEG phase across the beta band in one participant (A) and the group (B). Frequencies
showing a significant circular-linear correlation between MEP amplitude and pre-TMS beta phase are encased in black. C, Strength of MEP amplitude modulation across participants for all
frequencies from 5 to 75 Hz. Cluster-based permutation test revealed a higher modulation of MEP amplitude from 25 to 28 Hz (denoted by asterisk) compared with surrogate. D, Phase-dependent
modulation of MEP amplitude for the same participant as in A in a 3 Hz frequency band centered around fp. E, Phase-dependent modulation of MEP amplitude averaged across all participants. F,
Average of MEP amplitude modulation aligned to each respective optimal phase Ph0 and compared with a surrogate (dashed). Paired t tests at Ph0: *p � 0.05. G, CV of MEP amplitude across phase
bins when the optimal phases of each participant are aligned. Repeated-measures ANOVA (F(6,14) 
 3.98, p 
 0.0015). Paired t test for comparison with surrogate: *p � 0.05. H, Phase-dependent
modulation of MEP amplitude when beta pre-TMS beta power is high (median split of all trials) compared with surrogate data or the modulation previously observed at Ph0 when all trials were
considered. Paired t tests at Ph0, *p � 0.05.
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quency common to all participants (Fig. 4A). Again, there was a
significant increase in MEP amplitude at the optimal phase, Ph0,
accompanied by a significant decrease in MEP latency compared
with surrogate data (Fig. 4B, t(6) 
 2.5, p 
 0.04, and t(6) 
 �2.7,
p 
 0.036, respectively). The phase-dependent reduction in CV
was also confirmed for MEP amplitude, where there was less
variation across trials at Ph0 compared with surrogate data (Fig.
4C, t(6) 
 �5.9, p 
 0.001). As before, a phase-dependent im-
provement in CV was only observed for MEP amplitude, with the
average CV across all phases of 42 � 3% for MEP amplitude, as
opposed to only 3.2 � 0.5% for latency.

To better visualize and quantify the shortening of latency at
the optimal phase we contrasted the distributions of MEP laten-
cies in the two extreme phase bins; the optimal phase bin, with the
shortest latencies, and the bin with the longest latencies (nonop-
timal phase). So as to enable comparison across participants MEP
latencies were mean corrected. As can be seen in Figure 4D, the
group distribution of MEP latencies is shifted to the left at the
optimal phase (negative values, shorter latency) and to the right
at the nonoptimal phase (Kolmogorov–Smirnov test, kstat 
 0.3,
p � 0.001). The individual distributions revealed a consistent and
robust reduction of latencies in optimal phase trials with differ-
ences ranging from 0.2 to 0.7 ms across participants (mean 0.4
ms, Z 
 28, p 
 0.016). Further analysis revealed that the short-
ening of latency was also dependent on MEP amplitude across
subjects (Fig. 4E). In particular, trials with a MEP amplitude �1.2
mV could be of either relatively long or short latency, whereas
those with a MEP amplitude of 	1.2 mV were more likely to be of
relatively short latency. Note that the cutoff value of 1.2 mV was
selected as it afforded a sufficient number of trials in each group
(on average 65 � 13 trials and 69 � 13 trials) for all the partici-

pants. Among trials with a lower MEP amplitude those in which
TMS was delivered at the optimal phase tended to have shorter
latencies than those in which TMS was delivered at the nonopti-
mal phase. The latency probability plot contrasting these two
subgroups of trials demonstrated two peaks separated by �0.7
ms (Fig. 4E). The individual distributions revealed a consistent
and robust reduction in latencies in optimal phase trials with
differences ranging from 0.2 to 0.9 ms across participants (mean
difference of 0.5 ms; Z 
 28, p 
 0.016).

The split of trials into two subgroups suggested a greater la-
tency shortening in the small MEP amplitude group (Group 1 in
Fig. 4E) compared with the large MEP group (Group 2). We
explored this further by looking at the phase dependency of MEPs
elicited by TMS pulses applied at resting motor threshold (RMT).
To this end, we added one block of 50 trials for the three last
participants of the second experiment. After confirming the
phase dependency of both the MEP amplitude and latency we
quantified the shortening of latency for each participant in these
blocks of TMS at RMT. The results revealed that the MEP laten-
cies elicited by TMS at optimal and nonoptimal phases differed
by at least 1 ms in each participant resulting in two well separated
distributions at the group level (Fig. 5A). Thus the shortening of
MEP latency at optimal phase was most marked when TMS stim-
ulation was applied at low intensity, eliciting very small MEPs.
This is highlighted in Figure 5B where the change in latency ac-
cording to phase with stimulation at RMT is contrasted with the
change in latency according to phase with stimulation at an in-
tensity 20% above RMT in the same subjects. At low stimulation
intensities we propose that short latency MEPs reflected EMG
responses to the very earliest I waves which could only occur
when the phase of the cortical beta activity meant that corticospi-

Figure 3. Phase-dependent modulation of MEP latency. A, B, MEP latency as a function of the pre-TMS EEG phase across beta frequencies in one participant (A) and the group (B). Frequencies
showing a significant circular-linear correlation between MEP latency and pre-TMS phase are encased in black. C, Number of beta frequencies showing a significant phase-dependent modulation of
MEP amplitude or latency (fp) for all participants and number of fp showing a significant modulation of both (Ovl). The overlap of fp (Ovl) is higher than by chance (Ovl Chance, *p � 0.05, signed-rank
test). D, Phase-dependent modulation of MEP amplitude and latency for the same participant as in A in the 3 Hz frequency band. E, Phase-dependent modulation of MEP amplitude and latency
averaged across all the participants. F, Phase dependency of MEP latency when peaks of MEP amplitude modulations are realigned to zero (Ph0). The MEP amplitude modulation is shown for
convenience (same as in Fig. 2F ). G, Phase dependency of MEP latency aligned to Ph0 when only high pre-TMS beta power trials are considered. Paired t tests at Ph0 against surrogate or all trials:
*p � 0.05.
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nal neuron excitability was at its greatest.
Outside of this phase alpha motor neu-
rons were less excitable and only fired in
response to the I2 wave or even the I3

wave. With stimulation at higher intensity
(Figs. 4E, 5B) the phase of cortical beta
activity conferred less timing advantage as
the excitability of the corticospinal neu-
ron was less critical in the face of a large
cortical input.

Dependency of MEP latency on EEG
phase is not simply a product of
changes in MEP amplitude
Finally, we ruled out an important con-
found, that a steeper MEP amplitude rise
time might account for the difference in
latency in trials where TMS was delivered
at the optimal phase and nonoptimal
phase, considering that the former trials
were also associated with larger MEP am-
plitudes. Larger MEPs may have steeper
rising slopes than smaller MEPs, so that
the threshold used to define MEP latency
might be crossed earlier. The difference in
latency would then only be the result of
the difference in MEP amplitude. Thus,
an important control was to establish
whether rising slopes were similar be-
tween the two groups of MEPs. First, we
determined the MEP slope at the point at
which EMG crossed the threshold used
for determining MEP latency in sessions 1
and 2. These slopes did not differ signifi-
cantly between the MEPs at the optimal
and nonoptimal phases (paired sign-rank
tests; session 1, W 
 30, p 
 0.095, session
2, W 
 8, p 
 0.38). Similarly, there was
no correlation between the latency differ-
ence and the difference in MEP slopes be-
tween the trial types (session 1, r 
 0.1,
p 
 0.72, session 2, r 
 0.5, p 
 0.25).

Second, we sought further evidence
that the difference in MEP onset latency
between stimulation at optimal and non-
optimal phases of cortical beta was due to
a change in the distribution of MEP com-
ponents between discrete windows of pre-
ferred timing, rather than due to a
continuous shift in latencies. The latter
would be the case if changes in latency

B

C D

E

Figure 4. TMS when EEG beta power is high. A, MEP Amplitude as a function of the pre-TMS EEG phase across beta frequencies
averaged across all participants. B, MEP Amplitude and latency as a function of the pre-TMS EEG phase averaged across all
participants, aligned to the respective optimal phase Ph0 for MEP amplitude and compared with surrogate data. Paired t tests at
Ph0: *p � 0.05. C, CV of MEP amplitude across phase bins when the optimal phases of each participant are aligned as in B.
Repeated-measures ANOVA (F(8,6) 
 3.25, p 
 0.005). Paired t test against surrogate at Ph0: *p � 0.05. D, Distribution of

4

mean-corrected MEP latencies of all participants at their re-
spective optimal and nonoptimal phases for all trials (proba-
bility density function). E, Mean-corrected MEP latencies
according to the pyramidal neuron excitability as inferred from
MEP amplitude with fixed stimulation intensity. Two groups of
trials were defined based on a 1.2 mV threshold (dashed red
line) and the distribution of mean-corrected MEP latencies of
all participants at their respective optimal and nonoptimal
phases were compared for Group 1 (trials with MEPs � 1.2
mV) and Group 2 (MEPs 	 1.2 mV).
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were just due to changes in the timing of amplitude threshold
crossing due to MEP size. The former would suggest that latency
changes in MEPs might support our hypothesis that latency
changes were due to responses to I waves with preferred timings.
The similarity between the response to I waves seen in poststimu-
lus time histograms of single motor units and the latency and
polyphasic nature of muscle responses in the first dorsal in-
terosseous muscle was noted soon after the introduction of trans-

cranial magnetic stimulation (Day et al.,
1989). Accordingly, we sought evidence
that MEP components occurred within
relatively discrete time windows, and that
the shift to an earlier time window might
account for shortening of latency. To this
end, we differentiated MEP responses to
emphasize EMG subcomponents and
thresholded the resulting signal to give a
histogram of the preferred timings of
these events with respect to the timing
of the subjects’ peak MEP amplitude (by
way of normalizing latencies across sub-
jects; Fig. 6A). Probability density func-
tions and their fit to a Gaussian mixture
model revealed a series of three rela-
tively discrete peaks across the subjects
(Fig. 6B), that have timings compatible
with a series of I waves (Di Lazzaro et al.,
2018). Critically, they also revealed a
shift to favor earlier timings in optimal
phase trials that differed from what
would be obtained by chance (z test with
cluster-based permutation correction,
one significant cluster from �3.5 to �3
ms before the MEP peak, Z 
 16.11, p �
0.001; Fig. 6B).

These findings help exclude the possi-
bility that latency shortening is a mere
consequence of increased MEP size, as
amplitude was effectively disregarded in
the thresholding process used to derive
the histograms.

Modeling EEG phase-dependent effects
on MEPs
Given the above findings and the fact that
MEPs in hand muscles are known to be
driven by a high-frequency series of dis-
crete descending volleys in the corticospi-
nal tract (Di Lazzaro et al., 2018) we
determined whether the nature and pat-
tern of I waves is sufficient to explain the
observed differences in MEP behavior ac-
cording to the phase of cortical beta activ-
ity at which TMS is delivered. To this end
the corticospinal pathway was modeled by
a three-layer hierarchical spiking network
as illustrated in Figure 7 (see Materials
and Methods for further details). The first
layer, corresponding to a population of
corticospinal neurons, received both a
subthreshold membrane depolarization
at beta frequency and up to three EPSPs
(excitatory postsynaptic potential). The

latter are thought to be induced by the effect of the TMS pulse on
cortical interneurons, and ultimately lead to I1, I2 and I3 waves
(Di Lazzaro et al., 2018). The corticospinal neurons project on to
alpha motor neurons (second layer) and finally to the muscle
(layer three) where the amplitude and latency of the response
depends on the spatiotemporal summation of TMS evoked activ-
ity in more proximal layers. The model explains the phase depen-
dency of the different MEP features (Fig. 7B–D), as well as the

A B

Figure 5. RMT intensity TMS blocks. A, Distribution of mean-corrected MEP latencies at their respective optimal and nonopti-
mal phases (probability density function). Data from three participants who underwent an additional experimental block with TMS
pulses applied at resting motor threshold. B, Mean latencies at the optimal and nonoptimal phases for each of the three partici-
pants when TMS pulses were applied at 120% RMT and, in the same subjects, when TMS pulses were applied at RMT.

A B

Figure 6. Distribution of MEP components between discrete windows of preferred timing. A, Description of the methods used
to identify the different subcomponents. EMG signals from one trial of one participant. EMG derivative was thresholded from 5 ms
before the onset of the MEP to the end of the positive (up-going) phase of the EMG amplitude trace (black line). The threshold to
be exceeded was equivalent to mean baseline EMG activity plus 3 SDs (see Materials and Methods). The identified subcomponents
are marked by the triangles. B, Top, Distribution of subcomponent timings with respect to the timing of the subjects’ peak MEP
amplitude, for both the optimal and nonoptimal phase. *Difference between the two distributions higher than by chance. Bottom,
The two distributions are best fitted by a mixture of four Gaussians. One Gaussian was very small and broad. The remaining three
Gaussians corresponded to the peaks in the group data and had timings compatible with a series of I waves.
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Figure 7. Model of the corticospinal tract capturing the phase dependency of MEPs. A, Description of the model which comprises a three-layer hierarchical spiking network with 24 excitatory
corticospinal neurons, 20 excitatory alpha motor neurons and one muscle. The response of corticospinal cells to TMS pulse evoked presynaptic activity was simulated with three EPSPs separated by
2 ms and with higher amplitude and probability for the first EPSP (I1 	 I2 	 I3) to reflect the nature of subsequent I1, I2, and I3 waves (TMS EPSP, left). The corticospinal neurons also received a
subthreshold membrane depolarization at beta frequency (Beta, right). EPSP: Excitatory postsynaptic potential. B–F, Model outputs: Phase dependency of MEP amplitude (B), MEP latency (C), CV
of MEP amplitude (D), relationship between mean corrected MEP latency and MEP amplitude (E), and distribution of the MEP subcomponents (F).
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dependence of the shortening of latency on MEP amplitude (Fig.
7E) and the distribution of the discrete EMG peaks (Fig. 7F).

Discussion
Our results show that inputs delivered at a particular phase of
cortical beta oscillations benefit from not only stronger but also
more rapid and consistent transmission as evidenced by the
greater amplitude, shorter latency, and lower CV of motor
evoked potentials. We should start by considering two possible
confounds. First, a steeper MEP amplitude rise time might ac-
count for the difference in latency in trials where TMS was deliv-
ered at optimal and nonoptimal phases, considering that the
former trials were also associated with larger MEP amplitudes. In
that case the link between shortening of latency and increase in
MEP amplitude would not be of physiological significance. How-
ever, this possibility was discounted by considering MEP slopes at
the point of EMG threshold crossing and by demonstrating that
the difference in MEP onset latency between stimulation at opti-
mal and nonoptimal phases of cortical beta was due to a change in
the distribution of MEP components between discrete windows
of preferred timing, rather than due to a continuous shift in la-
tencies. Second, we realigned the phases giving the maximum
MEP amplitude across subjects, thus favoring a spurious peak
MEP amplitude at phase zero in group data. However, the diag-
onal shift of maximal MEP amplitudes and latencies with ascend-
ing frequency and the circular linear correlations between MEP
amplitudes and latencies and phase provided realignment-
independent evidence of a dependency of MEP characteristics on
phase across frequencies within individual subjects. In addition,
phase aligned data were contrasted to similarly treated surrogate
data and MEP amplitudes and latencies remained significantly
different at zero phase.

We should also consider another possible criticism of our
findings. This is that, at least at low MEP sizes, there was a nega-
tive correlation between MEP onset latency and MEP peak am-
plitude (Fig. 4E), and therefore our findings with respect to
latency might be inevitable given this correlation. We do not
dispute this negative correlation, but here rather seek to explain
and further characterize it. As discussed below, we ascribe it to
shifts between the likelihood of different I waves according to
cortical excitability. Thus, in our second experiment, MEP laten-
cies and their shifts were better modeled as shifts between differ-
ent discrete preferred timings rather than by a single Gaussian
distribution that shifted in its mean. The former result suggests
something more than a simple continuous inverse correlation
between MEP onset latency and peak amplitude.

Our core finding was that a significant shortening of MEP
latency occurs when TMS inputs to corticospinal neurons are
delivered at an optimal phase of beta activity in the EEG activity
recorded over the motor cortex. Improvements in the fidelity of
information transfer are thought to occur when input arrives at
the depolarising, maximally excitable phase of any oscillation in
the target neuron (Fries, 2005, 2015). We ascribe the shortening
of MEP latency to a similar phenomenon in the corticospinal
neuron, as its excitability state alternates with the cortical beta
activity. As the EEG is thought to largely reflect the impact of
synchronized postsynaptic potentials in pyramidal neurons, like
those giving rise to the pyramidal tract, EEG beta activity can be
taken as a proxy for oscillatory membrane potential changes of a
similar frequency in corticospinal neurons (Buzsáki et al., 2012).
We delivered single-pulse TMS with a focal coil over the cortical
hotspot for hand muscles with a postero–anterior orientation. At
near threshold stimulation intensities this kind of TMS stimula-

tion evokes an I1 wave, a descending corticospinal volley that is
thought to originate from the effect of trans-synaptic input to
layer V corticospinal neurones (Di Lazzaro et al., 2018). Later
indirect waves (I2, I3 etc) can be evoked by higher stimulation
intensities, or if the excitability of the corticospinal neuron is
raised (Di Lazzaro et al., 1998). Depending on both spatial and
temporal summation, these volleys depolarize alpha motor neu-
rons and in turn elicit short-latency MEPs.

Very small decrements in MEP latency at an optimal phase
might arise because the layer V corticospinal neurons that are
brought to near threshold by the trans-synaptic TMS input, are
more excitable and thus are more likely to cross the threshold
earlier at this phase of the cortical beta cycle. Without the sub-
threshold depolarization accompanying beta oscillations cortico-
spinal neurons may need slightly longer to reach discharge
threshold as it may take additional depolarization due to noise-
related fluctuations in membrane potential to finally bring neu-
rons to threshold, particularly when TMS intensity is low.
However, we propose that the main shortening of MEP latency
observed in our data is due to the knock-on effects of TMS falling
at the phase of the cortical beta oscillation that entails greater
subthreshold depolarization of corticospinal neurons. The pool
of corticospinal neurons discharging in response to the TMS in-
put will increase at this phase, so that the descending volleys are
amplified, and, due to the substantial convergence of corticospi-
nal inputs on to alpha motor neurons (Porter, 1985), spatial sum-
mation occurs at the alpha motor neuron. It is the latter that is key
and promotes discharge with progressively earlier I waves (Di
Lazzaro et al., 2018), as descending volleys are amplified. The net
effect is a distribution of MEP latencies that has more than one
peak, as some trials reflect alpha motor neuron discharge to I1 or
I2 descending volleys and others to still later volleys. The same
mechanism explains the presence of multiple components to
MEPs, separated by intervals of just over 1 ms and compatible
with the response to successive I waves (Day et al., 1989). Phase-
dependent shifts in MEP latencies are more pronounced at lower
TMS intensities, where the subthreshold beta-related oscillations
in membrane potential of corticospinal neurons are more impor-
tant in determining whether discharge threshold is reached. In
summary, convergence at the level of the alpha motor neuron
layer allows inputs occurring at the preferred phase of the up-
stream cortical layer to be conferred a significant timing advan-
tage that is fed forwards. Whether this is a general principle
remains to be seen.

The above schema may also help to explain the phase-
dependent reduction in the variability of MEP amplitudes. Ordi-
narily, MEP amplitude will vary with noise, particularly noise
that is correlated, whether at the corticospinal or alpha motor
neuron level. However, the intrinsic beta rhythm serves to peri-
odically make the corticospinal neuron, and thence the alpha
motor neuron, more excitable, so that such noise is no longer
needed in combination with the TMS-induced input before neu-
rons can discharge. Our modeling shows that a phase-dependent
reduction in the variability of MEP amplitudes can arise through
interactions in a very simple circuit, but we should also not dis-
count the possibility that additional dynamics are at play in vivo
(Womelsdorf et al., 2012).

The difference in mean MEP latency between inputs at the
optimal and non-optimal phase of the beta oscillations varied
between 0.4 and 0.8 ms, or longer than 1 ms when the very lowest
effective stimulation intensities were used. We propose that such
small differences in timing may be sufficient to confer advantage
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at subsequent synapses, where earlier inputs trigger voltage-gated
sodium channel-dependent fast action potentials. The all-or-
nothing nature of these action potentials, and the refractory pe-
riod that follows them, effectively may lock out other less
optimally timed inputs. The locking-out of less optimally timed
inputs might be further promoted by synaptic inhibition, either
inhibition by local interneurons that are triggered by the volley of
incoming excitation, or feedforward inhibition. However, for any
locking-out of less optimally timed inputs to happen small la-
tency advantages need to be retained during propagation. This
was the case in the present circuit as the shorter latency of the
response to inputs at optimal phase occurred despite the presence
of appreciable corticospinal conduction distances, of the inter-
vening synapses with alpha motor neurones and of the mem-
brane time constant of these interposed neurons. A shortening of
the latency of the response to inputs at optimal phase might also
be important in promoting the strengthening of subsequent syn-
aptic relays through spike-timing-dependent plasticity, if inputs
at optimal phase are repeated, and potentiation has been reported
under these circumstances (Zanos et al., 2018; Zrenner et al.,
2018). Functional impacts of latency differences of the order of 1
ms have also been demonstrated in vivo (Tang et al., 2014; Sriv-
astava et al., 2017), and may help explain some of the smaller
increases in oscillation frequency reported as a function of stim-
ulus properties, attention or movement (Foffani et al., 2005; van
Pelt and Fries, 2013). For example, a 0.5 ms shortening of a cycle
of 70 Hz gamma activity would lead to a 2.5 Hz increment in
frequency, similar to that demonstrated with attention to a visual
stimulus (Bosman et al., 2012). Phase-dependent changes in re-
action time have also been reported with visually evoked gamma,
although here the latency differences are an order of magnitude
greater, and might relate more to the improved transmission gain
so that decision thresholds are reached more quickly (Ni et al.,
2016).

Regardless of the mechanism by which MEP latency was
shortened at optimal phases of cortical beta activity, the faithful
propagation of such a small latency advantage means that there is
potential for it to be functionally relevant as signals are further
transmitted in neural circuits. All told, our data show that the
motor system is dynamic even at rest, and that inputs that coin-
cide with windows of raised excitability benefit from more faith-
ful, stronger and rapid transmission to postsynaptic targets.
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Buzsáki G, Anastassiou CA, Koch C (2012) The origin of extracellular fields
and currents-EEG, ECoG, LFP and spikes. Nat Rev Neurosci 13:407– 420.

Conway B, Halliday D, Farmer S, Shahani U, Maas P, Weir A, Rosenberg J
(1995) J Physiol 489:917–924.

Day BL, Dressler D, Maertens de Noordhout A, Marsden CD, Nakashima K,

Rothwell JC, Thompson PD (1989) Electric and magnetic stimulation of
human motor cortex: surface EMG and single motor unit responses.
J Physiol 412:449 – 473.

Di Lazzaro V, Oliviero A, Profice P, Saturno E, Pilato F, Insola A, Mazzone P,
Tonali P, Rothwell JC (1998) Comparison of descending volleys evoked
by transcranial magnetic and electric stimulation in conscious humans.
Electroencephalogr Clin Neurophysiol 109:397– 401.

Di Lazzaro V, Rothwell J, Capogna M (2018) Noninvasive stimulation of the
human brain: activation of multiple cortical circuits. Neuroscientist
24:246 –260.

Foffani G, Bianchi AM, Baselli G, Priori A (2005) Movement-related fre-
quency modulation of beta oscillatory activity in the human subthalamic
nucleus. J Physiol 568:699 –711.

Fries P (2005) A mechanism for cognitive dynamics: neuronal communica-
tion through neuronal coherence. Trends Cogn Sci 9:474 – 480.

Fries P (2015) Rhythms for cognition: communication through coherence.
Neuron 88:220 –235.

Fries P, Neuenschwander S, Engel AK, Goebel R, Singer W (2001) Rapid
feature selective neuronal synchronization through correlated latency
shifting. Nat Neurosci 4:194 –200.

Hamada M, Murase N, Hasan A, Balaratnam M, Rothwell JC (2013) The
role of interneuron networks in driving human motor cortical plasticity.
Cereb Cortex 23:1593–1605.

Iscan Z, Nazarova M, Fedele T, Blagovechtchenski E, Nikulin VV (2016)
Pre-stimulus alpha oscillations and inter-subject variability of motor
evoked potentials in single- and paired-pulse TMS paradigms. Front
Hum Neurosci 10:504.

Keil J, Timm J, Sanmiguel I, Schulz H, Obleser J, Schönwiesner M (2014)
Cortical brain states and corticospinal synchronization influence TMS-
evoked motor potentials. J Neurophysiol 111:513–519.

Khademi F, Royter V, Gharabaghi A (2018) Distinct beta-band oscillatory
circuits underlie corticospinal gain modulation. Cereb Cortex 28:1502–
1515.

Kiers L, Cros D, Chiappa KH, Fang J (1993) Variability of motor potentials
evoked by transcranial magnetic stimulation. Electroencephalogr Clin
Neurophysiol 89:415– 423.

Kristeva R, Patino L, Omlor W (2007) Beta-range cortical motor spectral
power and corticomuscular coherence as a mechanism for effective cor-
ticospinal interaction during steady-state motor output. Neuroimage 36:
785–792.

Madsen KH, Karabanov AN, Krohne LG, Safeldt MG, Tomasevic L, Siebner
HR (2019) No trace of phase: corticomotor excitability is not tuned by
phase of pericentral mu-rhythm. Brain Stimul 12:1261–1270.

Maier MA, Kirkwood PA, Brochier T, Lemon RN (2013) Responses of sin-
gle corticospinal neurons to intracortical stimulation of primary motor
and premotor cortex in the anesthetized macaque monkey. J Neuro-
physiol 109:2982–2998.

Mitchell WK, Baker MR, Baker SN (2007) Muscle responses to transcranial
stimulation in man depend on background oscillatory activity. J Physiol
583:567–579.

Ni J, Wunderle T, Lewis CM, Desimone R, Diester I, Fries P (2016) Gamma-
rhythmic gain modulation. Neuron 92:240 –251.

Oldfield RC (1971) The assessment and analysis of handedness: the Edin-
burgh inventory. Neuropsychologia 9:97–113.

Oostenveld R, Fries P, Maris E, Schoffelen JM (2011) FieldTrip: open source
software for advanced analysis of MEG, EEG, and invasive electrophysi-
ological data. Comput Intell Neurosci 2011:156869.

Pfurtscheller G, Stancák A Jr, Edlinger G (1997) On the existence of differ-
ent types of beta rhythms below 30 Hz. Electroencephalogr Clin Neuro-
physiol 102:316 –325.

Porter R (1985) The corticomotoneuronal component of the pyramidal
tract: corticomotoneuronal connections and functions in primates. Brain
Res 357:1–26.

Rohenkohl G, Bosman CA, Fries P (2018) Gamma synchronization be-
tween V1 and V4 improves behavioral performance. Neuron 100:
953–963.e3.

Rossi S, Hallett M, Rossini PM, Pascual-Leone A; Safety of TMS Consensus
Group (2009) Safety, ethical considerations, and application guidelines
for the use of transcranial magnetic stimulation in clinical practice and
research. Clin Neurophysiol 120:2008 –2039.

380 • J. Neurosci., January 8, 2020 • 40(2):369 –381 Torrecillos, Falato et al. • Phase Dependency of MEP Latency



Rossini PM et al. (2015) Noninvasive electrical and magnetic stimulation of
the brain, spinal cord, roots and peripheral nerves: Basic principles and
procedures for routine clinical and research application: an updated re-
port from an I.F.C.N. Committee. Clin Neurophysiol 126:1071–1107.

Schaworonkow N, Triesch J, Ziemann U, Zrenner C (2019) EEG-triggered
TMS reveals stronger brain state-dependent modulation of motor evoked
potentials at weaker stimulation intensities. Brain Stimul 12:110 –118.

Schulz H, Ubelacker T, Keil J, Müller N, Weisz N (2014) Now I am ready-
now i am not: the influence of pre-TMS oscillations and corticomuscular
coherence on motor-evoked potentials. Cereb Cortex 24:1708 –1719.

Srivastava KH, Holmes CM, Vellema M, Pack AR, Elemans CP, Nemenman I,
Sober SJ (2017) Motor control by precisely timed spike patterns. Proc
Natl Acad Sci U S A 114:1171–1176.

Tang C, Chehayeb D, Srivastava K, Nemenman I, Sober SJ (2014)
Millisecond-scale motor encoding in a cortical vocal area. PLoS Biol
12:e1002018.

van Elswijk G, Maij F, Schoffelen JM, Overeem S, Stegeman DF, Fries P

(2010) Corticospinal beta-band synchronization entails rhythmic gain
modulation. J Neurosci 30:4481– 4488.

van Pelt S, Fries P (2013) Visual stimulus eccentricity affects human gamma
peak frequency. Neuroimage 78:439 – 447.

Womelsdorf T, Schoffelen JM, Oostenveld R, Singer W, Desimone R, Engel
AK, Fries P (2007) Modulation of neuronal interactions through neuro-
nal synchronization. Science 316:1609 –1612.

Womelsdorf T, Lima B, Vinck M, Oostenveld R, Singer W, Neuenschwander
S, Fries P (2012) Orientation selectivity and noise correlation in awake
monkey area V1 are modulated by the gamma cycle. Proc Natl Acad Sci
U S A 109:4302– 4307.

Zanos S, Rembado I, Chen D, Fetz EE (2018) Phase-locked stimulation dur-
ing cortical beta oscillations produces bidirectional synaptic plasticity in
awake monkeys. Curr Biol 28:2515–2526.e4.

Zrenner C, Desideri D, Belardinelli P, Ziemann U (2018) Real-time EEG-
defined excitability states determine efficacy of TMS-induced plasticity in
human motor cortex. Brain Stimul 11:374 –389.

Torrecillos, Falato et al. • Phase Dependency of MEP Latency J. Neurosci., January 8, 2020 • 40(2):369 –381 • 381


	Motor Cortex Inputs at the Optimum Phase of Beta Cortical Oscillations Undergo More Rapid and Less Variable Corticospinal Propagation
	Introduction
	Materials and Methods
	Results
	Discussion
	References


