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Abstract 26 

In our natural environment the senses are continuously flooded with myriads of signals. To 27 

form a coherent representation of the world, the brain needs to integrate sensory signals 28 

arising from a common cause and segregate signals coming from separate causes.  An 29 

unresolved question is how the brain solves this binding or causal inference problem and 30 

determines the causal structure of the sensory signals.  31 

In this functional magnetic resonance imaging (fMRI) study human observers (female and 32 

male) were presented with synchronous auditory and visual signals at same (i.e. common 33 

cause) or different locations (i.e. separate causes). On each trial observers decided whether 34 

signals come from common or separate sources (i.e. ‘causal decisions’). To dissociate 35 

participants’ causal inference from the spatial correspondence cues we adjusted the signals’ 36 

audiovisual disparity individually for each participant to threshold accuracy.  37 

Multivariate fMRI pattern analysis revealed the lateral prefrontal cortex as the only region 38 

that encodes predominantly the outcome of observers’ causal inference (i.e. common vs. 39 

separate causes). By contrast, the frontal eye field (FEF) and the intraparietal sulcus (IPS0–4) 40 

form a circuitry that concurrently encodes spatial (auditory and visual stimulus locations), 41 

decisional (causal inference) and motor response dimensions.  42 

These results suggest that the lateral prefrontal cortex plays a key role in inferring and 43 

making explicit decisions about the causal structure that generates sensory signals in our 44 

environment.  By contrast, informed by observers’ inferred causal structure the FEF–IPS 45 

circuitry integrates auditory and visual spatial signals into representations that guide motor 46 

responses.  47 
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Significance statement 48 

In our natural environment our senses are continuously flooded with myriads of signals. 49 

Transforming this barrage of sensory signals into a coherent percept of the world relies 50 

inherently on solving the causal inference problem, deciding whether sensory signals arise 51 

from a common cause and should hence be integrated or else be segregated.  This functional 52 

magnetic resonance imaging (fMRI) study shows that the lateral prefrontal cortex plays a key 53 

role in inferring the environment’s causal structure. Crucially, informed by the spatial 54 

correspondence cues and the inferred causal structure FEF and IPS form a circuitry that 55 

integrates auditory and visual spatial signals into representations that guide motor responses. 56 
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Introduction 57 

In our natural environment our senses are continuously flooded with myriads of signals. To 58 

form a coherent representation of the world, the brain needs to integrate sensory signals 59 

arising from a common cause and segregate signals coming from different causes (Noppeney, 60 

2020). Multisensory perception thus implicitly relies on solving the so-called causal inference 61 

or binding problem, i.e. deciding whether or not signals originate from a common cause 62 

based on spatiotemporal or higher order correspondence cues (Munhall et al., 1996; Welch, 63 

1999; Slutsky and Recanzone, 2001; Lewald and Guski, 2003; Wallace et al., 2004b; 64 

Noesselt et al., 2007; van Wassenhove et al., 2007; Recanzone, 2009; Lee and Noppeney, 65 

2011a; Parise and Ernst, 2016). 66 

Accumulating evidence suggests that human observers arbitrate between sensory 67 

integration and segregation in perception consistent with Bayesian causal inference (Körding 68 

et al., 2007; Shams and Beierholm, 2010; Rohe and Noppeney, 2015a; Acerbi et al., 2018). 69 

Most notably, observers integrate synchronous audiovisual (AV) signals when they are 70 

presented with a small spatial disparity but segregate them at large spatial disparities. As a 71 

result, they perceive the sound location biased or shifted towards the visual signal location 72 

and vice versa depending on the relative auditory and visual reliabilities (Bertelson and 73 

Radeau, 1981; Driver, 1996; Ernst and Banks, 2002; Alais and Burr, 2004; Bonath et al., 74 

2007; Meijer et al., 2019). Crucially, these crossmodal biases taper off at large spatial 75 

disparities when it is unlikely that auditory and visual signals come from a common source. 76 

At the neural level, fMRI, MEG and EEG research (Rohe and Noppeney, 2015b, 77 

2016; Aller and Noppeney, 2019; Cao et al., 2019; Rohe et al., 2019) has recently suggested 78 

that the brain flexibly combines sensory signals by dynamically encoding multiple perceptual 79 

estimates at distinct cortical levels along the visual and auditory processing hierarchies. For 80 

instance, early (50–100ms) neural processes in primary sensory areas encoded predominantly 81 
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the spatial locations independently for auditory and visual signals, while later processes 82 

(100–200ms) in posterior parietal cortices (IPS1–2) formed spatial representations by 83 

combining audiovisual signals. Critically, only at the top of the hierarchy in anterior parietal 84 

cortices (IPS3–4, 350–450ms) were audiovisual signals integrated weighted by their bottom-85 

up sensory reliabilities and top-down task-relevance into spatial priority maps that take into 86 

account the world’s causal structure.  87 

While previous research has thus convincingly demonstrated that causal inference 88 

implicitly influences how observers flexibly combine signals into representations of the 89 

environment, it remains unknown which brain systems are critical for solving this causal 90 

inference problem. How does the brain determine whether signals arise from common or 91 

independent causes based on spatiotemporal correspondence cues? Previous research (Rohe 92 

and Noppeney, 2015b, 2016; Aller and Noppeney, 2019; Cao et al., 2019; Rohe et al., 2019) 93 

could not address this critical question because observers’ implicit causal inference was 94 

inherently correlated with the physical correspondence cues (e.g. spatial, temporal or rate). 95 

To define the neural systems underlying causal inference, we need to dissociate the decisional 96 

outcome of observers’ causal inference from the underlying physical correspondence cues 97 

such as e.g. the spatial congruency of audiovisual signals. 98 

This fMRI study investigated how the brain infers the environment’s causal structure. 99 

Human observers were presented with auditory and visual signals in synchrony at the same 100 

(spatially congruent) or separate (spatially incongruent) locations. On each trial, participants 101 

decided in an explicit causal inference task whether the AV signals originated from common 102 

or separate causes. Importantly, we adjusted the AV disparity individually for each 103 

participant, such that observers were approximately 70% correct in their causal decisions 104 

both for AV spatially congruent and incongruent trials. This individual adjustment allowed us 105 

to dissociate observers’ causal inference from physical AV spatial correspondence cues (i.e. 106 



 

6 
 

spatial congruency). Based on previous research (Noppeney et al., 2010; Gau and Noppeney, 107 

2016) implicating the prefrontal cortex in arbitrating between integration and segregation, we 108 

hypothesized that the dorsolateral prefrontal cortex (DLPFC) plays a critical role in causal 109 

inference and decisions. 110 

Materials and Methods 111 

Participants 112 

Thirteen right-handed participants (11 females, mean age: 21.4; range: 18–29 years) gave 113 

informed consent to take part in the fMRI experiment. Two participants were excluded 114 

because their visual regions could not be reliably defined based on the retinotopic localizer 115 

scans acquired after the main experiment. One participant took part only in the retinotopic 116 

localizer session but did not progress to the fMRI experiment. The final study thus consisted 117 

of 10 participants. The study was approved by the human research ethics committee at the 118 

University of Birmingham. We acknowledge that the number of participants in this extensive 119 

multi-day psychophysics-fMRI study is low compared to other human neuroimaging 120 

research, which may limit the sensitivity and reliability of our group results (Thirion et al., 121 

2007).  Guided by the results of the current study, future research will be able to design 122 

shorter studies for larger cohorts to further substantiate and expand the findings of this report. 123 

Inclusion criteria 124 

All participants were selected prior to the fMRI experiment based on the following criteria: i. 125 

no history of neurological or psychiatric illness; ii. normal or corrected-to-normal vision; iii. 126 

reported normal hearing; iv. unbiased sound localization performance in the anechoic 127 

chamber (day 1), inside the mock scanner (day 2 and 3) and inside the fMRI scanner (day 5); 128 

and v. 60–80% accuracy for the main task at an individually adjusted audiovisual disparity in 129 

the mock scanner (day 2 and 3). 130 
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Experimental procedure 131 

Typically, participants completed six sessions, each performed on a separate day. On day 1 132 

(~1 hour) the sound stimuli were recorded in an anechoic chamber and participants’ sound 133 

localization performance were assessed. On day 2 and 3 (~2 hours in total), participants were 134 

trained to determine the subject-specific AV spatial disparities in a mock scanner. On day 4 135 

(~1 hour) participants performed a standard retinotopic localizer task for the retinotopic 136 

mapping of visual and parietal cortical areas. On day 5 and 6 (~3 hours in total) participants 137 

performed the main experiment inside the scanner after final adjustment of the spatial 138 

disparity. Eye movements were measured in the mock scanner.  139 

Stimuli and sound recording (day 1) 140 

The visual stimuli were clouds of 20 white dots (diameter: 0.4° visual angle) sampled from a 141 

bivariate Gaussian presented on a dark grey background (70% contrast) and were presented 142 

for 50 ms. The horizontal standard deviation of the Gaussian was set to a 5° visual angle, and 143 

the vertical standard deviation was set to a 2° visual angle.  144 

The sound stimuli were bursts of white noise with 5 ms on/off ramp and were 145 

presented for 50 ms. They were recorded individually for each participant with Sound 146 

Professionals™, Inc. (USA) in-ear binaural microphones in an anechoic chamber in the 147 

School of Psychology, University of Birmingham. The process consisted of displaying the 148 

sounds with an Apple Pro Speaker (at a distance of 68 cm from the participants) from -8° to 149 

8° visual angle with 0.5° visual angle spacing, and at ±9° and ±12° visual angle along the 150 

azimuth. The participant’s head was placed on a chin rest with forehead support and 151 

controlled by the experimenter to ensure stable positioning during the recording process. Five 152 

stimuli were recorded at each location (‘recording set’) to ensure that sound locations could 153 

not be determined based on irrelevant acoustic cues. On each trial, new visual stimuli were 154 

generated, and the auditory stimuli were selected from the recording set of five stimuli.  155 
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Assessment of sound localization performance – anechoic chamber (day 1) 156 

Participants were presented with the recorded auditory stimuli from ±12°, ±9°, ±7°, ±5°, ±3°, 157 

±2°, ±1°, 0° visual angle (10 trials/location in pseudorandomized order) in a forced choice 158 

left-right classification task. A cumulative Gaussian was fitted to the percentage ‘perceived 159 

right responses’ as a function of stimulus location using maximum-likelihood estimation 160 

(Kingdom and Prins, 2010). We estimated the threshold (point of subjective equality, PSE) 161 

and the slope (inverse of the standard deviation, STD) of the psychometric function as free 162 

parameters. The guess rate and lapse rate (0 and 0.01, respectively) were fixed parameters. 163 

Participants were included in the fMRI study if their sound localization was unbiased as 164 

defined by a PSE/STD ratio < 0.3 (i.e. inclusion criterion iv). 165 

Adjustment of spatial disparity and assessment of sound localization – mock scanner (day 2 166 

and 3) 167 

We adjusted the audiovisual spatial disparity inside the mock scanner individually for each 168 

subject to obtain an accuracy of ~70% on the main causal inference task (i.e. common vs. 169 

separate causes). This individual adjustment of AV spatial disparity allowed us to compare 170 

BOLD-response to physically identical AV signals that were perceived as coming from 171 

common or separate causes and thereby dissociate observer’s causal inference and decisions 172 

from bottom-up spatial correspondence cues (physical spatial congruency). On day 2, we 173 

adjusted subject-specific AV spatial disparities in maximally 5 adaptive staircases, using a 1-174 

up 2-down, procedure (i.e. up after one error and down after two correct responses with equal 175 

step size) which targets 70.71% accuracy on the causal inference task. Each staircase was 176 

terminated after a minimum number of 30 trials, when 8 reversals occurred within the last 20 177 

trials and the standard deviation of the AV disparity computed over these reversal was < 2° 178 

visual angles (Kingdom and Prins, 2010). The spatial disparity thresholds (i.e. the disparities 179 

averaged across the final eight reversals within each staircase) were averaged across the five 180 
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adaptive staircases within each participant (8.1º visual angles ± 1.2 SEM across participants). 181 

These estimates formed the starting estimate for additional manual fine tuning in subsequent 182 

runs of 60 trials where the AV disparity was held constant within a run and adjusted across 183 

runs in step size of 1–2° visual angles across runs. Participants were included in the fMRI 184 

study if their performance accuracy for the individually selected AV disparity (between 4°–185 

16° visual angle) was between 60–80% (i.e. inclusion criterion v). This criterion is required 186 

to ensure sufficient number of trials to compare physically identical AV trials that were 187 

perceived as emanating from common or separate causes. On day 3, further fine tuning of AV 188 

disparities was performed in subsequent runs of 60 trials as before to ensure that participants’ 189 

performance was stable over days.  190 

 On day 2 and 3, the sound localization performance was further assessed based on a 191 

left-right classification task with 2 selected stimulus locations. Typically, 20–60 repetitions 192 

per stimulus location were performed in the mock scanner. Unbiased sound localization was 193 

defined as less than 30% difference in the accuracy for left and right-side stimuli (i.e. 194 

inclusion criterion iv). 195 

Final assessment of spatial disparity and sound localization – fMRI scanner (day 5) 196 

To account for differences between the mock scanner and the real fMRI scanner, the AV 197 

spatial disparity was finally adjusted in additional 1–3 runs with constant disparity inside the 198 

scanner prior to the main causal inference fMRI experiment. Similarly to the mock scanner, 199 

the sound localization performance was finally assessed in the scanner using a left-right 200 

classification task for 2 selected stimulus locations (see inclusion criterion iv). Each 201 

participant of the main fMRI study completed at least 20 repetitions per stimulus location for 202 

the final auditory stimulus locations resulting in a group mean localization accuracy of 87% 203 

(± 0.02 SEM across participants).  204 
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Experimental design (fMRI, day 5) 205 

In the main fMRI experiment, participants were presented with synchronous auditory 206 

and visual spatial signals (stimulus duration: 50 ms) independently sampled from two 207 

possible visual angles along the azimuth (e.g. -3° or +3° visual angle with respect to a central 208 

fixation cross; Figure 1A). This resulted in four trial types: i. AV spatially congruent left (i.e. 209 

A and V at same location), ii. AV spatially congruent right, iii. AV spatially incongruent with 210 

A left and V right and iv. AV spatially incongruent with A right and V left. On each trial, 211 

participants reported whether ‘A and V signals were generated by common or separate causes 212 

as accurately as possible’ by pressing a key pad with their left or right thumb. Critically, we 213 

alternated and counterbalanced the mapping from left/right hand to the decisional outcome of 214 

observers (i.e. common vs. separate causes) across fMRI runs within each participant to 215 

dissociate the participants’ motor response from their causal decision. Each fMRI run 216 

included 60 trials per trial type x 4 trial types (i.e. A left/V left, A left /V right, A right/V left, 217 

A right /V right) = 240 trials per run. In addition, we included 20 null events (~8% of trials). 218 

To increase design efficiency all four trial types and the null events were presented in a 219 

pseudorandomized order with a trial onset asynchrony of 2.3 s. 220 

In summary, the experimental design factorially manipulated: i. visual stimulus 221 

location (left vs. right); ii. auditory stimulus location (left vs. right); iii. motor response (left 222 

vs. right hand) (Figure 1B).  Based on these experimental manipulations, participants’ causal 223 

decisions and motor responses we characterized the functional properties of brain regions 224 

according to the following encoding dimensions: i. visual space (i.e. V left vs. right); ii. 225 

auditory space (i.e. A left vs. right); iii. spatial (i.e. physical) congruency (i.e. AV spatially 226 

congruent vs. incongruent); iv. observers’ causal inference (i.e. causal decision: common vs. 227 

separate causes) and v. motor response (i.e. left vs. right hand). For the last two dimensions 228 
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the ‘labels’ were based on observers’ causal decisions (i.e. common cause vs. independent 229 

cause response) or motor output (i.e. left vs. right hand response). 230 

Eye movement recording and analysis 231 

To address potential concerns that our results may be confounded by eye movements, we 232 

evaluated participants’ eye movements based on eye tracking data recorded concurrently 233 

during the causal inference task inside the mock scanner.  Eye recordings were calibrated 234 

(~35° horizontally and ~14° vertically) to determine the deviation from the fixation cross. 235 

Fixation position was post-hoc offset corrected. For each position, the number of saccades 236 

(radial velocity threshold = 30°/s, acceleration threshold = 8000°/s2, motion threshold = 237 

0.15°, radial amplitude > 1°) and eye blinks were quantified (0–875 ms after stimulus onset). 238 

Critically, the 2 (visual left, right) x 2 (auditory left, right) repeated measures ANOVAs on 239 

the stimulus conditions performed separately for i. % saccades or ii. % eye blinks revealed no 240 

significant main effects or interactions indicating that differences in BOLD-response between 241 

conditions are unlikely to be due to eye movement confounds. 242 

Experimental setup 243 

Visual and auditory stimuli were presented using Psychtoolbox version 3.0.11 (Brainard, 244 

1997; Pelli, 1997; Kleiner et al., 2007) running under MATLAB R2011b (MathWorks Inc.) 245 

on a MacBook Pro (Mac OSX 10.6.8). For the main task, visual stimuli were back projected 246 

to a Plexiglas screen using a D-ILA projector (JVC DLA-SX21) visible to the participant 247 

through a mirror mounted on the magnetic resonance (MR) head coil. Auditory stimuli were 248 

delivered via Sennheiser HD 280 Pro (in the anechoic chamber), Sennheiser HD 219 (in the 249 

mock scanner) and MR Confon HP-VS03 headphones (in the scanner). Participants’ eye 250 

movements were recorded in the mock scanner using an Eyelink Remote system (SR 251 

Research Ltd.) at a sampling rate of 1000 Hz. 252 
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MRI data acquisition 253 

A 3T Philips Achieva scanner was used to acquire both T1-weighted anatomical images 254 

(TR/TE/TI, 8.4/3.8/min. 540 ms; 175 slices; image matrix, 288 x 232; spatial resolution, 1 x 1 255 

x 1 mm3 voxels) and T2*-weighted echo-planar images (EPI) with blood oxygenation level-256 

dependent (BOLD) contrast (fast field echo; TR/TE, 2600/40 ms; 38 axial slices acquired in 257 

ascending direction; image matrix, 80 x 80; spatial resolution, 3 x 3 x 3 mm3 voxels without 258 

gap). Typically, there were 10–12 runs with 240 volumes per run over 2 sessions. The first 4 259 

volumes were not acquired to allow T1 equilibration effects. In one participant, we repeated a 260 

session, since the participant’s accuracy was 15% lower than the mean accuracy of the 261 

remaining sessions. In another participant, 2 runs were excluded due to technical problems 262 

with the setup. In 3 participants, 1–2 runs were removed from further analysis to be able to 263 

counterbalance the left vs. right response hands across runs (see section experimental design).  264 

Statistical analysis 265 

Behavioural data analysis 266 

For the eye movement analysis of the mock scanner data, i. % saccades and ii. % eye blinks 267 

of the participants were entered into separate 2 (visual: left, right) x 2 (auditory: left, right) 268 

repeated-measures ANOVAs. 269 

For the reaction time analysis of the main fMRI experiment, participants’ response 270 

times (i.e. condition-specific across trial median) were entered into 2 (physical: congruent, 271 

incongruent) x 2 (perceptual: congruent, incongruent) repeated-measures ANOVA. 272 

Unless stated otherwise, we report effects that are significant at p < 0.05. 273 

fMRI data pre-processing 274 

The data were analysed with statistical parametric mapping (SPM8; Wellcome Trust Centre 275 

for Neuroimaging, London, UK; http://www.fil.ion.ucl.ac.uk/spm/; Friston, Holmes, 276 
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Worsley, et al., 1995) running on MATLAB R2014a. Scans from each participant were 277 

realigned using the first as a reference, unwarped and corrected for slice timing.  The time 278 

series in each voxel were high-pass filtered to 1/128 Hz. For the conventional univariate 279 

analysis, the EPI images were spatially normalized into MNI standard space (Ashburner and 280 

Friston, 2005), resampled to 2 x 2 x 2 mm3 voxels, and spatially smoothed with a Gaussian 281 

kernel of 6 mm FWHM. For the multivariate decoding analysis, the EPI images were 282 

analysed in native participant space and spatially smoothed with a Gaussian kernel of 3 mm 283 

FWHM. For the retinotopic analysis, the data were analysed in native space and without 284 

additional smoothing.  285 

fMRI data analysis 286 

Data were modelled in an event-related fashion with regressors entered into the design matrix 287 

after convolving each event-related unit impulse (representing a single trial) with a canonical 288 

hemodynamic response function and its first temporal derivative. Realignment parameters 289 

were included as nuisance covariates to account for residual motion artefacts.  290 

Univariate fMRI analysis: For the conventional univariate analysis, the general linear model 291 

(GLM) modelled the 16 conditions in our 2 (visual: left, right) x 2 (auditory: left, right) x 2 292 

(decisional outcome: common, separate causes) x 2 (hand response: left, right) factorial 293 

design. Condition-specific effects for each participant were estimated according to the 294 

general linear model and passed to a second-level repeated measures ANOVA as contrasts. 295 

Inferences were made at the between-subjects level to allow for random effects analysis and 296 

inferences at the population level (Friston et al., 1999). At the between-subjects level we 297 

tested for the effects of visual signal location (left vs. right), auditory signal location (left vs. 298 

right), hand response (left vs. right), physical AV spatial congruency (congruent vs. 299 

incongruent), and causal inference or decision (decisional outcome: common vs. separate 300 

causes) (Figure 2, Tables 1–2). 301 
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We report activations at p < 0.05 at the cluster level corrected for multiple 302 

comparisons within the entire brain, with an auxiliary uncorrected voxel threshold of 303 

p < 0.001 (Friston et al., 1994b). 304 

Multivariate decoding analysis: To ensure that multivariate decoding is valid and unbiased it 305 

is critical that parameter estimates were estimated with comparable precision (i.e. inverse of 306 

variance). Hence, their estimation should be based on the same number of trials. Because the 307 

number of trials may vary across conditions that are defined by observers’ causal decisions 308 

(e.g. comparing ‘common cause’ vs. ‘independent cause’ decisions), we generated design 309 

matrices in which we explicitly matched the number of trials per regressor and the number of 310 

regressors across conditions. First, each regressor always modelled exactly 8 trials from one 311 

particular condition. As a result of this subsampling procedure, all parameter estimates that 312 

were entered into the multivariate pattern analyses were estimated with comparable precision. 313 

Second, we determined the number of regressors (maximally 7 for each condition) such that 314 

they were matched across conditions for each comparison (e.g. common cause vs. separate 315 

cause decision). For instance, to dissociate causal decision (i.e. common vs. separate causes) 316 

from physical spatial congruency (i.e. congruent vs. incongruent), visual (i.e. left vs. right) or 317 

auditory (i.e. left vs. right) location or motor response (i.e. left vs. right hand), we defined a 318 

general linear model that included an equal number of regressors for ‘common cause’ and 319 

‘separate cause’ decisions separately for each condition within the 2 (auditory: left vs. right) 320 

x 2 (visual: left vs. right) x 2 (motor: left vs. right) design. The remaining trials were entered 321 

into one single regressor of no interest to account for general stimulus related responses. To 322 

ensure that the decoding results did not depend on particular subsamples we repeated this 323 

matching and subsampling procedure (with subsequent GLM estimation and MVPA) 10 324 

times and averaged the decoding accuracy across those 10 iterations. 325 
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This subsampling and matching procedure ensured that the parameter estimates for 326 

common vs. separate cause decisions were matched with respect to all other factors (i.e. 327 

auditory, visual, physical spatial congruency and motor responses). This allowed us to 328 

identify regions encoding participants’ causal decisions unconfounded by physical spatial 329 

congruency, auditory or visual location or motor output. Likewise, we decoded participants’ 330 

motor response unconfounded by auditory or visual location, causal decisional outcome or 331 

physical spatial congruency. 332 

For multivariate pattern analyses, we trained a linear support vector classification 333 

model as implemented in LIBSVM 3.20 (Chang and Lin, 2011). More specifically, the voxel 334 

response patterns were extracted in a particular region of interest (e.g. A1, see below for 335 

definition of region of interest) from the parameter estimate images corresponding to the 336 

magnitude of the BOLD response for each condition and run as described above. Each 337 

parameter estimate image was based on exactly 8 trials (see above). Decoding of 338 

experimental factors such as visual location, auditory location or physical congruency was 339 

typically based on 28 parameter estimate images per run x 10 runs = 280 parameter estimate 340 

images in total (see MRI data acquisition for details). The number of parameter estimate 341 

images for decoding ‘causal decisions’ or ‘motor responses’ depended on participants’ 342 

choices and hence varied across participants (mean number of parameter estimate images for 343 

causal decisions: 116, range across participants: 82–194; mean number of parameter estimate 344 

images for motor responses: 225, range across participants: 188–278). To implement a leave-345 

one-run-out cross-validation procedure, parameter estimate images from all but one run were 346 

assigned to the training data set and images from the ‘left-out run’ were assigned to the test 347 

set. Parameter estimate images for training and test data sets were normalized and scaled 348 

independently using Euclidean normalization of the images and mean centering of the 349 

features. Support vector classification models were trained to learn the mapping from the 350 
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condition-specific fMRI responses patterns to the class labels from all but one run according 351 

to the following dimensions: i. visual signal location (left vs. right); ii. auditory signal 352 

location (left vs. right); iii. physical AV spatial congruency (congruent vs. incongruent); iv. 353 

causal decisional outcome (common vs. separate causes); and v. motor response (left vs. right 354 

hand). The model then used this learnt mapping to decode the class labels from the voxel 355 

response patterns of the remaining run. First, we report decoding accuracies as box plots in 356 

Figure 3 to provide insight into intersubject variability. Second, we show the weighted sum of 357 

the BOLD parameter estimates for each class in each ROI again as box plots in Figure 4. The 358 

weighted sum BOLD parameter estimates illustrate as a summary index the multivariate 359 

differences in BOLD responses between class 1 and 2 which form the basis for multivariate 360 

pattern decoding. 361 

Non-parametric statistical inference was performed both at the ‘within-subjects’ level 362 

and the ‘between-subjects’ (group) level to allow for generalization to the population 363 

(Nichols and Holmes, 2002). For the within-subjects level, we generated a null distribution of 364 

decoding accuracies for each participant individually by permuting the condition-specific 365 

labels of the parameter estimates for each run (i.e. not of individual trials to preserve the auto-366 

correlation structure) and calculating the decoding accuracies for all permutations (500 367 

permutations x 10 GLMs = 5000 repetitions in total). We computed the p-value as the 368 

fraction of permutations in which the decoding accuracy obtained from the permuted data 369 

exceeded the observed decoding accuracy (i.e. directed or one-sided permutation test).  370 

For the between-subjects level permutation test, we first determined the chance 371 

decoding accuracy individually for each participant as the average decoding accuracy across 372 

all permutations. Next, we subtracted the empirically defined chance accuracy from the 373 

corresponding observed decoding accuracy in each participant. Then we generated a null 374 

distribution of decoding accuracies as follows.  We randomly assigned +/- sign to the subject-375 
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specific deviations of the observed decoding accuracy from chance decoding accuracy for 376 

each participant. We formed the across-participants’ mean. We repeated this procedure for all 377 

possible sign assignments (210 = 1024 cases for 10 participants). We then compared the 378 

original across-participants’ mean of the observed decoding accuracies with the thus 379 

generated null-distribution. We computed the p-value as the fraction of permutations in 380 

which the signed decoding accuracy deviation exceeded the observed decoding accuracy 381 

difference (i.e. directed or one-sided permutation test). 382 

Likewise, we assessed whether the DLPFC mainly encodes observers’ causal 383 

decisional choices (common vs. separate sources) rather than the remaining dimensions in 384 

our paradigm using non-parametric permutation testing as described above: briefly, we i. 385 

computed the deviations from chance decoding accuracy for each of the five information 386 

dimensions individually for each participant, ii. calculated the differences in these relative 387 

decoding accuracies between information dimensions for each participant (e.g. causal 388 

decision minus physical spatial congruency) and iii. formed the across-participants’ mean of 389 

those differences in decoding accuracy. To generate a null-distribution for these across-390 

participants’ means we flipped the sign of these differences randomly for each participant and 391 

re-computed the across participants’ mean for each permutation. We computed the p-value as 392 

the fraction of across-participants’ means (generated via permutation) that exceeded the 393 

observed across-participants’ mean. 394 

Unless otherwise stated, we report decoding accuracies at p < 0.05 (based on one 395 

sided tests). We apply Bonferroni corrections for multiple comparisons across all 11 regions 396 

of interest. In Figure 3 and Table 3 we report the uncorrected p-values based on between-397 

subjects  level permutation test and indicate using a triangle whether these p-values are 398 

significant when the threshold is adjusted according to Bonferroni correction, i.e. 0.05/399 

11 ROI = 0.0045. In Table 3, we also report the number of subjects that were individually 400 
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significant (i.e. uncorrected p < 0.05) based on within subject permutation test (in brackets 401 

we list the number of subjects which were significant after Bonferroni correction for multiple 402 

comparisons across the 11 regions of interest, i.e. uncorrected p < 0.0045). Please note 403 

because the number of permutations is 500 at the within-subjects level and 1024 at the 404 

between-subjects level, the minimal uncorrected p-values are 1/500 = 0.002 and 1/1024 =405 

0.00098, respectively. Hence, after Bonferroni correction even the most significant p-values 406 

will be indicated only by a single triangle to indicate that the Bonferroni corrected familywise 407 

error rate is < 0.05 (i.e. 0.002 ∗ 11 = 0.022 and 0.00098 ∗ 11 = 0.01, respectively). 408 

Guided by a priori hypotheses we did not apply Bonferroni correction for testing: visual 409 

left/right location in V1, V2, V3, V3AB; auditory left/right location in A1, PT; motor 410 

left/right hand response in PCG and causal decision (common vs. separate causes) in DLPFC. 411 

Because we predicted DLPFC to encode mainly causal decisions we also report the 412 

comparisons of decoding accuracy for causal decisions relative to other information 413 

dimensions without Bonferroni correction.  414 

Visual retinotopic localizer 415 

Standard phase-encoded polar angle retinotopic mapping (Sereno et al., 1995) was used to 416 

define regions of interest along the dorsal visual processing hierarchy (Rohe and Noppeney, 417 

2015b). Participants viewed a checkerboard background flickering at 7.5 Hz through a 418 

rotating wedge aperture of 70° width. The periodicity of the apertures was 44.2 s. After the 419 

fMRI pre-processing steps (see fMRI analysis: data pre-processing), visual responses were 420 

modelled by entering a sine and cosine convolved with the hemodynamic response function 421 

as regressors into a general linear model. The preferred polar angle was determined as the 422 

phase lag for each voxel, which is the angle between the parameter estimates for the sine and 423 

the cosine. The preferred phase lags for each voxel were projected on the participants’ 424 

reconstructed and inflated cortical surface using Freesurfer 5.3.0 (Dale et al., 1999). Visual 425 
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regions V1–V3, V3AB, and parietal regions IPS0–4 were defined as phase reversal in angular 426 

retinotopic maps. IPS0–4 were defined as contiguous, approximately rectangular regions 427 

based on phase reversals along the anatomical IPS (Swisher et al., 2007) and guided by 428 

group-level retinotopic probabilistic maps (Wang et al., 2015). 429 

Region of interests used for decoding analysis 430 

For the decoding analyses, all regions of interest (ROI) were combined from the left and right 431 

hemispheres.  432 

Occipital, parietal and FEF regions: Regions in the occipital and parietal cortices were 433 

defined based on retinotopic mapping as described above. The frontal eye-field (FEF) was 434 

defined by an inverse normalized group-level retinotopic probabilistic map (Wang et al., 435 

2015). The resulting subject-level probabilistic map was thresholded at the 80 percentile and 436 

any overlap with the motor cortex was removed. 437 

Auditory, motor and prefrontal regions: These regions were based on labels of the Destrieux 438 

atlas of Freesurfer 5.3.0 (Dale et al., 1999; Destrieux et al., 2010). The primary auditory 439 

cortex was defined as the anterior transverse temporal gyrus (Heschl’s gyrus). The higher 440 

auditory cortex was formed by merging the transverse temporal sulcus and the planum 441 

temporale (PT). The motor cortex was based on the precentral gyrus. The dorsolateral 442 

prefrontal cortex (DLPFC) was defined by combining the superior and middle frontal gyri 443 

and sulci as previously described (Yendiki et al., 2010). In line with (Rajkowska and 444 

Goldman-Rakic, 1995) we limited the superior frontal gyrus and sulcus to Talairach 445 

coordinates y = 26 and y = 53, respectively, and the middle frontal gyrus and sulcus to 446 

Talairach coordinates y = 20 and y = 50, respectively. 447 
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Results 448 

Behavioural results 449 

Observers’ performance accuracy in their causal decisions during the main experiment inside 450 

the MRI scanner indicated that the individual adjustment of spatial disparity was adjusted 451 

appropriately. As expected participants were about 70% correct when deciding whether 452 

auditory and visual signals originated from common or independent causes with a small bias 453 

towards common causes decisions (accuracyୗେ = 77 ±  1.7%, accuracyୗ୍ = 66 ±454 

 2.2% with the index SC and SI for physically spatially congruent and incongruent; 455 

d′: 1.07 ±  0.12; bias: 0.16 ±  0.03; and mean ± SEM in all cases). 456 

A 2 (physical: spatially congruent, incongruent) x 2 (decision: common, separate 457 

causes) repeated measures ANOVA of response times revealed a significant main effect of 458 

causal decisional outcome (F(1,9) = 8.266, p = 0.018) and a significant physical spatial 459 

congruency x causal decision interaction (F(1,9) = 15.621, p = 0.003). Overall, participants 460 

were slower on trials where they perceived AV signals as caused by separate events (i.e. 461 

averaged across physically spatially congruent and incongruent trials). Post hoc paired t-tests 462 

of the simple main effects revealed that participants were significantly faster judging 463 

physically spatially congruent stimuli as coming from ‘common cause’ and physically 464 

spatially incongruent stimuli as coming from ‘separate causes’ (RTୗେ,ୈେ = 0.89 ± 0.05 s; 465 

RTୗ୍,ୈୗ = 0.93 ± 0.06 s ; RTୗେ,ୈୗ = 1.02 ± 0.06 s; RTୗ୍,ୈେ = 0.96 ± 0.06 s; with the index 466 

SC and SI for physically spatially congruent and incongruent, DC and DS for common and 467 

separate cause decisions, respectively). In other words, observers were faster on their correct 468 

than wrong responses suggesting that trials with wrong responses were associated with a 469 

greater degree of decisional uncertainty. Importantly, we decoded observers’ decisional 470 

outcome i.e. ‘common cause’ vs. ‘separate cause’ judgments pooled over correct and 471 

incorrect responses, i.e. both ‘common cause’ and ‘separate cause’ judgments included 472 
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correct and incorrect trials. Hence, our decoding focused on decisional outcome irrespective 473 

of decisional uncertainty. 474 

fMRI analysis: univariate results 475 

The current study focused primarily on multivariate pattern analyses to characterize explicit 476 

causal inference in audiovisual perception. For completeness we also provide a brief 477 

summary of the results from the conventional univariate analyses (Figure 2, Tables 1–2). 478 

Main effects of visual and auditory location and motor response 479 

As expected, the spatially lateralized auditory and visual stimuli elicited stronger activations 480 

in the contralateral hemifield (Table 1). Right relative to left visual stimuli increased 481 

activations in the left calcarine sulcus, the middle and superior occipital gyri, while left 482 

relative to right visual stimuli increased activations in the right calcarine sulcus and right 483 

cuneus. Likewise, right relative to left auditory stimuli increased activations in the left 484 

planum temporale.  485 

Moreover, we observed the expected lateralization effects for motor responses: left 486 

relative to right hand responses were associated with greater activations in the right pre- and 487 

postcentral gyri, whilst right relative to left hand responses were associated with greater 488 

activations in the left pre- and postcentral gyri, the central sulcus and the left rolandic 489 

operculum (Table 1). 490 

Main effect of physical AV spatial congruency and observers’ causal decision 491 

We did not observe any significant effects of physical spatial congruency (i.e. interaction 492 

between visual and auditory location) most likely because the spatial disparity was too small 493 

to elicit the multisensory incongruency effects observed in classical suprathreshold paradigms 494 

(Hein et al., 2007; van Atteveldt et al., 2007; Noppeney et al., 2008, 2010; Gau and 495 

Noppeney, 2016). However, the outcome of observers’ causal decision influenced brain 496 
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activations: stimuli that were judged to come from separate (relative to common) causes 497 

increased activations in a widespread right lateralized system including the intraparietal 498 

sulcus, the superior and inferior frontal sulci and the insula (Figure 2, Table 2). Thus, in our 499 

threshold paradigm observer’s decisional outcome ‘separate causes’ and hence their 500 

perceived AV incongruency increased activations usually observed for physical 501 

incongruency. These activation increases for ‘separate causes’ decisions also dovetail nicely 502 

with observers longer response times for these trials (see behavioural results). 503 

Interaction between physical AV spatial congruency and causal decision 504 

To understand the interaction between physical spatial congruency and observers’ causal 505 

decision, we note that the interaction is equivalent to correct vs. incorrect responses. We 506 

found bilateral putamen activations for correct > incorrect responses (Table 2) that is in 507 

concordance with previous results showing a role of putamen in audiovisual conditions 508 

associated with faster and more accurate responses (von Saldern and Noppeney, 2013). For 509 

incorrect > correct responses, we observed increased activations in the prefrontal cortex (e.g. 510 

bilateral superior frontal gyri and insulae, inferior frontal sulcus; Figure 2, Table 2), which 511 

have previously been associated with greater executive demands (Noppeney et al., 2008; 512 

Werner and Noppeney, 2010a). 513 

fMRI analysis: multivariate results 514 

Using multivariate pattern analyses we assessed which of our regions of interest encode the 515 

key dimensions of our experimental design: i. visual signal location (left vs. right); ii. 516 

auditory signal location (left vs. right); iii. physical spatial congruency (congruent vs. 517 

incongruent); iv. causal decisional outcome (common vs. separate causes); and v. motor 518 

response (left vs. right hand) (Figure 1B). The multivariate pattern classification results are 519 

provided in Table 3 and the decoding accuracies are shown in Figure 3. Further, we show the 520 

weighted sum BOLD parameter estimates as summary indices to illustrate the multivariate 521 
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BOLD-response patterns that form the basis for multivariate pattern classification separate 522 

for class 1 and 2 in each region in Figure 4. 523 

Decoding of auditory and visual location 524 

Visual location could be decoded significantly better than chance from BOLD-response 525 

patterns in visual areas including V1, V2, V3 and V3AB (Figure 3). In addition, visual 526 

location was represented in the parietal cortex (IPS0–4) as well as in the frontal eye-fields 527 

(FEF) which is consistent with the well-established retinotopic organization of those cortical 528 

regions (Swisher et al., 2007; Silver and Kastner, 2009; Wang et al., 2015). Auditory location 529 

could be decoded significantly better than chance from the planum temporale (PT) as a higher 530 

order auditory area previously implicated in spatial processing (Rauschecker and Tian, 2000; 531 

Warren and Griffiths, 2003; Moerel et al., 2014) as well as along the dorsal auditory 532 

processing stream including the posterior parietal cortex (IPS0–2), the frontal eye-fields 533 

(FEF), and the dorsolateral prefrontal cortex (DLPFC) (Rauschecker and Tian, 2000; Arnott 534 

et al., 2004; Rauschecker and Scott, 2009; Recanzone and Cohen, 2010) (Figure 3). 535 

Decoding of physical AV spatial congruency and observers’ causal decision 536 

By titrating observers’ accuracy to about 70% correct our design allowed us to dissociate 537 

observers’ causal decision from physical spatial congruency. However, it is important to 538 

emphasize that this threshold design will also limit the maximal accuracy with which 539 

physical spatial disparity and observers’ causal decision can be decoded from fMRI 540 

activation patterns. This is because the small spatial disparity will make observers’ commit to 541 

a motor response despite a high level of decisional uncertainty. 542 

Physical AV spatial congruency could be decoded from higher order association 543 

cortices encompassing the parietal cortex (IPS0–4), the FEF and DLPFC as well as the 544 

planum temporale (Figure 3). These results are consistent with the classical view of 545 

multisensory processing in which primary auditory and visual cortices are specialized for 546 
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processing signals of their preferred sensory modality and higher order fronto-parietal 547 

association cortices are involved as convergence zones in combining signals across the senses 548 

(Felleman and Van Essen, 1991; Calvert, 2001; Wallace et al., 2004a; Romanski, 2012). 549 

Critically, adjusting spatial disparity individually for each participant to obtain 70% 550 

performance accuracy allowed us to compare physically spatially congruent (resp. 551 

incongruent) stimuli that were judged as coming from one common vs. separate causes. In 552 

other words, the individual threshold adjustment allowed us to identify regions encoding 553 

participants’ causal decisions irrespective of the physical spatial congruency of the 554 

underlying AV signals (see methods about additional subsampling and matching procedures). 555 

In line with our predictions, participants’ causal decisional outcome could be decoded from 556 

DLPFC (Figure 3). Critically, observers’ causal decision could be decoded from DLPFC 557 

better than from any other stimulus feature (pୈି = 0.0107, pୈି = 0.0342, pୈିୗ =558 

0.0078, pୈି = 0.0020; with indexes D − V, D − A, D − S, D − M  for comparing the 559 

accuracies of causal decision with visual, auditor, physical spatial congruency and motor 560 

response, respectively) suggesting a key role for DLPFC in causal inference. In addition, 561 

observers’ causal decision could be decoded to a lesser extent from activation patterns in a 562 

widespread system encompassing FEF, IPS0–4 and even the early visual areas such as V2 563 

(Figure 3). 564 

Given the significant interaction between causal decision and spatial disparity in our 565 

behavioural and univariate fMRI analyses, we assessed in a subsequent analysis whether 566 

observers’ causal decisions can be decoded similarly from activation patterns for spatially 567 

congruent and disparate audiovisual signals. Indeed, we were able to decode observers’ 568 

causal decisions similarly for spatially congruent and incongruent audiovisual signals. The 569 

decoding accuracy for DLPFC was 60.02 ± 1.78 (group mean ± SEM, group-level 570 

permutation test: p = 0.001 uncorrected) for spatially congruent (SC) signals and 58.72 ± 571 
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2.06 (group mean ± SEM, group-level permutation test: p = 0.003 uncorrected) for spatially 572 

incongruent (SI).  These results suggest that the DLPFC encodes observers’ decisional choice 573 

for both spatially congruent and incongruent signals. 574 

For completeness, we also assessed the decoding accuracies for i. IPS0–2: 56.40 ± 575 

1.27 for SC (group mean ± SEM, group-level permutation test: p = 0.003 uncorrected) and 576 

55.60 ± 1.35 for SI (group mean ± SEM, group-level permutation test: p = 0.002 577 

uncorrected); ii. IPS3–4: 55.37 ± 1.84 for SC (group mean ± SEM, group-level permutation 578 

test: p = 0.013 uncorrected) and 55.09 ± 1.35 for SI (group mean ± SEM, group-level 579 

permutation test: p = 0.003 uncorrected); iii. FEF: 58.14 ± 1.35 for SC (group mean ± SEM, 580 

group-level permutation test: p = 0.002 uncorrected) and 55.98 ± 0.98 for SI (group mean ± 581 

SEM, group-level permutation test: p = 0.001 uncorrected).  582 

Decoding of motor response 583 

We also ensured by experimental design that participants’ causal decisions were orthogonal 584 

to their motor response (i.e. left vs. right hand) by alternating the mapping from participants’ 585 

causal decisions to the selected hand response across runs. Not surprisingly, the motor 586 

response was decoded with a high accuracy from the precentral gyrus (Figure 3). In addition, 587 

we were able to decode observers’ motor response from the FEF, IPS0–4 and V3AB. Further, 588 

we were able to decode participants’ motor response from planum temporale and Heschl’s 589 

gyrus. The latter decoding of sensory-motor information from activation patterns in Heschl’s 590 

gyrus may potentially be attributed to activations from the neighbouring secondary 591 

somatosensory areas (see above for univariate results in the left rolandic operculum). 592 

Discussion 593 

To form a coherent percept of the world the brain needs to integrate sensory signals generated 594 

by a common cause and segregate those from different causes (Noppeney, 2020). The human 595 
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brain infers whether or not signals originate from a common cause or event based on multiple 596 

correspondence cues such as spatial disparity (Slutsky and Recanzone, 2001; Lewald and 597 

Guski, 2003; Wallace et al., 2004b; Recanzone, 2009), temporal synchrony (Munhall et al., 598 

1996; Noesselt et al., 2007; van Wassenhove et al., 2007; Lewis and Noppeney, 2010; Lee 599 

and Noppeney, 2011b; Maier et al., 2011; Parise et al., 2012; Magnotti et al., 2013; Parise 600 

and Ernst, 2016) or semantic and other higher order correspondence cues (Welch, 1999; 601 

Parise and Spence, 2009; Sadaghiani et al., 2009; Adam and Noppeney, 2010; Noppeney et 602 

al., 2010; Bishop and Miller, 2011; Lee and Noppeney, 2011a). As a result, observers’ causal 603 

decisions have previously been inherently correlated with the congruency of the audiovisual 604 

signals (Rohe and Noppeney, 2015b, 2016; Aller and Noppeney, 2019; Cao et al., 2019; 605 

Rohe et al., 2019) making it challenging to dissociate observers’ causal decisions from the 606 

underlying physical correspondence cues such as audiovisual spatial disparity. 607 

To dissociate the neural processes associated with participants’ causal decisions from 608 

those driven by the physical AV spatial congruency cues we adjusted the audiovisual spatial 609 

disparity individually for each participant to enable a threshold accuracy of 70%. As a result 610 

of external and internal noise (Faisal et al., 2008) spatially congruent audiovisual signals 611 

were perceived as coming from the same source in ~70% of cases. Conversely, spatially 612 

disparate audiovisual signals were perceived as coming from independent sources in ~70% of 613 

cases. This causal uncertainty allowed us to select and compare physically identical 614 

audiovisual signals that were perceived as coming from common or separate causes. 615 

Moreover, we dissociated participants’ causal decisions from their motor responses by 616 

counterbalancing the mapping between causal decision (i.e. common vs. separate causes) and 617 

motor response (i.e. left vs. right hand) over runs. In summary, our experimental design 618 

enabled us to characterize a system of brain regions with respect to five different ‘encoding 619 

dimensions’: i. visual space (left vs. right); ii. auditory space (left vs. right); iii. physical 620 
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spatial congruency (congruent vs. incongruent); iv. causal inference and decision (common 621 

vs. separate causes); and v. motor response (left vs. right hand). 622 

Unsurprisingly, our multivariate decoding results demonstrate that low level visual 623 

areas (V1–3) encode predominantly visual space, planum temporale (PT) auditory space and 624 

precentral gyrus participant’s motor responses. Physical spatial congruency could be decoded 625 

from planum temporale, all parietal areas (IPS0–4) and prefrontal cortices (DLPFC, FEF). 626 

This profile of results is consistent with the classical hierarchical organization of 627 

multisensory perception, according to which low level sensory cortices process signals 628 

mainly from their preferred sensory modalities and higher order cortical regions combine 629 

signals across the senses (Felleman and Van Essen, 1991; Mesulam, 1998; Calvert, 2001; 630 

Kaas and Collins, 2004; Wallace et al., 2004a). This view has been challenged by studies 631 

showing multisensory interactions already at the primary cortical level (Molholm et al., 2002; 632 

Ghazanfar, 2005; Senkowski et al., 2005; Ghazanfar and Schroeder, 2006; Hunt et al., 2006; 633 

Kayser and Logothetis, 2007; Lakatos et al., 2007; Driver and Noesselt, 2008; Werner and 634 

Noppeney, 2011). However, in primary sensory cortices stimuli from the non-preferred 635 

sensory modality typically modulated the response magnitude or salience rather than spatial 636 

representation of stimuli from the preferred sensory modality. Likewise, previous 637 

multivariate pattern analyses showed that a synchronous yet displaced auditory signal had 638 

minimal impact on the spatial representations in primary visual cortices (e.g. Rohe and 639 

Noppeney, 2015b, 2016). Only later in the processing hierarchy in posterior and anterior 640 

parietal cortices were spatial representations formed that integrated auditory and visual 641 

signals weighted by their bottom-up reliabilities (ISP0–4) and top-down task-relevance 642 

(IPS3–4) (Rohe and Noppeney, 2015b, 2016, 2018; Aller and Noppeney, 2019). Our current 643 

findings thus lend further support for this hierarchical perspective by showing that 644 

predominantly higher order areas (e.g. planum temporale and frontoparietal cortices) encode 645 
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physical spatial congruency that relies on information from auditory and visual processing 646 

streams. Critically, while previous research used spatial localization tasks, in which causal 647 

inference is implicit and the signal’s spatial location is explicitly computed and mapped onto 648 

a motor response, in the current study spatial representations were not explicitly task-relevant 649 

but computed for explicit causal inference, i.e. to determine whether audiovisual signals 650 

come from a common cause. Collectively, our research suggests that fronto-parietal areas 651 

play a key role in integrating auditory and visual signals into spatial representations for both 652 

i. explicit spatial localization that involves implicit causal inference and ii. explicit causal 653 

inference (i.e. common source judgments) that requires implicit spatial localization of AV 654 

signals. 655 

Previous studies demonstrated that the lateral prefrontal cortex (lateral PFC) is a key 656 

convergence zone for multisensory integration (Wallace et al., 2004a; Werner and Noppeney, 657 

2010b; Romanski, 2012), moreover, the lateral PFC has been implicated in controlling 658 

audiovisual integration and segregation (Noppeney et al., 2010; Gau and Noppeney, 2016; 659 

Cao et al., 2019) and causal structure learning (Tomov et al., 2018). Critically, our study 660 

enabled us to identify brain regions encoding the outcome of participants’ causal decisions 661 

irrespective of the physical spatial correspondence cues. In line with our a priori prediction, 662 

the DLPFC was the only region where the decoding accuracy profile peaked for causal 663 

judgements. This result indicates that the lateral PFC encodes participants’ explicit causal 664 

inference irrespective of the physical spatial audiovisual correspondence cues or observers’ 665 

motor response. A critical question for future research is whether lateral PFC also encodes 666 

implicit causal decisions that are required to arbitrate between sensory integration and 667 

segregation in multisensory perception. For instance, future studies may utilise similar 668 

threshold designs in an auditory localization task. Guided by previous research showing that 669 

the lateral PFC modulates audiovisual binding in McGurk illusion trials we expect that lateral 670 
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prefrontal cortex encodes observers implicit causal decision that will then in turn influence 671 

their auditory spatial percept (Gau and Noppeney, 2016). 672 

Moreover, given the extensive evidence for early integration in low level sensory 673 

cortices discussed earlier it is rather unlikely that the brain delays multisensory binding until 674 

an accumulated causal judgment made by the prefrontal cortex. On the contrary, it is more 675 

plausible that the brain integrates or segregates spatial sensory signals already at the primary 676 

cortex level and progressively refines the representations via multiple feedback loops across 677 

the cortical hierarchy (Rao and Ballard, 1999; Friston, 2005). Recent evidence is in line with 678 

such a feedback loop architecture describing i. top-down control of multisensory 679 

representations by the prefrontal cortex (Siegel et al., 2015; Gau and Noppeney, 2016; Rohe 680 

and Noppeney, 2018), ii. hierarchical nature of perceptual inference in the human brain (Rohe 681 

and Noppeney, 2015b, 2016) and iii. its temporal evolution involving the dynamic encoding 682 

of multiple perceptual estimates in spatial (Aller and Noppeney, 2019) or non-spatial tasks 683 

(Cao et al., 2019; Rohe et al., 2019). Therefore, the causal evidence that is accumulated in the 684 

prefrontal cortex needs to be projected backwards to lower level sensory areas to inform and 685 

update their spatial representation and the binding process. Accordingly, we were able to 686 

decode causal decisional outcome also from low level sensory cortices such as V2–3 and 687 

planum temporale suggesting that the causal inference in the lateral PFC top-down modulates 688 

along the sensory processing hierarchy. 689 

Importantly, we were able to decode all dimensions of our design from the frontal 690 

eye-field (FEF) and the intraparietal sulcus (IPS0–4) including visual and auditory space, 691 

physical AV spatial congruency, observers’ causal decisions and motor responses. Further, 692 

our current paradigm enabled us to orthogonalize participants’ motor responses with respect 693 

to their causal decisions. Even when trials were matched for causal decisions, we were able to 694 

decode participants’ hand response from IPS0–4 significantly better than chance. These 695 
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results suggest that IPS0–4 integrates audiovisual signals not only into spatial representations, 696 

but it also transforms them into motor responses. In concordance with these findings, 697 

numerous electrophysiological studies have demonstrated that IPS can transform sensory 698 

input into motor output according to learnt mappings (Cohen and Andersen, 2004; Gottlieb 699 

and Snyder, 2010; Sereno and Huang, 2014).  700 

The sensitivity of the FEF–IPS circuitry to all experimental dimensions suggests that 701 

they integrate audiovisual signals into spatial representations informed by the explicit causal 702 

inference encoded in the lateral PFC. Our results thus extend previous findings showing that 703 

IPS3–4 arbitrates between audiovisual integration and segregation depending on the physical 704 

correspondence cues of the sensory signals for spatial localization (Rohe and Noppeney, 705 

2015b, 2016). They converge with recent findings that parietal cortices (e.g. LIP in macaque) 706 

might not be directly involved in evidence accumulation per se but rather related to decision 707 

formation indirectly as part of a distributed network (Katz et al., 2016). Notably, our ability 708 

to decode all information dimensions from activation patterns in fronto-parietal cortices 709 

aligns well with recent suggestions that parietal cortices represent sensory, motor and 710 

potentially decision-related variables via multiplexing (Huk et al., 2017). Future 711 

neurophysiology research will need to assess whether these dimensions are encoded in 712 

distinct or overlapping neuronal populations. 713 

In conclusion, our study was able to dissociate participants’ causal inference from the 714 

physical audiovisual correspondence cues and motor responses. Our results suggest that the 715 

lateral PFC plays a key role in inferring the causal structure, i.e. the number of sources that 716 

generated the noisy audiovisual signals. Moreover, informed by the physical AV spatial 717 

congruency cues and the inferred causal structure FEF and IPS form a circuitry that integrates 718 

auditory and visual spatial signals into representations to guide behavioural (i.e. motor) 719 

response.  720 
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Figure legends 925 

 926 

Figure 1. Experimental stimuli and design. (A) Time course of one physically AV spatially 927 

incongruent and congruent trial. On each trial observers indicate whether they perceived 928 

auditory and visual signals as generated by one or two causes (i.e. explicit causal inference or 929 

decision). (B) The experimental design manipulated: i. visual location (left vs. right), ii. 930 

auditory location (left vs. right), iii. motor response (left vs. right hand) as independent 931 

variables. The interaction between auditory and visual location defines physical congruency; 932 

causal decision (common vs. separate causes) was a dependent variable defined based on 933 

participants’ responses.  934 

 935 

Figure 2. Univariate results of the main effect of causal decision and the interaction of 936 

causal decision and physical spatial congruency. Activation increases for causal decisional 937 

outcome: separate > common cause (green, p < 0.05 at the cluster level corrected for 938 

multiple comparisons within the entire brain, with an auxiliary uncorrected voxel threshold of 939 

p < 0.001) and activation increases for causal decision x physical AV spatial congruency 940 

interaction: incorrect > correct (red, p < 0.05 at the cluster level corrected for multiple 941 

comparisons within the entire brain, with an auxiliary uncorrected voxel threshold of 942 

p < 0.001) are rendered on an inflated canonical brain. Bar plots (across participants mean ± 943 

SEM) overlaid with bee swarm plots (for individual participants) show the parameter 944 

estimates (averaged across all voxels in the black encircled cluster) in the i. left inferior 945 

frontal sulcus/precentral sulcus; ii. bilateral superior frontal gyrus; iii. right posterior 946 

intraparietal sulcus; and iv. right anterior intraparietal sulcus that are displayed on axial slices 947 

of a mean image created by averaging the participants’ normalized structural images. L, Left; 948 
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R, right; SC, physically spatially congruent; SI, physically spatially incongruent; DC, 949 

common cause decision; DS, separate cause decision; a.u., arbitrary unit. 950 

 951 

Figure 3. Multivariate pattern results along the visual and auditory spatial cortical 952 

hierarchy. Support vector classification decoding accuracy for: i. V = visual location: left vs. 953 

right; ii. A = auditory location: left vs. right; iii. S = physical spatial congruency: congruent 954 

vs. incongruent; iv. D = causal decisional outcome: common vs. separate causes; and v. M = 955 

motor response: left vs. right hand in the regions of interest (ROI) as indicated in the figure. 956 

Box plots show the accuracies across participants (box for median and interquartile range, 957 

whiskers for lowest and highest data points, dots for outside of 1.5 interquartile range). 958 

Significance is indicated by **p < 0.01, ***p < 0.001, ∆p < 0.0045; the single triangle 959 

indicates that the p-value is significant when adjusting the threshold according to Bonferroni 960 

correction i.e. p < 0.0045 ∗ 11ROIs = 0.0495. The ROIs are delineated on the surface of an 961 

inflated single participant brain. V1, primary visual cortex; V2, secondary visual cortex; V3, 962 

V3AB, higher order visual cortices; HG, Heschl’s gyrus; PT, planum temporale; IPS0–2, 963 

posterior intraparietal sulcus; IPS3–4, anterior intraparietal sulcus; PCG, precentral gyrus; 964 

FEF, frontal eye-fields; DLPFC, dorsolateral prefrontal cortex. 965 

 966 

Figure 4. Characterization of BOLD-response patterns. BOLD-response parameter 967 

estimates for each of the two classes (e.g. left and right visual location) are summed within 968 

each region weighted by the support vector classification weights. (A) Support vector 969 

classification for i. V = visual location: left vs. right; ii. A = auditory location: left vs. right; 970 

iii. S = physical spatial congruency: congruent vs. incongruent; iv. D = causal decisional 971 

outcome: common vs. separate causes; and v. M = motor response: left vs. right hand in the 972 

regions of interest as indicated in the figure. Box plots show the weighted sum of parameter 973 
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estimates across participants (box for median and interquartile range, whiskers for lowest and 974 

highest data points, dots for outside of 1.5 interquartile range). (B) Support vector 975 

classification for causal decisional outcome (i.e. common (DC) and separate causes (DS)) 976 

trained separately for physically spatial congruent (SC) and incongruent (SI) stimuli. V1, 977 

primary visual cortex; V2, secondary visual cortex; V3, V3AB, higher order visual cortices; 978 

HG, Heschl’s gyrus; PT, planum temporale; IPS0–2, posterior intraparietal sulcus; IPS3–4, 979 

anterior intraparietal sulcus; PCG, precentral gyrus; FEF, frontal eye-fields; DLPFC, 980 

dorsolateral prefrontal cortex.  981 
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Tables 982 

Table 1. Univariate results of the main effects of stimulus location and motor response. 983 

 
MNI coordinates, 

mm z-score, 
peak 

Cluster 
size, 

number of 
voxels 

p 
value, 
cluster Brain regions x y z 

visual L > visual R 
R calcarine sulcus 12 -72 -2 7.58 935 <0.001 
R cuneus 10 -86 20 7.04   

visual R > visual L 
L middle occipital gyrus -48 -78 10 7.80 1869 <0.001 
L superior occipital gyrus -20 -86 20 6.96   
L calcarine sulcus -10 -86 2 5.87   

auditory R > auditory L 
L planum temporale -56 -44 14 4.66 274 <0.001 

motor L > motor R 
R postcentral gyrus 54 -16 50 >8 1964 <0.001 
R precentral gyrus 40 -16 54 >8   

motor R > motor L 
L precentral gyrus -36 -24 52 >8 2153 <0.001 
Central sulcus -44 -24 50 >8   
L postcentral gyrus -52 -18 50 >8   
L rolandic operculum -46 -22 18 6.04 346 <0.001 

p < 0.05 at the cluster level corrected for multiple comparisons within the entire brain, 984 
with an auxiliary uncorrected voxel threshold of p < 0.001. We also report the z-score of the 985 
peak-voxel (or several peak voxels) with their corresponding MNI coordinates. L, Left; R, 986 
right. 987 

988 
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Table 2. Univariate results of the main effect of causal decision and the interaction of 989 
causal decision and physical spatial congruency. 990 

 
MNI coordinates, 

mm z-score, 
peak 

Cluster 
size, 

number of 
voxels 

p 
value, 
cluster Brain regions x y z 

causal decision: separate > common cause 
R posterior intraparietal sulcus 40 -74 34 3.87 229 <0.001 
R anterior intraparietal sulcus 38 -46 38 3.50 183 0.001 
R inferior frontal sulcus 42 30 18 4.09 179 0.002 
R middle frontal gyrus 50 20 8 4.08   
R superior frontal sulcus 26 6 52 3.89 150 0.004 
R anterior insula 30 26 -6 4.86 139 0.006 
R precuneus 4 -68 46 3.73 112 0.018 

causal decision x physical spatial congruency interaction: correct > incorrect 
R putamen 28 6 0 5.60 757 <0.001 
L putamen -26 2 -8 4.73 388 <0.001 

causal decision x physical spatial congruency interaction: incorrect > correct 
   L superior frontal gyrus 

  (medial wall) -6 14 50 5.63 1589 <0.001 

R superior frontal gyrus 
  (medial wall) 6 12 54 5.12   

L anterior cingulate 
   sulcus/gyrus -2 20 38 4.89   

L inferior frontal sulcus -50 22 26 5.32 716 <0.001 
L precentral sulcus -40 2 28 4.47   
L anterior insula -36 18 6 5.47 585 <0.001 
R anterior insula 38 16 6 4.27 217 <0.001 

p < 0.05 at the cluster level corrected for multiple comparisons within the entire brain, 991 
with an auxiliary uncorrected voxel threshold of p < 0.001. We also report the z-score of the 992 
peak-voxel (or several peak voxels) with their corresponding MNI coordinates. L, Left; R, 993 
right. 994 

  995 



 

45 
 

Table 3. Multivariate pattern classification results. 996 

 
visual location 

left vs. right 
auditory location 

left vs. right 

physical spatial 
congruent vs. 
incongruent  

decision separate 
vs. common cause 

motor response left 
vs. right 

Brain 
regions p-value subject p-value  subject p-value subject p-value subject p-value subject 

HG 0.409 3 (0) 0.092 5 (5) 0.058 3 (1) 0.826 1 (0) 0.001∆ 10 (10) 

PT 0.028 5 (2) 0.001*** 8 (8) 0.002∆ 8 (4) 0.337 3 (2) 0.001∆ 9 (9) 

V1 0.001*** 10 (10) 0.023 5 (4) 0.021 6 (4) 0.040 5 (2) 0.232 5 (3) 

V2 0.001*** 10 (10) 0.009 7 (5) 0.078 5 (4) 0.003∆ 3 (2) 0.041 6 (3) 

V3 0.001*** 10 (10) 0.033 4 (4) 0.038 4 (3) 0.002∆ 5 (2) 0.004∆ 8 (7) 

V3AB 0.001*** 10 (10) 0.010 8 (7) 0.030 5 (4) 0.013 6 (4) 0.078 3 (2) 

IPS0–2 0.001∆ 10 (10) 0.001∆ 8 (6) 0.002∆ 8 (6) 0.004∆ 8 (6) 0.002∆ 7 (5) 

IPS3–4 0.001∆ 10 (9) 0.006 7 (7) 0.001∆ 8 (7) 0.001∆ 7 (5) 0.001∆ 10 (10) 

FEF 0.001∆ 9 (9) 0.004∆ 8 (7) 0.003∆ 8 (7) 0.003∆ 8 (7) 0.003∆ 8 (7) 

PCG 0.006 7 (7) 0.035 6 (5) 0.171 5 (5) 0.704 2 (1) 0.001*** 10 (10) 

DLPFC 0.013 7 (5) 0.001∆ 7 (4) 0.002∆ 6 (4) 0.002** 8 (8) 0.295 3 (1) 

p-values (uncorrected) indicate better than chance decoding accuracy at the group level based 997 
on between-subjects permutation test, **p < 0.01, ***p < 0.001, ∆p < 0.0045 (i.e. significant 998 
after Bonferroni correction for 11 regions of interest); ‘subjects’ indicate the number of 999 
subjects that are associated with better than chance decoding accuracy based on within-1000 
subjects permutation test at p < 0.05 uncorrected (in brackets: number of subjects with  1001 
p < 0.0045, i.e. significant after Bonferroni correction for 11 regions of interest unless 1002 
guided by priori hypothesis); V1, primary visual cortex; V2, secondary visual cortex; V3, 1003 
V3AB, higher order visual cortices; HG, Heschl’s gyrus; PT, planum temporale; IPS0–2, 1004 
posterior intraparietal sulcus; IPS3–4, anterior intraparietal sulcus; PCG, precentral gyrus; 1005 
FEF, frontal eye-fields; DLPFC, dorsolateral prefrontal cortex. 1006 










