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Abstract
There is a growing interest in mining and handling of big data, which has been rapidly accumulating in the repositories 
of bioprocess industries. Biopharmaceutical industries are no exception; the implementation of advanced process control 
strategies based on multivariate monitoring techniques in biopharmaceutical production gave rise to the generation of large 
amounts of data. Real-time measurements of critical quality and performance attributes collected during production can be 
highly useful to understand and model biopharmaceutical processes. Data mining can facilitate the extraction of meaning-
ful relationships pertaining to these bioprocesses, and predict the performance of future cultures. This review evaluates the 
suitability of various metaheuristic methods available for data pre-processing, which would involve the handling of missing 
data, the visualisation of the data, and dimension reduction; and for data processing, which would focus on modelling of the 
data and the optimisation of these models in the context of biopharmaceutical process development. The advantages and the 
associated challenges of employing different methodologies in pre-processing and processing of the data are discussed. In 
light of these evaluations, a summary guideline is proposed for handling and analysis of the data generated in biopharma-
ceutical process development.

Keywords Biopharmaceutical process development data · Missing data handling · Interactive data visualisation · Meta-
feature selection · Data modelling

Introduction

One of the major challenges in biopharmaceutical pro-
duction is that unlike small molecule generic products it 
is impossible to manufacture identical copies of biologic 
products despite meticulously following well-defined ana-
lytical characterization and manufacturing techniques [1]. 
This raises a need for continuous real-time quality control 
and assurance in biopharmaceutical manufacturing, which 
emphasises the significance of enforcing process analyti-
cal technology (PAT) measures in a manufacturing process. 
Effective PAT implementation involves the use of complex 

process control strategies based on multivariate monitoring 
techniques. Software systems for multivariate data analy-
sis enhance control and ensure overall process and product 
quality by detecting process deviations and identifying their 
root causes [2]. These high-throughput techniques generate 
large amounts of data containing real-time measurements 
of critical quality and performance attributes of the process, 
and if processed efficiently, can provide process improve-
ment opportunities. Occasionally large amount of data are 
also generated as the result of an adaptation to superior cell 
culturing methods for improved production characteristics, 
such as the emergence and adoption of the perfusion mode 
of culturing [3].

Retrospective investigation of historical data comprised 
of batches of cultures using multivariate modelling tech-
niques such as principal component analysis and partial least 
squares can help predict and control manufacturing pro-
cesses towards achieving target productivity and quality end 
points [4]. The main objective of these retrospective analyses 
is to reveal insightful information from massive data sets 
to improve process understanding. These data can be used 
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for the purpose of forecasting, identification of trends, rela-
tionships, pattern, and anomaly detection [5]. In line with 
recent initiatives and growing interest on handling of big 
data, biopharmaceutical and biologics industries launched 
similar programmes to mine and exploit their data further. 
Such an in-depth investigation would necessitate under-
standing the nature of these datasets and selecting suitable 
methods of analysis to extract the most relevant information 
out of these data.

Cell culture data pertaining to biopharmaceutical process 
development (BPD) deposited in databases are of multivar-
iate time series type, and they possess temporal patterns. 
Time series analysis is a method of analysing longitudinal 
data, which allows the monitoring of a pattern of change 
over time rather than at a single discrete point in time [6]. 
The adoption of conventional statistical methods that con-
sider time series observations as independent and uniformly 
distributed may harm prediction accuracy, as differences 
between time series values of adjacent examples are quite 
small and are strongly correlated [7]. To conduct an analy-
sis on time series datasets, it is important to ensure that the 
time series is complete, so that auto-covariance and auto-
correlation can be computed as a preliminary step to data 
mining [8].

Data mining techniques are broadly classified into super-
vised and unsupervised methods. Classification, regression 
and deviation detection fall under supervised techniques, 
where there is a prior knowledge of what the output val-
ues for the samples should be. These techniques essentially 
attempt to approximate the relationship between observable 
input data, such as those given by the process attributes and 
the output data, such as those given by the product attributes, 
in the best possible way. Pattern discovery, association rule 
discovery and clustering are, on the other hand, unsuper-
vised techniques, which aim to infer the inherent information 
from unlabelled data points [5]. Each of these analyses con-
sists of several steps. Pre-processing is a step that involves 
the identification of the problems in the dataset, such as the 
presence of gaps, and the selection of a suitable mechanism 
to handle the problem [9].

This review aims to investigate the stages involved in 
bioprocess data handling, and is structured as follows. The 
‘Data Pre-processing’ section discusses different aspects 
of the data generated during process development, and the 
specific problems that impose challenges for their analysis, 
such as the incompleteness of the datasets, and presents 
possible strategies to handle these problems. This section 
also discusses the adoption of other key data pre-processing 
techniques for visualisation, selection of important features 
embedded in the data, and dimensionality reduction. The 
‘Data Processing’ section provides an overview of the dif-
ferent methods available for model building, validation and 
optimisation. The review concludes by providing a critical 

evaluation of the adaptability of these approaches for both 
data pre-processing and processing in addressing the intrin-
sic properties of the data generated during BPD, and pro-
poses a summary guideline for handling such datasets.

Data pre‑processing: handling 
of the missing information, visualisation 
of patterns, meta‑feature extraction, 
and dimensionality reduction

Handling of the missing information

Missing data in databases

One of the major challenges when dealing with historic cell 
culture data is the presence of missing values or gaps in 
the BPD databases. There are several reasons for the accu-
mulation of these gaps, most of which are unavoidable. 
Missing information in the databases could be attributed 
to, but are not limited to sensor breakdown during opera-
tion, inconsistent sampling rates due to the nature of the 
process or to human intervention in sampling times, merg-
ing data acquired from different systems, or recording of 
measurements that fall outside of the range of the sensors. 
Furthermore, malfunctions in the data acquisition systems, 
any potential network outages, power black outs, data being 
logged in an incorrect format, human or machine errors in 
data recording, glitches in the data management software, 
and samples being flagged as having poor quality and sub-
sequently being dropped from storage all contribute to the 
accumulation of missing information in databases [10, 11].

On many occasions, gaps arise due to the characteris-
tics inherent to the production process itself. For instance, 
parameters such as the product concentration can be meas-
ured less frequently during early days of production than 
during late stages to reduce the amount of sample drawn out 
on early days of culture. However, a simple preventive action 
such as one that would exclude only three daily measure-
ments in a bioprocess that is monitored for 2 weeks would 
mean missing information on 20% of the data in all available 
recordings for that parameter in the database. Similarly, a 
single missing value in one parameter can create a domino 
effect by also affecting a dependent parameter. For exam-
ple, a missing recording in the elapsed generation number 
parameter can create consecutive gaps in the same param-
eter until the end of the bioprocess from that measurement 
forward, as well as creating gaps in another parameter such 
as the cumulative population doubling level, whose value is 
determined from the elapsed generation number.

The different types of activities, which cause the intro-
duction of missing information into datasets, essentially 
provide the means to categorise nature of the missing data. 
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Missing data are classified based on either the pattern of 
missing information or the missing data mechanism, i.e. 
the relationship between the observed parameter and the 
missing data. The patterns of missing information fall into 
a wide variety of structures such as that of (1) the univari-
ate pattern, i.e. the gaps are only present in one param-
eter; (2) the unit non-response pattern, i.e. there is no data 
recorded for the duration of a single experiment out of 
a batch; (3) the monotone pattern, i.e. data are missing 
from a specific point forward due to a change in sampling 
regime or instrument leading to the omission of certain 
measurements; (4) the general pattern, i.e. missing data 
can be predicted from the observed values using a linear 
model; (5) the planned missing pattern, i.e. a measurement 
is intentionally omitted due to experimental design; or (6) 
the latent variable pattern, i.e. a missing data structure 
that explains the unavoidable differences in the imputed 
and the actual values of the missing data point. The rela-
tionship between the observed parameter and the missing 
data can be described as (1) missing completely at random 
(MCAR), i.e. the missing data does not depend on the 
measured data or the missing data itself; (2) missing at 
random (MAR), i.e. the missing data can be inferred from 
the measured data, but are not dependent on the miss-
ing data; or (3) missing not at random (MNAR); i.e. the 

missing data are not stochastic, but they depend on the 
missing data themselves [12].

It is important to consider seasonality, i.e. the recurring 
patterns, correlation among samples and smooth variations 
between examples while treating missing values in a time 
series data set [8]. The unavailability of even a limited frac-
tion of data could yield to biased estimates of the existing 
effects, and thus overestimate the precision [13]. In any time 
series, missing information in more than 20% of the origi-
nal dataset would potentially risk deviating away from the 
complete data pattern [6]. Thus, the handling of missing 
data becomes an essential step in data pre-processing prior 
to performing any further analysis. However, temporal pat-
terns such as trends, seasonal, cyclic or irregular variations 
were reported to render handling of missing data in time 
series challenging [12].

Handling of the missing data

Over the course of time, a multitude of approaches was 
developed to estimate the missing values in a dataset. These 
approaches can be broadly classified into four categories 
(Fig. 1): (1) conventional methods including complete case 
analysis, ignoring and deletion of data with missing com-
ponents [6, 14], (2) imputation-based methods including 

Fig. 1  Different methods for handling missing data. Hierarchical tree 
depicting the classification of missing data handling methods, with 
each box representing a specific gap-filling method. The boxes are 
colour coded according to their hierarchy. Larger rectangular boxes 

in the same level of hierarchy represent members of the same cluster. 
The distances in the tree are not scaled to size or do not present math-
ematical significance, but only are a graphical representation (colour 
figure online)
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statistical methods and machine-learning methods [12], (3) 
likelihood-based methods including expectation–maximiza-
tion algorithms [15] and full information maximum likeli-
hood [12], and (4) similarity measures [9]. Conventional 
methods are popular due to their simplicity, but are only 
effective if a low fraction of the complete dataset is miss-
ing. Adoption of these simple strategies could potentially 
induce bias in the resulting data analysis that follows this 
pre-processing protocol in the event that gaps comprise a 
high fraction of the dataset [9]. These methods were recently 
employed to handle the missing data from a BPD dataset, 
where less than 20% of the data were missing, and the meth-
ods were reported to perform efficiently without introduc-
ing bias into the downstream data analysis [16]. The likeli-
hood-based approaches are present on the other end of the 
complexity scale. Although these approaches are flexible, 
they do not require ad hoc methods, and yield a satisfactory 
estimate of variance, they were shown to be computation-
ally intensive in study on imputation of missing time series 
data on air pollutants due to the necessity to solve highly 
complex likelihood equations [13]. Similarity measures are 
yet another method for handling missing data, which results 
in a complete dataset without performing any imputation by 
simply replacing the missing values by best matched values 
between two time series using a dynamic time warping-like 
algorithm. Such a method was successfully used to impute 
missing data in EEG traces measured from a patient, which 
consisted of 3600 points of electric potential recordings [17]. 
Imputation has been increasingly attracting attention as an 
alternative strategy for handling of the missing data. Among 
different methods of imputation, machine-learning methods 
were reported to outperform statistical methods, providing 
significant improvement in prediction accuracy and reduc-
tion in error rates [5, 12]. Hybrid machine-learning methods 
present further superiority by combining the computational 
excellence of two or more methods. For instance, Resende 
et al. employed a combination of Lagrange interpolation 
with genetic algorithm on a simulated dataset to demonstrate 
improved imputation power by their proposed method [8]. 
Aydilek and Arslan used fuzzy C mean clustering in com-
bination with Support Vector Machines and Genetic Algo-
rithm on six standard machine-learning datasets to evaluate 
the efficacy of their hybrid algorithm [18].

Summary for handling of the gaps

Although a multitude of methods is available for imputation 
as discussed in the last subsection, few key aspects of the 
BPD datasets still render the task of gap-filling challenging. 
Conventional methods summarised here cannot be applied 
in a plug-and-play format to address the problem. Com-
plexities embedded within the BPD dataset such as some 
parameters always being correlated across time, a single 

missing instance of a parameter creating consecutive miss-
ing values in the dataset, can all add to the challenge. Adher-
ence to a standard production protocol can lead to multiple 
type of missing behaviour within a single parameter. For 
instance, BPD data have a missing mechanism known as 
MAR. This, when combined with, for instance, a planned 
missing pattern, can create a complex combination of miss-
ing behaviour, which renders it difficult to address using 
singular methods [14]. Moreover, studies reported that the 
best predictive accuracy did not necessarily lead to the low-
est classification bias. This suggests that the modelling task, 
i.e. the following data-processing step, is imperative in the 
evaluation of the performance of any imputation method 
adopted for handling the missing data [19].

Interactive data visualisation

Following the gap-filling protocol, the next task frequently 
adopted by data scientists aims to explore the patterns in 
time series data comprehensively [20]. A preliminary visual 
analysis is usually very convenient at this stage. Various 
visual analytics systems incorporating time-based visualisa-
tion, which serve to supplement temporal patterns, can be 
used for identifying patterns in the data. Several software 
tools with advanced visualisation capabilities are available 
for this purpose. Some of these tools generate only basic 
graphical representations (Leadline [21], Matisse [22], Vis-
ual BackChannel [23]), and others support enhancements 
that allow interactive visual queries to be made (ChronoLens 
[24]). More advanced tools execute clustering (SpiralView 
[25]), highlight recurring patterns (SpiralView), and some 
have multi-focus zooming techniques (SignalLens [26], 
RiverLens [27]). More elaborate toolboxes can be used to 
visualise an overview of statistical summaries of time series 
data (TimeBench Library [28]), and provide simultaneous 
views and pattern-matching capabilities (TimeSearcher 2 
[29]). The advantage of using visual analytics approach is 
that it reduces knowledge discovery timelines and provides 
a deeper understanding of the process by allowing patterns 
in the behaviour of different parameters become comparable. 
Falcon is one such interactive data visualisation tool with an 
embedded feature that allows comparative visual analysis 
of long time series data that are sampled irregularly with 
sub-second precision. These patterns extracted from visual 
analysis can be further detailed out and be used for the for-
mulation of hypotheses in complex time series data sets [20].

Meta‑feature extraction

Data collected from any standard bioprocess development 
protocol will comprise of some parameters, which are moni-
tored or measured likely at regular intervals in time through 
interfering with the process, for instance, by sampling. These 
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are generally referred to as offline parameters. Online param-
eters, on the other hand, provide continuous readings from 
automated control and data logging systems. There would 
be several orders of magnitude of difference between the 
frequency of the recordings collected through offline and 
online systems in any given period. Handling of the two 
different types of data together necessitates the online data 
to be pre-processed and made compatible for an integrated 
analysis along with the offline parameters. Conventional 
methods such as the computation of the mean, the standard 
deviation, the minimum and the maximum values across 
the dataset, and employing those values for the reduction of 
time series data were found to be unsatisfactory due to poor 
accuracy [6]. Using meta-feature selection algorithms is a 
complex approach to extract features from multivariate time 
series data, which would yield much higher accuracy than 
the basic methods would [30]. TClass is an algorithm based 
on the extraction of meta-features that model recurring sub-
structures in the instances, such as strokes in handwriting 
recognition or local maxima in time series data [31]. The 
type of substructure is defined by the user, but are extracted 
automatically and used to construct attributes. The parame-
ter space defined by meta-features is segmented into regions 
beneficial for classification using heuristic techniques [32]. 
Other algorithms available for meta-feature selection are 
Mutual Information [33], Document Frequency [34], Infor-
mation Gain [35], and CHI algorithm [36, 37].

Dimensionality reduction

It is desirable to reduce the dimensionality of the covariate 
space comprised of the multiple parameters monitored in 
the dataset to simplify modelling and analysis. This task 
aims to identify the critical parameters, which can explain 
the variance in the data efficiently, without necessitating the 
use of all measured parameters. Several methods of dimen-
sionality reduction including but not limited to principal 
component extraction, partial least squares, and canonical 
correlations have been used for the analysis of time series 
data [34]. However, these methods do to account for the 
temporal aspect of time series datasets.

Template-matching framework is a time series data com-
patible system that can reduce the storage and computational 
requirement for classification problems. Niennattrakul et al. 
[38] proposed a shape-based template matching framework 
(STMF) for time series, which uses a shape-based averag-
ing algorithm that employed a dynamic time warping dis-
tance space. Dynamic time warping distance was reported 
to be one of the most accurate distance measures for time 
series classification [38] as opposed to Euclidean dis-
tance, and other methods [39]. Unlike other data types, for 
which amplitude averaging approach could be used, time 
series data require a shape-based averaging approach since 

correlations exist among adjacent dimensions of the time 
series. The outputs from visual analytics software tools 
would help to isolate pairs of parameters that have similar 
behavioural patterns, i.e. similar templates. This would cor-
respond to those parameters, which have similar influence on 
product concentration or any other output of interest in the 
case of cell culture data. These pairs of sequences could then 
be averaged using STMF to obtain one sequence capturing 
the essence of both parameters, thus reducing the number of 
parameters that had to be used for data analysis.

Feature selection, could be used as an alternative method 
for dimensionality reduction. It entails selecting a single 
feature or an optimally predictive feature subset of minimal 
size to achieve a target outcome [40]. Selection of suitable 
features may improve accuracy and efficiency of classifier 
methods [41]. In a high-dimensional time series data set 
where the relationship between the parameters is not known, 
the challenge is to extract the most relevant predictors that 
will contribute to successful models [42].

Time series data contain temporal ordering, which makes 
its feature selection different from that of static data. The tar-
get value of the former relates to the value of features in the 
previous time stamps as well as in the current time stamp. 
Therefore, feature selection in multivariate time series is 
a two-dimensional problem with two tasks: identifying the 
features and finding the window sizes of the features [43].

Data processing: understanding 
the underlying relationship between input 
parameters and output measures

Models need to be constructed to understand and evaluate 
the interactions between different parameters that change 
over time and how they affect the outcome. These models 
can provide us with a clear understanding of the impact of 
each parameter on the process, and of how variations in each 
input parameter can influence the outcome. They can also be 
used as predictive tools to project on the future performance 
of ongoing cultivations as well as to hypothesise on the per-
formance of novel process conditions.

Relative contribution of input parameters 
on the outcome

Charaniya et al., developed a data analysis approach, which 
makes use of similarity scores between runs to estimate 
parameter weights [44]. This method assigns a weight to 
each parameter by comparing the similarity of that param-
eter profile between any two runs with the difference in 
the outcomes of these two runs. The weight of individual 
parameters is thus calculated, and this could be followed by 
dimensionality reduction, if necessary.
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Data modelling approaches

Following the pre-processing of the data, it could then be 
used to understand and model the interactions between the 
time series parameters. Conventional predictive modelling 
methods such as Hidden Markov Models, Recurrent Arti-
ficial Neural Networks and Dynamic Time Warping were 
commonly used to build predictive models for classification 
purposes [45–47]. However, these methods were shown to 
prove impractical for handling large datasets [30]. Hidden 
Markov Models operate with a large number of parameters 
that are set and monitored. Furthermore, they require major 
assumptions need to be made on concepts that are not readily 
available in real-world scientific datasets. These problems 
render their use impractical in the analysis of BPD. Recur-
rent artificial neural networks also have similar problems 
and require the user to experiment with and select the most 
suitable setting for many parameters, as well as to decide 
on a suitable network architecture [30]. In a comparative 
performance evaluation study, artificial neural networks 
were shown to converge to local minima and face overfitting 
problem, while support vector machines could find optimal 
global solutions and were reported to demonstrate excellent 
predictive accuracy and generalisation capability [48]. Par-
tial Least Square Regression algorithm was designed specifi-
cally to operate with high-dimensional data. Partial Least 
Square Regression models combine dimensionality reduc-
tion and prediction using a latent variable model. In high-
dimensional sample-limited problems where, for instance, a 
high number of parameters were monitored for each experi-
ment but only a few samples were collected throughout the 
duration of each experiment, performing parameter selec-
tion avoids overfitting, and also provides accurate predic-
tors for the model and yields more interpretable estimates 
with improved prediction capability [49]. Modified Partial 
Least Square Regression was proposed as a computationally 
simple and reliable method, which was able to overcome 
some of the drawbacks associated with Partial Least Square 
Regression and Principal Component Regression on BPD 
datasets. An example of such a problem is multicollinearity, 
i.e. the ability of any predictor variable in the model to be 
linearly predicted from the others with a substantial degree 
of accuracy, thus creating issues in modelling. Furthermore, 
Modified Partial Least Square Regression models were 
shown to be capable of providing a clearer interpretation of 
the correlation model than its predecessors [50].

Assumptions made in the construction of the models, as 
well as the method employed during model construction 
will introduce artefacts. For instance, a machine-learning 
model will intrinsically embody artefacts created by the 
training process. Once a model is built, a validation of the 
constructed model needs to be carried out to verify that it 
performs as expected, in line with their design objectives. 

Cross validation is a technique to assess how the results of a 
statistical analysis will generalize to an independent data set, 
and therefore becomes relevant in the evaluation of the per-
formance of statistical models. Le et al. proposed a tenfold 
cross-validation scheme for training and evaluation of mod-
els [51]. The method also incorporated a model optimization 
step for each round of the tenfold cross-validation. It would 
be possible to employ a similar schema for assessing the 
predictive performance models generated by Support Vector 
Machines and Modified Partial Least Square Regression.

Evaluating the performance of the constructed model is 
crucial in identifying the best fitting model, which could 
then be used for future predictions. Pearson’s correlation 
coefficient and root mean square errors between the pre-
dicted and the actual outcome, which could be the product 
concentration or any one of the product quality attributes, 
could be potential indicators of the performance of the con-
structed model.

Data mining for biopharmaceutical product 
development

There is a huge range of data pre-processing and process-
ing methods available for addressing data mining problems. 
All these methods have their unique strengths and weak-
nesses. Some of these methods, which could be of poten-
tial interest in the analysis and modelling of bioprocesses, 
were discussed in the preceding sections. The selection of 
data pre-processing and processing methods, which are suit-
able to meet the needs and demands of datasets of differ-
ent nature, necessitates a careful consideration. Hands-on 
experience with handling of the BPD data highlighted some 
unique challenges that require attention in handling of these 
datasets. These challenges arise specifically during the data 
pre-processing stage. It can be stressed that once the intrinsic 
irregularities or heterogeneities in the datasets are overcome, 
the dataset, regardless of its source and nature, becomes 
compatible with the standard data analysis and modelling 
tools available.

BPD data, which are generally multivariate time series, 
are also usually rank deficient and under-determined. This 
would mean that the data for each specific cultivation would 
have more parameters monitored than the number of data 
points available for these parameters. Typically, 20–25 dif-
ferent parameters could be monitored in a standard pro-
cess with daily recorded readings available for 14–19 days 
of cultivation. Rank deficiency is an important challenge 
that makes a variety of pre-processing steps such as mul-
tiple imputation or artificial neural networks for gap filling 
incompatible for use with the dataset [52]. The main reason 
for this is that many algorithms need more data points than 
parameters to be able to ‘choose’ a solution, because they 
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cannot estimate a given number of parameters with less than 
or at least an equal number of data points. It is likely to have 
similar types of data for many individual cultures, resulting 
in ‘replicates’ of the same data structure without increasing 
the numerical rank. Working with data coming from a high 
number of independent runs, therefore, does not add to the 
information content and it does not increase the numerical 
rank. Hence, the analysis is still restricted with respect to the 
availability of different methods and tools for analysis. How-
ever, having replicates could help in decreasing the noise at 
time points for which information is already available [52].

Another important challenge regarding the processing of 
the BPD data stems from the unit and the scaling of the 
parameter values. There are large differences in magnitude 
of the measurements recorded for different parameters; for 
instance, pH measurement and the viable cell density can 
easily vary by six orders of magnitude, making the data-
set unsuitable for a number of applications such as Prin-
cipal Component Analysis or PLSR. A simple solution to 
overcome this problem is data normalisation, which is the 
scaling of the numerical values to confine within similar or 
comparable magnitudes while conserving the trends across 
time for each parameter. Earlier analyses showed that scal-
ing does not change the inherent nature of the data or the 
biological interpretation of the results [52].

Standard BPD data stored in the repositories contain 
dependent or strongly correlated parameters such as viable 
cell density and viability. Since any parameter reported by 
an analytical instrument is automatically stored, the iden-
tification of dependencies and strong correlations presents 
yet another challenge that needs to be addressed prior to 
analysis.

Parameters that are monitored throughout a biopharma-
ceutical production process may evolve over time, display-
ing a time-dependent profile, such as total cell density or 
viable cell density do. Other parameters either remain within 
a tolerable limit without displaying any particular trends 
such as cell compactness or the diameter of the cells, or are 
controlled to be maintained within an allowable limit, such 
as the pH of the culture. Due to this heterogeneity in time-
dependent responses, it is important to ensure that a combi-
nation of methods is employed in data pre-processing, which 
is able to address these differences and capture the relevant 
trends. This can become particularly challenging in address-
ing the problem of missing data. Employing a combination 
of methods that can capture the complex trends in different 

parameters and how they evolve over time can be helpful in 
gap filling with introducing only minimal bias.

The format in which online parameters were recorded in 
the repositories would impose further challenges in data pre-
processing. Online parameters such as pH can be recorded 
with sub-second precision. In contrast, the offline parameter 
reading at the time of sampling is recorded as the representa-
tive value for the day or the hour, depending on the growth 
rate of the system employed for production. The selection of 
the numerical values for the online parameters, which would 
complement the offline parameters at those time points, then 
becomes a challenge since the most suitable representative 
should be selected amongst a large pool of consecutive and 
frequent measurements recorded during a period of a whole 
hour or a full day. Algorithms that can extract meta-features 
could facilitate this selection process.

Outlook

In light of the specific challenges that need to be addressed 
in the mining and analysis of BPD datasets, an outline sum-
mary is proposed for the retrospective analysis of historical 
BPD data (Fig. 2). The analysis, almost without exceptions, 
would necessitate the pre-processing of the data. In light 
of the complex nature of the datasets elaborated above, the 
selection of a hybrid strategy for the imputation of miss-
ing values in the datasets would be encouraged strongly to 
address the problem of gap filling. The extraction of meta-
features from online datasets would be recommended over 
the use of simpler approaches. Selecting parameters with 
similar behavioural patterns would be important for dimen-
sionality reduction. A suitable interactive data visualisation 
software can effectively serve this purpose. Shape-based 
template-matching framework is a promising method for 
dimensionality reduction in time series datasets. The pro-
cessing of the data would be facilitated by assigning weights 
to the parameters to be employed in the model. Follow-
ing its construction and its validation, the model can fur-
ther be optimised to improve its predictive accuracy. This 
outline proposes a strategy to handle many types of BPD 
data, although the differences in the nature and processing 
requirements of different datasets should always be noted. 
Inevitably, this nature will present the ultimate challenge in 
the selection of suitable methods for analysis.



1406 Bioprocess and Biosystems Engineering (2019) 42:1399–1408

1 3

Acknowledgements This work was funded by MedImmune (The Bea-
con Project). DD gratefully acknowledges the funding from the Lever-
hulme Trust and the Isaac Newton Trust (ECF-2016-681).

Compliance with ethical standards 

Conflict of interest The authors declare no conflicts of interest.

Open Access This article is distributed under the terms of the Crea-
tive Commons Attribution 4.0 International License (http://creat iveco 
mmons .org/licen ses/by/4.0/), which permits unrestricted use, distribu-
tion, and reproduction in any medium, provided you give appropriate 
credit to the original author(s) and the source, provide a link to the 
Creative Commons license, and indicate if changes were made.

References

 1. Kirchhoff CF, Wang XM, Conlon HD, Anderson S, Ryan AM, 
Bose A (2017) Biosimilars: key regulatory considerations and 
similarity assessment tools. Biotechnol Bioeng 114:2696–2705

 2. Challener CA (2014) The complexity of biopharma processes 
requires innovative solutions. BioPharm Int 12:27

 3. Sewell DJ, Turner R, Field R, Holmes W, Pradhan R, Spencer 
C, Oliver SG, Slater NKH, Dikicioglu D (2019) Enhancing the 

functionality of a microscale bioreactor system as an industrial 
process development tool for mammalian perfusion culture. 
Biotechnol Bioeng. https ://doi.org/10.1002/bit.26946 

 4. Ündey C, Ertunç S, Mistretta T, Looze B (2010) Applied 
advanced process analytics in biopharmaceutical manufactur-
ing: challenges and prospects in real-time monitoring and con-
trol. J Process Control 20(9):1009–1018

 5. Sree Dhevi AT (2014) Imputing missing values using Inverse Dis-
tance Weighted Interpolation for time series data. In: 2014 sixth 
international conference on advanced computing, pp 255–259

 6. Velicer WF, Colby SM (2005) A comparison of missing-data 
procedures for arima time-series analysis. Educ Psychol Meas 
65(4):596–615

 7. Shumway RH, Stoffer DS (2010) Time series analysis and its 
applications: with R examples. Springer, Berlin

 8. Resende DCO, Santana ALD, Lobato FMF (2016) Time series impu-
tation using genetic programming and lagrange interpolation. In: 
2016 5th Brazilian conference on intelligent systems, pp 169–174

 9. Pratama I, Permanasari AE, Ardiyanto I, Indrayani R (2016) A 
review of missing values handling methods on time-series data. 
In: 2016 International conference on information technology 
systems and innovation, pp 1–6

 10. Imtiaz SA, Shah SL (2008) Treatment of missing values in process 
data analysis. Can J Chem Eng 86(5):838–858

 11. Kristen AS, Mark CM, Richard DB (2017) Principal compo-
nent analysis of process datasets with missing values. Processes 
5(3):38

Fig. 2  Proposed methodology for biopharmaceutical process development data analysis. Flow diagram with boxes representing sequence of 
events in data analysis, which can be broadly classified into data pre-processing and data processing

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1002/bit.26946


1407Bioprocess and Biosystems Engineering (2019) 42:1399–1408 

1 3

 12. Nancy JY, Khanna NH, Arputharaj K (2017) Imputing missing 
values in unevenly spaced clinical time series data to build an 
effective temporal classification framework. Comput Stat Data 
Anal 112:63–79

 13. Junger WL, Ponce de L A (2015) Imputation of missing data in 
time series for air pollutants. Atmos Environ 102:96–104

 14. Rahman SA, Huang Y, Claassen J, Heintzman N, Kleinberg S 
(2015) Combining Fourier and lagged k-nearest neighbor imputa-
tion for biomedical time series data. J Biomed Inform 58:198–207

 15. Bashir F, Wei HL (2017) Handling missing data in multivariate 
time series using a vector autoregressive model-imputation (VAR-
IM) algorithm. Neurocomputing 278:1–8

 16. Mante J, Gangadharan N, Sewell DJ, Turner R, Field R, Oliver 
SG, Slater N, Dikicioglu D (2019) A heuristic approach to han-
dling missing data in biologics manufacturing databases. Bioproc 
Biosyst Eng 22:22. https ://doi.org/10.1007/s0044 9-018-02059 -5

 17. Sitaram D, Dalwani A, Narang A, Das M, Auradkar P (2015) A 
measure of similarity of time series containing missing data using the 
mahalanobis distance. In: 2015 second international conference on 
advances in computing and communication engineering, pp 622–627

 18. Aydilek IB, Arslan A (2013) A hybrid method for imputation of 
missing values using optimized fuzzy c-means with support vector 
regression and a genetic algorithm. Inf Sci 233:25–35. https ://doi.
org/10.1016/j.ins.2013.01.021

 19. Lobato F, Tadaiesky V, Araújo I, de Santana A (2015) An evolu-
tionary missing data imputation method for pattern classification. 
In: Proceedings of the companion publication of the 2015 annual 
conference on genetic and evolutionary computation, pp 1013–1019

 20. Steed CA, Halsey W, Dehoff R, Yoder SL, Paquit V, Powers S (2017) 
Falcon: visual analysis of large, irregularly sampled, and multivariate 
time series data in additive manufacturing. Comput Gr 63:50–64

 21. Wenwen DD, Xiaoyu WW, Skau MX, Ribarsky MX, Zhou MX 
(2012) LeadLine: Interactive visual analysis of text data through 
event identification and exploration. In: 2012 IEEE conference on 
visual analytics science and technology, pp 93–102

 22. Steed CA, Drouhard M, Beaver J, Pyle J, Bogen PL (2015) Mat-
isse: a visual analytics system for exploring emotion trends in 
social media text streams. In: 2015 IEEE international conference 
on big data, pp 807–814

 23. Dork M, Gruen D, Williamson C, Carpendale S (2010) A visual 
backchannel for large-scale events. IEEE Trans Vis Comput Gr 
16(6):1129–1138

 24. Jian ZF, Chevalier E, Pietriga R, Balakrishnan R (2011) Explora-
tory analysis of time-series with chronolenses. IEEE Trans Vis 
Comput Gr 17(12):2422–2431

 25. Bertini E, Hertzog P, Lalanne D (2007) SpiralView: towards secu-
rity policies assessment through visual correlation of network 
resources with evolution of alarms. In: 2007 IEEE symposium 
on visual analytics science and technology, pp 139–146

 26. Kincaid R (2010) SignalLens: focus + context applied to electronic 
time series. IEEE Trans Vis Comput Gr 16(6):900–907

 27. Walker J, Borgo R, Jones MW (2016) TimeNotes: a study on 
effective chart visualization and interaction techniques for time-
series data. IEEE Trans Vis Comput Gr 22(1):549–558

 28. Rind A, Lammarsch T, Aigner W, Alsallakh B, Miksch S 
(2013) TimeBench: a data model and software library for vis-
ual analytics of time-oriented data. IEEE Trans Vis Comput Gr 
19(12):2247–2256

 29. Hochheiser H, Shneiderman B (2004) Dynamic query tools for 
time series data sets: timebox widgets for interactive exploration. 
Inform Vis 3(1):1–18

 30. Karimabadi H, Sipes TB, Wang Y, Lavraud B, Roberts A (2009) 
A new multivariate time series data analysis technique: automated 
detection of flux transfer events using Cluster data. J Geophys Res 
Space Phys. https ://doi.org/10.1029/2009J A0142 02

 31. Kadous MW, Sammut C (2005) Classification of multivariate 
time series and structured data using constructive induction. Mach 
Learn 58(2–3):179–216

 32. Bohm C, Laer L, Plant C, Zherdin A (2009) Model-based clas-
sification of data with time series-valued attributes. In: BTW

 33. Ding X, Tang Y (2013) Improved mutual information method for 
text feature selection. In: 2013 8th international conference on 
computer science & education, Colombo, pp 163–166

 34. Yang Y, Pedersen J O (1997) A comparative study on feature 
selection in text categorization. In: Proceedings of the 14th inter-
national conference on machine learning (ICML), pp 412–420

 35. Alhaj TA, Siraj MM, Zainal A, Elshoush HT, Elhaj F (2016) 
Feature selection using information gain for improved structural-
based alert correlation. PLOS One 11(11):0166017

 36. Yang Y, Pedersen JO (1997) A comparative study on feature selec-
tion in text categorization. In: Proceedings of the 14th interna-
tional conference on machine learning (ICML), pp 412–420

 37. Jianlin L (2013) An approach to meta feature selection. In: 2013 
26th IEEE Canadian conference on electrical and computer engi-
neering, pp 1–4

 38. Niennattrakul V, Srisai D, Ratanamahatana CA (2012) Shape-
based template matching for time series data. Knowl Based Syst 
26:1–8

 39. Ding H, Trajcevski G, Scheuermann P, Wang X, Keogh EJ (2008) 
Querying and mining of time series data: experimental compari-
son of representations and distance measures. Proceedings of the 
VLDB Endowment 1(2):1542–1552

 40. Tsagris M, Lagani V, Tsamardinos I (2018) Feature selection for 
high-dimensional temporal data. BMC Bioinform 19:1–14

 41. Roffo G (2018) Feature Selection Library (MATLAB Toolbox), 
version 6. arXiv:1607.01327

 42. Hmamouche Y, Casali A, Lakhal L, Hmamouche Y, Casali A, 
Lakhal L, Selection F (2018) A causality based feature selec-
tion approach for multivariate time-series. In: The ninth interna-
tional conference on advances in databases, knowledge, and data 
applications

 43. Sun Y, Li J, Liu J, Chow C, Sun B, Wang R (2015) Using causal 
discovery for feature selection in multivariate numerical time-
series. Mach Learn 101:377–395

 44. Charaniya S, Le H, Rangwala H, Mills K, Johnson K, Karypis G, 
Hu WS (2010) Mining manufacturing data for discovery of high 
productivity process characteristics. J Biotechnol 147(3):186–197

 45. Hanif M, Sami F, Hyder M, Iqbal MC (2017) Hidden Markov 
model for time series prediction. J Asian Sci Res Asian Econ Soc 
Soc 7(5):196–205

 46. Tealab A, Hefny H, Badr A (2017) Forecasting of nonlinear time 
series using ANN. Future Comput Inform J 2(1):39–47

 47. Axelrod S, Maison B (2004) Combination of hidden Markov mod-
els with dynamic time warping for speech recognition. In: 2004 
IEEE international conference on acoustics, speech, and signal 
processing, Montreal, Que., I-173

 48. Niu X, Yang CY, Wang H, Wang Y (2017) Investigation of ANN 
and SVM based on limited samples for performance and emis-
sions prediction of a CRDI-assisted marine diesel engine. Appl 
Therm Eng 111:1353–1364

 49. Liu TY, Trinchera L, Tenenhaus A, Wei D, Hero AO (2014) 
Jointly sparse global SIMPLS regression. arXiv :1408.0318

https://doi.org/10.1007/s00449-018-02059-5
https://doi.org/10.1016/j.ins.2013.01.021
https://doi.org/10.1016/j.ins.2013.01.021
https://doi.org/10.1029/2009JA014202
http://arxiv.org/abs/1408.0318


1408 Bioprocess and Biosystems Engineering (2019) 42:1399–1408

1 3

 50. Yang Y, Yu C (2015) Prediction models based on multivariate 
statistical methods and their applications for predicting railway 
freight volume. Neurocomputing 158:210–215

 51. Le H, Kabbur S, Pollastrini L, Sun Z, Mills K, Johnson K, Karypis 
G, Hu WS (2012) Multivariate analysis of cell culture bioprocess 
data—lactate consumption as process indicator. J Biotechnol 
162(2–3):210–223

 52. Gangadharan N (2018) Analysis of historical data for mammalian 
cell culture processes producing monoclonal antibodies. Master 
of Philosophy, University of Cambridge, United Kingdom

Publisher’s Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.


	Metaheuristic approaches in biopharmaceutical process development data analysis
	Abstract
	Introduction
	Data pre-processing: handling of the missing information, visualisation of patterns, meta-feature extraction, and dimensionality reduction
	Handling of the missing information
	Missing data in databases
	Handling of the missing data
	Summary for handling of the gaps

	Interactive data visualisation
	Meta-feature extraction
	Dimensionality reduction

	Data processing: understanding the underlying relationship between input parameters and output measures
	Relative contribution of input parameters on the outcome
	Data modelling approaches

	Data mining for biopharmaceutical product development
	Outlook
	Acknowledgements 
	References




