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Abstract—This paper studies massive access in cell-free massive
multi-input multi-output (MIMO)-based Internet of Things and
solves the challenging active user detection (AUD) and channel es-
timation (CE) problems. For the uplink transmission, we propose
an advanced frame structure design to reduce the access latency.
Moreover, by considering the cooperation of all access points
(APs), we investigate two processing paradigms at the receiver for
massive access: cloud computing and edge computing. For cloud
computing, all APs are connected to a centralized processing unit
(CPU), and the signals received at all APs are centrally processed
at the CPU. While for edge computing, the central processing
is offloaded to part of APs equipped with distributed processing
units, so that the AUD and CE can be performed in a distributed
processing strategy. Furthermore, by leveraging the structured
sparsity of the channel matrix, we develop a structured sparsity-
based generalized approximated message passing (SS-GAMP)
algorithm for reliable joint AUD and CE, where the quantization
accuracy of the processed signals is taken into account. Based on
the SS-GAMP algorithm, a successive interference cancellation-
based AUD and CE scheme is further developed under two
paradigms for reduced access latency. Simulation results validate
the superiority of the proposed approach over the state-of-the-
art baseline schemes. Besides, the results reveal that the edge
computing can achieve the similar massive access performance
as the cloud computing, and the edge computing is capable of
alleviating the burden on CPU, having a faster access response,
and supporting more flexible AP cooperation.
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I. INTRODUCTION

W ITH the advent of the Internet-of-Things (IoT) era,
massive machine-type communications (mMTC) have

been identified as the indispensable services in future wireless
networks [1], [2]. Against this background, the future base
stations (BSs) are expected to enable massive connectivity
with billions of user equipments (UEs). However, the reliable
support of low-latency massive access for mMTC is still
challenging in current wireless networks [3]. On the one
hand, assigning orthogonal pilot sequences to all potential
UEs would be impractical for massive access. On the other
hand, for traditional grant-based random access protocols,
the complex signaling information interaction would lead to
the extremely high access latency when the number of UEs
becomes large [4]. Fortunately, a key characteristic of mMTC
is the sporadic traffic of UEs, i.e., among a large pool of UEs,
only a small fraction are active in any given time interval [5].
Hence, the grant-free random access protocol is recently
proposed as a promising alternative, where each active UE
transmits its pilots and data to the BS simultaneously without
scheduling in advance [6]. In grant-free random access, the BS
has to utilize the received pilot signals to detect the active UEs
and estimate their channels, which are vital for the subsequent
data detection [7]. However, due to the large number of UEs
but the limited radio resources for massive access, the active
user detection (AUD) has been emerging as a challenging
problem [5]–[7].

Moreover, since the power limited IoT UEs are usually
distributed in a vast area, multiple BSs should cooperate to
offer a better coverage and to save the transmit power of UEs.
Different from the massive access for single-BS scenarios, the
multiple BS scenarios pose a new massive access problem
known as “multi-cell massive access” [8] or “random access
for crowded massive MIMO systems” [9], [10]. For traditional
network architecture, each BS operates independently to per-
form AUD and channel estimation (CE) for the UEs distributed
in its own cell while treating the inter-cell interference as
noise [8]. Consequently, the inter-cell interference is a severely
limiting factor for reliable massive access. Fortunately, the
promising cell-free massive MIMO network brings new op-
portunities to facilitate the massive access, where the massive
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MIMO BSs are regarded as access points (APs) and deployed
in a vast area to serve massive IoT UEs, and these APs
are connected to one or multiple processing units for joint
signal processing [1], [11]. Since there are no “cells” or
“cell boundaries”, the inter-cell interference can be avoided.
However, the design of an efficient AUD and CE scheme for
grant-free massive access in cell-free massive MIMO systems
is still an open issue.

A. Related Work
Exploiting the sparse UE activity, several compressive sens-

ing (CS)-based approaches have been proposed to detect active
UEs for grant-free massive access. In [12], a CS-based multi-
user detection method was suggested, where the concerned
AUD was formulated as a sparse signal recovery problem.
But this method only considered the detection in one symbol
period. In typical massive access scenarios, the active UEs
generally transmit uplink signals in several successive time
slots [13]. By assuming the UE activity remains unchanged
in several adjacent time slots, the authors in [14] proposed
a structured iterative support detection algorithm to jointly
detect the active UEs and the transmitted data, where the
structured sparsity pattern observed in multiple time slots was
leveraged for improved detection performance. However, for
practical IoT applications, the UEs can randomly access or
leave the system, which yields a time-varying UE activity.
On the other hand, although the active UE set (AUS) can
be changed over time, the variation would be gradual [15].
This leads to the temporal correlation of UE activity within
several successive time slots. Hence, a dynamic CS-based
multi-user detection approach was proposed in [16], where the
AUS obtained in current time slots was used as the a priori
information to estimate AUS in the next time slot. However,
the solution [16] assumes the availability of the sparsity level,
i.e., the number of active UEs, which can be unrealistic. To
overcome this shortcoming, in [17], the authors developed
an efficient prior-information-aided adaptive subspace pursuit
algorithm to detect active UEs without the knowledge of the
sparsity level. Furthermore, by leveraging the a priori infor-
mation of the transmitted signals, the authors of [18] proposed
an approximate message passing (AMP)-based joint AUD and
data detection scheme for further improved performance.

The solutions [12]–[18] focus on joint AUD and data
detection, which assume the availability of perfect channel
state information (CSI). In practice, the channels between
the active UEs and the BS should be estimated before the
following coherent data detection. Based on the idea of the
orthogonal matching pursuit, the authors of [19] proposed an
efficient greedy algorithm to realize joint AUD and CE, where
only single-antenna is considered at the BS. The analysis
and numerical results in [20] reveal that the detection error
probability of AUD can always be driven to zero by equipping
a large-scale antenna array at the BS. Against this background,
an advanced grant-free massive access scheme was developed
for multi-antenna systems [21], where both sparse UE activity
and the sparsity of the delay-domain channel impulse response
(CIR) were leveraged for facilitating AUD and CE. To reduce
the computational complexity in the case of a large number of

UEs and antennas, a dimension reduction-based joint AUD and
CE approach was further proposed in [22]. The solutions [19],
[21], [22] are developed from the CS greedy (non-Bayesian)
algorithms to achieve the sparse signal recovery, where the a
priori distribution of the channels is not taken into account.
By exploiting the statistical information of the massive access
channels based on the Bayesian inference framework, the au-
thors in [23] developed an AMP-based access scheme, which
could significantly improve the AUD and CE performance
compared to the greedy approaches. Besides, an expectation
propagation-based scheme was proposed in [24] for further
enhanced performance. However, the work [23], [24] assumes
that the noise variance and the parameters of the a priori
distribution of channels are known in advance. In [25], an
expectation maximization (EM) algorithm was incorporated
into the AMP-based scheme to learn the unknown hyper-
parameters. Meanwhile, the structured sparsity of the massive
access channel matrix observed at multiple BS antennas was
leveraged to improve AUD performance. Furthermore, the
joint AUD and CE for massive access was further extended
to the cloud radio network architecture [26] and multi-cell
massive access scenarios [8].

B. Main Contributions

In this paper, we investigate grant-free massive access in
cell-free massive MIMO-based IoT, where orthogonal frequen-
cy division multiplexing (OFDM) technique is employed for
uplink transmission. Specifically, we first propose a frame
structure design for massive access and then compare two
processing paradigms consisting of cloud computing and edge
computing for the practical processing of AUD and CE. Due
to the limited capacity of the backhaul links between APs
and processing units, we further consider the quantization of
the APs’ received signals. For both paradigms, by exploiting
the sporadic traffic of UEs and the angular-domain sparsity
of massive MIMO channels, the AUD and CE problems
are formulated as two CS problems based on the spatial-
domain and angular-domain channel models, respectively.
Subsequently, a structured sparsity-based generalized AMP
(SS-GAMP) algorithm is developed for CS recovery, where
the quantization of the processed signals is considered. On this
basis, a successive interference cancellation (SIC)-based AUD
and CE algorithm is developed for alternately detecting active
UEs and estimating their channels. Our main contributions can
be summarized as follows:

• Massive access in cell-free massive MIMO-based IoT:
We propose to employ the promising cell-free massive
MIMO to support massive connectivity service in future
IoT applications, and the related massive access problem
is investigated. Different from the well studied single-cell
massive access [19]–[25], we consider a more general
mMTC scenario, where UEs are distributed in a large
area and multiple APs cooperate to offer a wide coverage
range. Furthermore, compared to the traditional network
architecture [8], which extends the aforementioned prob-
lem to the multi-cell massive access, the cell-free massive
MIMO shows its superiority in combating inter-cell inter-
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Fig. 1. Two processing paradigms for cell-free massive MIMO-based IoT: (a) Cloud computing; (b) Edge computing.

ference, the better massive access performance, and more
flexible AP cooperation.

• A frame structure design for low-latency massive
access: In grant-free massive access, for a specific frame
of the uplink signals, the time-frequency radio resource
is divided into multiple resource elements to transmit
pilots and payload data. We propose a frame structure
tailored for massive access with OFDM transmission,
where an advanced resource division strategy is con-
sidered. Compared to the conventional frame structure
in [25], the proposed frame structure reaps a significant
access latency reduction.

• Cloud computing and edge computing processing
paradigms for the proposed scheme: We introduce
two network architectures for cell-free massive MIMO
systems to support the cloud computing-based and edge
computing-based signal processing, respectively. For the
proposed massive access scheme, the AUD and CE
performance of edge computing can approach that of
cloud computing. Moreover, edge computing has the
potential to offload the computational burden from the
central processing unit (CPU) in cloud computing to
multiple distributed processing units (DPUs) and reduce
the cooperation cost (e.g., backhaul cost and response
time), but increases the price that part of APs should
employ DPUs.

• SS-GAMP algorithm: Existing CS-based massive access
schemes [8], [12]–[25] only consider the ideal processed
signals with infinite-resolution quantization. By contrast,
the proposed SS-GAMP algorithm provides a general
framework to achieve joint AUD and CE, where the quan-
tization of the processed signals is considered. Hence, for
processed signals after low-resolution quantization due to
the limited capacity of the wireless backhaul, the pro-
posed algorithm has a better massive access performance
than conventional algorithms in [8], [25]. Moreover, we
propose a weighted message refining strategy to leverage
the sparsity properties of the channel matrix, which
can further improve the performance in contrast to the
strategy in [25].

• SIC-based AUD and CE algorithm: This algorithm
consists of three modules: spatial-domain AUD, angular-

domain CE, and the identified UE cancellation. These
three modules are executed alternately in an iterative
manner. In contrast to the spatial-domain joint AUD
and CE solutions without SIC [19]–[24], this algorithm
can dramatically reduce the access latency by further
leveraging the angular domain sparsity of massive MIMO
channels and the idea of SIC.

Notations: We use normal-face letters to denote scalars,
lowercase (uppercase) boldface letters to denote column vec-
tors (matrices). The (k,m)-th element, the k-th row vector,
and the m-th column vector of the matrix H ∈ CK×M are
denoted as [H]k,m, [H]k,:, and [H]:,m, respectively. {Hn}Nn=1

denotes a matrix set with the cardinality of N and 0K×M

is the zero matrix of size K ×M . The superscripts (·)T,
(·)∗, and (·)H represent the transpose, complex conjugate, and
conjugate transpose operators, respectively. [K] denotes the set
of integers {1, 2, · · · ,K}, |A|c is the cardinal number of set
A, ∅ is the empty set, and supp{·} denotes the support set of
a sparse vector or matrix. ⌈b⌉ rounds b to the nearest integer
greater than or equal to b. U(x; a, b) denotes the variable x
follows the uniform distribution between a and b. Finally,
CN (x;µ, v) denotes the complex Gaussian distribution of a
random variable x with mean µ and variance v, and E[·]
denotes statistical expectation operator.

II. SYSTEM MODEL

In this section, we first introduce two processing paradigms
for cell-free massive MIMO-based IoT. Subsequently, we
detail the procedure, the proposed frame structure, and the
related signal model for massive access in cell-free massive
MIMO systems. Finally, the sparsity properties of the massive
access channel matrix represented in the spatial and angular
domains are illustrated.

A. Proposed Cell-Free Massive MIMO-Based IoT

Consider a typical cell-free massive MIMO system to serve
massive IoT UEs, where quantities of APs equipped with
massive antennas cooperate in the network to serve a vast
area, as illustrated in Fig. 1. The APs are connected to the
processing unit (i.e., CPU or DPU) via backhaul links, thus
the received signals and information obtained at multiple APs
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can be jointly processed at the processing units to realize
AP cooperation. In this context, the concepts of cell and
cell boundary do not exist. Here, we consider two different
processing paradigms to enable the AP cooperation for mas-
sive access: (1) Cloud computing paradigm for centralized
cooperation, where all APs will collect the signals from UEs
and then transfer them to the CPU far away from the UEs,
see Fig. 1(a). The CPU will perform high computational
complexity signal processing for the whole network. Since
the APs are only designed for receiving and transmitting
signals, this architecture can significantly reduce the APs’
cost for their large-scale deployment. (2) Edge computing
paradigm for distributed cooperation, which offloads the signal
processing from one CPU to multiple DPUs (also mobile edge
computing [MEC] severs) deployed at part of the APs, and
these APs are referred to as the DPU-APs, MEC-APs, or fog-
APs, see Fig. 1(b). Furthermore, other APs are connected to
several adjacent DPU-APs for distributed signal processing. In
this case, the processing work is offloaded from the CPU to
multiple DPUs at the corresponding DPU-APs. Compared to
the cloud computing, this paradigm can alleviate the burden
on backhaul links and CPU, and support more flexible signal
processing implementation. These advantages make the edge
computing-based massive access has a faster access response,
while at the cost that the DPU-APs should employ extra DPUs
(MEC severs).

Remark 1: Note that most existing cell-free massive MIMO
papers consider the cell-free architecture with distributed mas-
sive MIMO configuration, i.e., each AP is equipped with one
antenna or few antennas [11]. By contrast, this paper considers
the co-located massive MIMO configuration, where each AP is
equipped with massive antennas, as shown in Fig. 1. Compared
with the former one, we believe the cell-free architecture using
co-located massive MIMO configuration is more practical,
since most commercialized massive MIMO systems are co-
located and can be easily upgraded to the cell-free architecture.

B. Massive Access in Cell-Free Massive MIMO Systems

The procedure of the proposed grant-free massive access
scheme for cell-free massive MIMO-based IoT can be sum-
marized as follows.

• Step 1: During the uplink transmission phase, all active
UEs directly transmit their non-orthogonal access pilot
sequences and the following payload data to the APs
without waiting for the access permission.

• Step 2: Each AP collects the received signals over multi-
ple successive time slots, and sends the collected signals
to the processing unit, i.e., CPU in cloud computing or
the DPUs equipped at the adjacent DPU-APs in edge
computing, via backhaul links.

• Step 3: By jointly processing the received signals from
multiple APs, the processing unit performs AUD and CE
for the cell-free massive MIMO-based IoT, and then the
obtained AUS and corresponding channel estimates are
used for subsequent data detection.

Next, we will detail the proposed technical components.
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Fig. 2. The proposed frame structure for the uplink transmission in grant-free
massive access.

1) The Proposed Frame Structure Design: At the UEs side,
we propose an advanced frame structure design to transmit the
uplink access pilot sequence and payload data. The proposed
frame structure is illustrated in Fig. 2, where the cyclic prefix
(CP)-OFDM is employed to combat time dispersive channels
and the length of CP is denoted by NCP . By adopting OFDM,
the time-frequency radio resource can be divided into multiple
resource elements to convey the pilot signals and payload data.
Specifically, a frame comprising T time slots is divided into
two phases in the time domain, where the first G time slots
(i.e., pilot phase) are used to transmit access pilot signals,
and the remaining (T − G) time slots (i.e., data phase) are
reserved for payload data transmission. In the pilot phase, we
consider the OFDM’s discrete Fourier transform (DFT) length
is P = NCP , so that the subcarrier spacing is Bs/P and
thus each CP-OFDM symbol’s duration is (NCP + P )/Bs,
where Bs is the two-sided bandwidth. In the data phase, we
consider the OFDM symbol’s DFT length is N ≫ P and
thus each CP-OFDM symbol’s duration is (NCP + N)/Bs.
In grant-free massive access, the pilot signals will be used for
both AUD and CE, and thus the pilot transmission latency
in the proposed scheme is G(NCP + P )/Bs. While for the
frame structure adopted by existing broadband massive access
scheme in [25], the OFDM symbol’s DFT lengths in both
pilot and data phases are N , thus the corresponding latency
required is G(NCP + N)/Bs. Compared to the traditional
frame structure, the proposed frame structure will significantly
reduce the access latency as usually P ≪ N . For example,
we consider P = NCP = 64 and N = 2048 in the
simulations, the proposed frame structure can reap a reduction
of approximately 94% in access latency.

2) Received Signal Model at APs: We investigate a massive
access problem in cell-free massive MIMO systems, where B
APs are employed to serve K UEs, and the UEs are distributed
in a vast area. Here, K is usually large (e.g., K = 103 in [20]).
Each AP is equipped with an Mc-antenna uniform linear array
(ULA), and each UE has only one antenna without loss of
generality. Here we focus on the pilot phase with OFDM’s
size being P . For the subchannel of the p-th pilot subcarrier
(1 ≤ p ≤ P ), the signal yt

p,b,k ∈ CMc×1 received at the b-th
AP from the k-th UE in the t-th time slot (i.e., the t-th OFDM
symbol) is expressed as

yt
p,b,k =

√
Pkhp,b,ks

t
p,k + nt

p,b, (1)

where Pk denotes the transmit power of the k-th UE, hp,b,k ∈
CMc×1 is the subchannel associated with the k-th UE and the
b-th AP, stp,k is the uplink access pilot, and nt

p,b denotes the
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Fig. 3. Sparse UE activity in massive access scenarios. A classical one-ring
channel model is considered for the channels between the UEs and the massive
MIMO APs.

additive white Gaussian noise (AWGN). Due to the sporadic
traffic of UEs, within a given time duration, only a small
number of UEs are activated and try to transmit uplink signals
to the APs, as illustrated in Fig. 3. We define an activity
indicator αk to indicate the UEs’ activity, which equals 1 when
the k-th UE is active and 0 otherwise. Meanwhile, the set of
active UEs is defined as A = {k|αk = 1, 1 ≤ k ≤ K}, and
the number of active UEs is denoted by Ka = |A|c. Hence,
for the p-th pilot subcarrier and the t-th time slot, the signal
received at the b-th AP from all active UEs is given as follows

yt
p,b =

∑K

k=1

√
Pkαkhp,b,ks

t
p,k + nt

p,b. (2)

The channel hp,b,k can be modeled as hp,b,k = ρb,kh̃p,b,k,
where both the large-scale fading and small-scale fading are
taken into account. Here, ρb,k is the large-scale fading coeffi-
cient caused by path loss, and h̃p,b,k is the small-scale fading
vector. For the p-th pilot subcarrier, the subchannel between
the k-th UE and the b-th AP is modeled as follows [27], [28]

h̃p,b,k =
∑Lb,k

l=1
βl
b,kaR

(
ϕlb,k

)
e−j2πτ l

b,kfp , (3)

where fp = −Bs

2 +Bsp
P , Lb,k denotes the number of multi-path

components (MPCs) between the k-th UE and the b-th AP, βl
b,k

and τ lb,k are the complex path gain and the path delay of the l-

th MPC, respectively. The array response vector aR
(
ϕlb,k

)
is

given by aR

(
ϕlb,k

)
=
[
1, e−j2πϕl

b,k , · · · , e−j2π(Mc−1)ϕl
b,k

]T
,

where ϕlb,k = d̃
λ sin

(
φl
b,k

)
. Here, φl

b,k is the angle of arrival
(AOA) observed at the AP side, λ denotes the wavelength, and
the antenna spacing d̃ = λ/2 is considered.

C. Sparsity Properties of the Massive Access Channel Matrix

Define Hp,b =
[√
P1α1hp,b,1, · · · ,

√
PKαKhp,b,K

]T ∈
CK×Mc as the massive access channel matrix between all
UEs and the b-th AP at the p-th pilot subcarrier. In this
section, we first present the structured sparsity of the spatial-
domain channel matrices {Hp,b}Pp=1 , ∀b. Furthermore, by
representing the MIMO channels in the virtual angular domain,
the structured sparsity of the angular-domain channel matrices
{Wp,b}Pp=1 , ∀b, is further illustrated.

1) Spatial-Domain Structured Sparsity: For a typical mas-
sive access scenario, only a small number of UEs out of total
K UEs are active, i.e., most of αk, ∀k are equal to 0. Thus, the
channel vector [Hp,b]:,m observed at the m-th receive antenna
of the b-th AP is sparse, i.e.,∣∣∣supp{[Hp,b]:,m

}∣∣∣
c
= Ka ≪ K. (4)

(a)
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Fig. 4. The massive access channel matrix exhibits two forms of structured
sparsity in the spatial and angular domains: (a) Spatial-domain structured
sparsity due to sparse UE activity; (b) Angular-domain structured sparsity
due to the limited angular spread of the MPCs. A darker color denotes a
higher channel gain.

Moreover, given the UE activity, i.e., the value of αk, all
elements of the k-th row of {Hp,b}Pp=1 will be zero or non-
zero simultaneously. Therefore, the sparsity pattern (4) can be
simultaneously observed at different AP antennas and different
subcarriers, which can be expressed as

supp{[Hp,b]:,1}=supp{[Hp,b]:,2}= · · ·=supp{[Hp,b]:,Mc
},
(5)

and

supp {H1,b} = supp {H2,b} = · · · = supp {HP,b} , (6)

respectively. We refer to the structured sparsity in (4)-(6) as the
spatial-domain structured sparsity of {Hp,b}Pp=1. Particularly,
the signals of active UEs can be received by all APs, and this
structured sparsity caused by sporadic UEs’ traffic would be
the same for different APs. On the other hand, due to the large-
scale fading caused by path loss, the channel strength from a
specific active UE to far away APs can be approximate zero.
Hence, the channel matrices between UEs and different APs,
i.e., {Hp,b}Pp=1, ∀b, exhibit approximate common sparsity pat-
tern. To illustrate this structured sparsity more explicitly, we
provide an example in Fig. 3 and Fig. 4(a), where we assume
that Ka = 3 active UEs out of K = 10 total UEs access the
network and each AP is equipped with Mc = 10 antennas.
Given the locations of active UEs and APs described in Fig. 3,
the 4-th row vectors in both channel matrices {Hp,1}Pp=1 and
{Hp,2}Pp=1 (corresponding to the 4-th UE in the active state
in Fig. 4) have large gain (strong common support). However,
due to the large path loss gap, for the 2-th (or 9-th) UE in the
active state, only the 2-th (or 9-th) row vectors in {Hp,1}Pp=1

(or {Hp,2}Pp=1) have the sufficiently large gain while those in
{Hp,2}Pp=1 (or {Hp,1}Pp=1) can be negligible, which can be
illustrated in Fig. 4(a).

2) Angular-Domain Structured Sparsity: By representing
the massive MIMO channels in the virtual angular domain,
we can find some additional sparsity properties of the massive
access channel matrix. Specifically, the angular-domain mas-
sive MIMO channel between the k-th UE and the b-th AP at
the p-th pilot subcarrier can be represented as

w̃p,b,k = AH
Rh̃p,b,k, (7)

where the transformation matrix AR ∈ CMc×Mc at the AP
side is a unitary matrix. Here, AR depends on the geometry
of the array, which becomes the DFT matrix for a ULA when
d̃ = λ/2 [28]. For the practical implementation of the network,
the APs are usually deployed at high elevation with few
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scatterers around, whereas the UEs are typically distributed at
low elevation in a local rich scattering environment far from
the APs [29]. We model this typical scenario as the classical
one-ring channel model [30], as illustrated in Fig. 3. Here, we
assume a UE is located in a rich scattering environment within
a radius of r, and the distance between the UE and AP is R,
so the angular spread observed at the AP is given as

∆ ≈ arctan (r/R) . (8)

Hence, the sparsity level of the angular-domain channels is
proportional to ∆, and it is expected to be far less than Mc

as usually R ≫ r. This indicates the virtual angular-domain
sparsity of massive MIMO channels, i.e.,

|supp {w̃p,b,k}|c ≪Mc, (9)

and this sparsity is clustered, as illustrated in Fig. 4(b).
Furthermore, as the scattering environment for all subchannels
within the bandwidth remains unchanged, the angular spreads
of all subchannels are very similar. Hence, all subchannels
have a common sparsity pattern as

supp {w̃1,b,k} = supp {w̃2,b,k} = · · · = supp {w̃P,b,k} .
(10)

We refer to the structured sparsity in (9) and (10) as
the angular-domain structured sparsity. Define the virtual
angular-domain channel matrix as Wp,b = Hp,bA

∗
R =[√

P1α1wp,b,1, · · · ,
√
PKαKwp,b,K

]T
, where wp,b,k =

ρb,kw̃p,b,k. By combining the sparse UE activity and
the angular-domain structured sparsity, we further have∣∣∣supp{[Wp,b]:,m

}∣∣∣
c
≪ Ka, and

supp {W1,b} = supp {W2,b} = · · · = supp {WP,b} . (11)

An illustration of the structured sparsity of {Wp,b}Pp=1, ∀b is
also provided in Fig. 4(b).

Remark 2: The aforementioned angular-domain structured
sparsity of massive MIMO channels is valid even for sub-6
GHz systems [31]. Note that our work considers the cell-free
network based on co-located massive MIMO configuration,
rather than distributed massive MIMO [11] whose angular-
domain sparsity does no exist.

These two forms of structured sparsity will be leveraged to
facilitate the design of AUD and CE algorithm in the remain-
der of this paper. Specifically, the spatial-domain approximate
common sparsity can be exploited to enhance the AUD per-
formance, while the angular-domain enhanced sparsity can be
utilized to improve the CE performance. Hence, we perform
AUD based on the spatial-domain channel model and perform
CE for the identified UEs based on the angular-domain channel
model.

III. CLOUD COMPUTING-BASED AND EDGE
COMPUTING-BASED MASSIVE ACCESS

This section details the problem formulations at the receiv-
er for massive access based on cloud computing and edge
computing paradigms, respectively. In this paper, we adopt
a grant-free massive access protocol to avoid complicated
access scheduling, where the transmit frame structure proposed

in Section II-B is employed. Here, we assume the frame
length is far smaller than the channel coherence time, and
the activity of the UEs during the channel coherence time
remains unchanged. In grant-free massive access, the set of
active UEs and the corresponding CSI have to be acquired
for the subsequent coherent data detection. In the pilot phase,
for the b-th AP and the p-th pilot subcarrier, the pilot signals
received in G successive time slots are collected as

Yp,b =
∑K

k=1
sp,k

√
Pkαkh

T
p,b,k +Np,b

= SpHp,b +Np,b, ∀p ∈ [P ] and ∀b ∈ [B],
(12)

where Yp,b =
[
y1
p,b, · · · ,yG

p,b

]T
∈ CG×Mc and the re-

ceived signal yt
p,b is given in (2). Furthermore, sp,k =

[s1p,k, · · · , sGp,k]T ∈ CG×1 is the access pilot sequence of the
k-th UE at the p-th pilot subcarrier, Sp = [sp,1, · · · , sp,K ] ∈
CG×K is the pilot matrix. Here, the pilot of the k-th UE at the
p-th pilot subcarrier is given as CN ∼

(
stp,k; 0, 1

)
, and the

pilots at different pilot subcarriers are different for achieving
diversity [29]. Finally, Hp,b, ∀p ∈ [P ], denotes the massive
access channel matrix between all UEs and the b-th AP, and

Np,b =
[
n1
p,b, · · · ,nG

p,b

]T
. Based on (12), the AUD problem

is to estimate αk, ∀k ∈ [K], i.e., find the indices of non-
zero rows of {Hp,b}Pp=1,∀b ∈ [B]; on the other hand, the CE
problem is to estimate hp,b,k for ∀k ∈ A, i.e., the related
row coefficients of {Hp,b}Pp=1, ∀b ∈ [B]. Therefore, these two
problems can be jointly solved by estimating {Hp,b}Pp=1 based
on the known Sp and Yp,b,∀b ∈ [B].

A. Cloud Computing-Based Massive Access

For cloud computing paradigm, quantities of APs are dis-
tributed in a large area and cooperate at the CPU through
backhaul links. Here, the APs are only designed for receiving
and transmitting signals, thus the corresponding AUD and CE
are centrally processed at the CPU. Considering the limited
capacity of wireless backhaul links, the signals received at
the APs are first quantized and then transmitted via backhaul
links1 to the CPU, i.e., ∀p ∈ [P ] and ∀b ∈ [B],

Yp,b = ψb (Yp,b) = ψb (SpHp,b +Np,b) , (13)

where ψb (·) is the complex-valued quantizer at the b-th AP.
The quantizer is applied to the received signal element-wisely,
and the real and imaginary parts are quantized separately.
Here, we consider a uniform codebook for quantization,

Cb =
{
−2Q − 1

2
∆b, · · · ,

2Q − 1

2
∆b

}
, (14)

where Q is the number of quantization bits, ∆b =(
ymax
b − ymin

b

)
/2Q, ymax

b and ymin
b are the maximum and

the minimum real values of both real and imaginary parts of
{Yp,b}Pp=1, respectively. At the CPU, the quantized received
signals from all APs are concentrated as ∀p ∈ [P ],

Yp =
[
Yp,1,Yp,2, · · · ,Yp,B

]
= SpHp +Nq

p +Np, (15)

1Especially for the widely used wireless backhaul with limited capacity,
the higher resolution of quantization benefits the better massive access
performance but at the cost of larger backhaul latency.
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where Nq
p denotes the quantization error, Hp ∈ CK×M is

expressed as Hp = [Hp,1,Hp,2, · · · ,Hp,B ], M = BMc, and
Np = [Np,1,Np,2, · · · ,Np,B ]. In stark contrast to the stan-
dard linear model (SLM) with infinite-resolution quantization
widely used in [11], [26], the model (15) is a generalized
linear model (GLM) due to the nonlinear measurements. By
exploiting the sparse UE activity, the AUD problem based
on (15) is formulated as a GLM-based CS problem, where
we seek to recover the sparse channel matrices {Hp}Pp=1

from the quantized measurements
{
Yp

}P
p=1

. Meanwhile, the
spatial-domain structured sparsity of {Hp}Pp=1, as described
in Section II-C and illustrated in Fig. 4(a), can be exploited
to improve the detection performance.

On the other hand, by representing the massive MIMO chan-
nels in the virtual angular domain, we can further transform
(13) into

Rp,b = Yp,bA
∗
R = SpWp,b +N

q

p,b +Np,b, (16)

where N
q

p,b = Nq
p,bA

∗
R and Np,b = Np,bA

∗
R. Thus, the (15)

at the CPU can be also expressed as

Rp = [Rp,1,Rp,2, · · · ,Rp,B ] = SpWp +N
q

p +Np, (17)

where Wp = [Wp,1,Wp,2, · · · ,Wp,B ] and Np =[
Np,1,Np,2, · · · ,Np,B

]
. With the estimate of AUS based on

(15), denoted as Â, the CE problem based on (17) is equivalent
to solving the following CS problem

Rp = [Sp]:,Â [Wp]Â,: + Ñp, (18)

where Ñp includes the aggregated AWGN, quantization error,
and estimation error of AUD. By leveraging the angular-
domain structured sparsity of {Wp}Pp=1, as described in
Section II-C and illustrated in Fig. 4(b), the CSI estimates
of the UEs identified in (15) can be further refined.

Hence, by leveraging the two forms of structured sparsity
the channel matrix, the AUD and CE problems based on cloud
computing paradigm are equivalent to solving the CS problems
in (15) and (18), respectively, i.e., detecting the non-zero rows
of {Hp}Pp=1 and estimating the corresponding row coefficients
of {Wp}Pp=1.

B. Edge Computing-Based Massive Access
For edge computing paradigm, the central processing at the

CPU is offloaded to the edge of the network, as illustrated in
Fig. 1(b). Specifically, a part of the APs, termed as DPU-
APs, are equipped with the DPUs or MEC severs having
the storage and the computing capabilities. Hence, the signals
received at multiple APs are jointly processed at the adjacent
DPU-APs. We will further explain this distributed processing
strategy from a DPU-AP centric perspective. Specifically, for
a specific DPU-AP, its DPU will collect the signals received
locally and from the (Nco−1) nearest APs for the distributed
processing. Here, Nco is the number of APs for cooperation,
which includes one DPU-AP and (Nco− 1) conventional APs
without DPU. Assume there are I DPU-APs in the network,
the signals received at the i-th DPU-AP are organized as

Yp,i =
[
Yp,Bi(1),Yp,Bi(2), · · · ,Yp,Bi(Nco

)
]

= Sp [Hp]:,Mi
+
[
Nq

p

]
:,Mi

+ [Np]:,Mi
,

(19)

where Bi denotes the set of APs cooperate on the i-th DPU-AP,
Bi(n) is the n-th element of Bi, and the column index set Mi

is defined as Mi = {m|m = (b− 1)Mc + 1 : bMc, ∀b ∈ Bi}.
Meanwhile, the spatial-domain channel model (19) can be
further represented in the angular domain as

Rp,i =
[
Rp,Bi(1),Rp,Bi(2), · · · ,Rp,Bi(Nco)

]
= Sp [Wp]:,Mi

+
[
N

q

p

]
:,Mi

+
[
Np

]
:,Mi

.
(20)

For all DPU-APs, i.e., ∀i ∈ [I], by exploiting the sparsity
properties of the channel matrix, the AUD and CE problems
based on edge computing paradigm are equivalent to solving
the CS problems in (19) and (20), respectively.

IV. PROPOSED ACTIVE USER DETECTION AND CHANNEL
ESTIMATION ALGORITHM

As described in Section III, the AUD and CE problems for
grant-free massive access are formulated as the CS problems.
In this section, we first develop a SS-GAMP algorithm to
realize the related sparse signal recovery with quantized mea-
surements. On this basis, a SIC-based AUD and CE algorithm
is further proposed. Here, the explanations of the proposed
algorithms are based on the cloud computing as an example,
which can be easily extended to the edge computing.

A. SS-GAMP Algorithm

For the CS problem with quantized measurements, we adopt
the unified Bayesian inference framework proposed in [32],
which can iteratively reduce the GLM problem to a series
of SLM problems. Moreover, based on the message passing
theory and employing the low-complexity heuristics for ap-
proximating the messages, we develop a SS-GAMP algorithm
to reap both the better performance than greedy methods [29]
and the lower complexity than conventional message passing
algorithms [33]. To simplify the derivations, we focus on the
spatial-domain channel model (15) and the p-th pilot subcarrier
first. The acquired key steps of the proposed algorithm can be
easily extended to the angular-domain channel model (17) and
multiple pilot subcarriers cases. Furthermore, for notational
simplicity, the index p in Yp, Sp, and Hp is dropped and
will be reused when the multiple pilot subcarriers case is
considered.

The block diagram of the proposed SS-GAMP algorithm is
illustrated in Fig. 5, which comprises two modules: nonlinear
module and SLM module. Based on the quantized received
signal Y and the noise variance σ, nonlinear module performs
minimum mean square error (MMSE) estimate of the linear
received signal Y = SH+N, and the corresponding posterior
mean and variance are denoted by Ypost and V post, respec-
tively. The extrinsic messages of nonlinear module, i.e., the
equivalent linear measurement Ŷ and noise variance σ̂, form
the input of SLM module. In SLM module, the concerned
GLM problem has been transformed into an equivalent SLM
problem as

Ŷ = SH+ N̂, (21)

where the variance of the equivalent noise N̂ is given as σ̂.
Hence, SLM module employs the SLM-based AMP algorithm
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SLM Module Nonlinear Module

pri pri,  VY

H

Y SH N MMSE estimator of Y

Y,  Y

Fig. 5. Block diagram of the proposed SS-GAMP algorithm.

to estimate the channel matrix H, and its extrinsic messages,
i.e., Ypri and V pri, are passed to nonlinear module as the
a priori information of Y. These two modules are executed
alternately in a turbo manner until convergence.

1) Nonlinear Module: The posterior probability of Y is
expressed as

p
(
Y|Y

)
∝ p

(
Y|Y

)
CN

(
Y;Ypri, V pri

)
, (22)

where p
(
Y|Y

)
is the likelihood function. Since the pro-

cessed signals are quantized element-wisely, we can compute
p
(
Y|Y

)
element-wisely, and the real and imaginary parts

are calculated separately. Furthermore, as the quantization
codebooks of different APs are different, the signals from
different APs are also processed separately. According to the
derivations in [34], the posterior mean and variance of the real
part of Yp,b are finally given as

ypostb,g,m = yprib,g,m +
sign

(
yb,g,m

)
V pri√

2 (σ + V pri)

(
ϕ (η1)− ϕ (η2)

Φ (η1)− Φ (η2)

)
,

(23)

V post =
V pri

2
− (V pri)2

2 (σ + V pri)

×

(
η1ϕ (η1)− η2ϕ (η2)

Φ (η1)− Φ(η2)
+

(
ϕ (η1)− ϕ (η2)

Φ (η1)− Φ(η2)

)2
)
,

(24)
where ϕ(·) and Φ(·) are the cumulative distribution function
and the probability density function of the standard normal
distribution, respectively. In (23) and (24), η1 and η2 are
defined as

η1 =
sign

(
yb,g,m

)
−min

{
|yb,g,m−∆b/2|, |yb,g,m+∆b/2|

}√
σ+V pri

2

,

(25)

η2 =
sign

(
yb,g,m

)
−max

{
|yb,g,m−∆b/2|, |yb,g,m+∆b/2|

}√
σ+V pri

2

,

(26)
respectively. For ease of notation, we have abused ypostb,g,m,
yprib,g,m, and yb,g,m to denote the real part of these variables, and
the imaginary part can be computed analogously. Furthermore,
the extrinsic messages of nonlinear module are computed as

σ̂ =
V postV pri

V pri − V post
, (27)

Ŷ = σ̂
(
Ypost/V post −Ypri/V pri

)
. (28)

Note that Ŷ and σ̂ are actually the equivalent measurement
of (SH+N) and the equivalent noise variance, respectively.

2) SLM Module: In this module, the quantized CS problem
(15) has been transformed into the conventional SLM problem,
as in (21). Thus, the AMP algorithm proposed in [25], which
are designed for CS problems with linear measurements, can
be directly applied to acquire the estimate of H. Due to the
limited paper length, here we only clarify the key steps, and
please refer to [25] for more details. Based on the derivations
in [25], the AMP algorithm can be explained intuitively. In
the large system limit, i.e., as K → ∞, while γ = Ka/K and
κ = G/K are fixed, the AMP algorithm decouples the matrix
estimation problem based on (21) into KM scalar estimation
problems, as ∀k ∈ [K] and ∀m ∈ [M ],

Ŷ = SH+ N̂ → Aq
k,m = hk,m + n̂qk,m, (29)

where Aq
k,m ∼ CN

(
Aq

k,m;hk,m, B
q
k,m

)
is the equivalent

measurement of hk,m obtained in the q-th iteration of AMP
algorithm, and n̂qk,m ∼ CN

(
n̂qk,m; 0, Bq

k,m

)
denotes the

effective noise. The effective noise includes AWGN and the
estimation error of hk,m in the q-th iteration. In this way, the
posterior distribution of hk,m, ∀k,m, can be approximated as

p
(
hk,m|Ŷ

)
≈ p

(
hk,m|Aq

k,m, B
q
k,m

)
≈ 1

F1
p0 (hk,m) CN

(
hk,m;Aq

k,m, B
q
k,m

)
,

(30)
where F1 is a normalization factor and p0 (hk,m) denotes the a
priori distribution of hk,m. In (30), Bq

k,m and Aq
k,m are updated

as follows

Bq
k,m =

[∑G

g=1

|sg,k|2

σ̂ + Cq
g,m

]−1

, (31)

Aq
k,m = ĥqk,m +Bq

k,m

∑G

g=1

s∗g,k
(
ŷg,m −Dq

g,m

)
σ̂ + Cq

g,m
, (32)

and Cq
g,m and Dq

g,m are updated as follows

Cq
g,m =

∑K

k=1
|sg,k|2 vqk,m, (33)

Dq
g,m =

∑K

k=1
sg,kĥ

q
k,m −

Cq
g,m

σ̂ + Cq−1
g,m

(
ŷg,m −Dq−1

g,m

)
,

(34)

where vqk,m is the posterior variance of hk,m.
To characterize the sparsity of the channel matrix, this paper

adopts the spike and slab distribution [31] to model the a priori
distribution of H, which can be expressed as

p0 (H) =
M∏

m=1

K∏
k=1

p0 (hk,m)

=
M∏

m=1

K∏
k=1

[(1− γk,m) δ (hk,m) + γk,mf (hk,m)],

(35)

where 0 < γk,m < 1 is the sparsity ratio, i.e., the probability
of hk,m being non-zero, δ (·) is the Dirac delta function. The
a priori distribution of channel gains f (hk,m) is related to
the channel model hb,k = ρb,kh̃b,k, where b = ⌈m/Mc⌉
and h̃b,k is given in (3). Furthermore, this paper adopts the
one-ring channel model, where the UEs are located in a
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local rich scattering environment, i.e., the number of MPCs
Lb,k can be large but the angular spread can be limited.
Hence, given βl

b,k ∼ CN
(
βl
b,k; 0, 1

)
, we assume f (hk,m) =

CN (hk,m;µk,m, τk,m) according to the central limit theorem,
where

µk,m = E

√Pkρb,k

Lb,k∑
l=1

βl
b,ke

−j2π(m−bMc)ϕ
l
b,ke−j2πτ l

b,kf


= 0,

(36)
and

τk,m=E

Pkρ
2
b,k

Lb,k∑
l=1

βl
b,ke

−j2π(m−bMc)ϕ
l
b,ke−j2πτ l

b,kf

2


− µ2
k,m = Pkρ

2
b,kLb,k.

(37)
By exploiting this a priori model in (30), the posterior distri-
bution of hk,m is obtained as follows

p
(
hk,m|Aq

k,m, B
q
k,m

)
=
(
1− θqk,m

)
δ (hk,m)

+ θqk,mCN
(
hk,m;Zq

k,m, V
q
k,m

)
,

(38)

where

Zq
k,m =

τk,mA
q
k,m + µk,mB

q
k,m

Bq
k,m + τk,m

, (39)

V q
k,m =

τk,mB
q
k,m

τk,m +Bq
k,m

, (40)

J q
k,m = ln

Bq
k,m

Bq
k,m + τk,m

+

∣∣∣Aq
k,m

∣∣∣2
Bq

k,m

−

∣∣∣Aq
k,m − µk,m

∣∣∣2(
Bq

k,m + τk,m

) ,
(41)

θqk,m =
γk,m

γk,m + (1− γk,m) exp
(
−J q

k,m

) , (42)

and θqk,m is referred to as the belief indicator. The posterior
mean and variance of hk,m can now be explicitly calculated
as

ĥk,m = θqk,mZ
q
k,m, (43)

vqk,m = θqk,m

(∣∣∣Zq
k,m

∣∣∣2 + V q
k,m

)
−
∣∣∣ĥk,m∣∣∣2 , (44)

respectively. The equations (31)-(34) and (39)-(44) make up
the key steps of the basic AMP algorithm, which provides a
simplified approach to calculate the MMSE estimate of H.
Here, we assume the CPU can acquire the full knowledge
of the sparsity ratio γk,m and the noise variance σ̂, which is
an impractical assumption. The reason is that, for practical
cell-free massive MIMO systems, the varying numbers of
active UEs leads to the varying channel sparsity level γk,m.
Moreover, when performing angular-domain CE, the variance
of the effective noise Ñp is hard to compute as the estimation
error of AUD would be unknown. For facilitating the practical

implementation of the algorithm, the EM is employed to learn
the unknown hyper-parameters,

σ̂q+1 =
1

GM

∑G

g=1

∑M

m=1

[∣∣ŷg,m−Dq
g,m

∣∣2
|1+Cq

g,m/σ̂q|2
+

σ̂qCq
g,m

σ̂q+Cq
g,m

]
,

(45)

γq+1
k,m = θq+1

k,m =
γqk,m

γqk,m + (1− γqk,m) exp
(
−J q

k,m

) . (46)

Finally, given the posterior mean and variance of the channel
matrix, the extrinsic messages of SLM module are given
as [32]

Ypri = SĤ+
Cq

σ̂ +Cq−1
◦
(
Ŷ −Dq−1

)
, (47)

V pri =
1

GM
∥C∥2F, (48)

where ◦ denotes the Hadamard product.
Next, we extend the key steps of the generalized AMP

algorithm derived above, i.e., (23)-(28), (31)-(34), (39)-(48),
to the multiple subcarriers case, where the spatial-domain
or angular-domain structured sparsity of the channel matrix
is exploited to enhance the CS recovery performance. The
resulted algorithm is referred to as the SS-GAMP algorithm,
which is summarized in Algorithm 1. Specifically, in lines 3-
10, the messages are updated independently for all subcarriers.
Moreover, as the matrix estimation problem is decoupled
into multiple scalar estimation problems, as shown in (29),
the variables for calculating the associated messages are
also computed independently for all b, k, g, and m. Line 7
employs a damping parameter ρ = 0.3 to prevent the SS-
GAMP algorithm from diverging [35]. Note that except for
line 11, all variables in the SS-GAMP algorithm are updated
independently. In line 11, the sparsity ratio γq+1

p,b,k,m associated
with different p, b, and m, are jointly refined based on the
spatial-domain or angular-domain structured sparsity of the
channel matrix.

When applying the SS-GAMP algorithm to the spatial-
domain channel model (15) for AUD, the spatial-domain
structured sparsity of {Hp}Pp=1 is considered. For the channel
matrix between all UEs to a specific AP b, the channel
vectors [Hp,b]:,m observed at different pilot subcarriers and
different AP antennas have a common sparsity, as described
in (4)-(6) and illustrated in Fig. 4(a). Meanwhile, the sparsity
ratio γp,b,k,m is the probability that the (k,m)-th element of
[Hp,b]k,m is non-zero. Hence, for channel matrices {Hp,b}Pp=1,
the elements associated with the same UE share a common
sparsity ratio, so we consider

γ̃q+1
b,k =

1

|Np,b,k,m|c

∑
(o,b,k,u)∈Np,b,k,m

θq+1
o,b,k,u, (49)

where

Np,b,k,m = {(o, b, k, u) |o=1, · · · , P ; u=1, · · · ,Mc} . (50)

Additionally, by further considering the approximate common
sparsity between channel matrices {Hp,b}Pp=1 for different b,
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Algorithm 1 SS-GAMP Algorithm

Input: ∀p, b : Quantized received signals Yp,b, Sp, ∆b,
ymax
b , and ymin

b ; ρ, the maximum numbers of AMP
and turbo iterations, Tamp and Ttur, and the termination
threshold η.

Output: ∀p, b, k,m : Estimated channel matrices {Ĥp,b}Pp=1

and the related belief indicators θp,b,k,m. % In the re-
minder, ∀m denotes ∀m ∈ [Mc]

1: ∀p, b, k,m, g: Set AMP iteration index q to 1, set turbo
iteration index i to 1, initialize the γp,b,k,m and σ̂ as in
[25], and initialize other parameters as yprip,b,g,m(1) = 0,
V pri(1) = 106, C0

p,b,g,m = 1, D0
p,b,g,m = yp,b,g,m,

ĥ1p,b,k,m = µ1
p,b,k,m, v1p,b,k,m = τ1p,b,k,m.

2: for i ≤ Ttur do
3: ∀p, b: Compute the posterior mean Ypost

p,b (i) and pos-
terior variance V post

p,b (i) of the un-quantized received
signals Yp,b, as in (23)-(26).

4: ∀p, b : Compute the extrinsic messages of nonlinear
module, Ŷp,b(i) and σ̂p,b(i), as in (27) and (28),
respectively, and σ̂(i) = 1

PB σ̂p,b(i).
5: repeat
6: ∀p, b, g,m: Update Cq

p,b,g,m and Dq
p,b,g,m according

to (33) and (34).
7: Cq

p,b,g,m = ρCq−1
p,b,g,m+(1− ρ)Cq

p,b,g,m, Dq
p,b,g,m =

ρDq−1
p,b,g,m + (1− ρ)Dq

p,b,g,m.
8: ∀p, b, k,m: Update Bq

p,b,k,m and Aq
p,b,k,m according

to (31) and (32).
9: ∀p, b, k,m: Compute posterior mean ĥq+1

p,b,k,m and
posterior variance vq+1

p,b,k,m of the cannel matrix ac-
cording to (43) and (44), respectively.

10: ∀p, b, k,m: Update the γq+1
p,b,k,m as in (46). Moreover,

σ̂q+1=
∑

p

∑
b σ̂q+1

p,b

PB , where σ̂q+1
p,b is given in (45).

11: ∀p, b, k,m: Refine the update rule of the sparsity
ratio γq+1

p,b,k,m based on the structured sparsity of the
channel matrix, as in (49)-(53).

12: q = q + 1.

13: until q≥Tamp or
∑

p

∥∥∥Ĥq
p−Ĥq−1

p

∥∥∥2
F
/
∑

p

∥∥∥Ĥq−1
p

∥∥∥2
F
<

η.
14: i = i+ 1.
15: Compute the extrinsic messages of SLM module as in

(47) and (48).
16: end for
17: return {Ĥq−1

p,b }Pp=1,∀b; θp,b,k,m = γq−1
p,b,k,m, ∀p, b, k,m.

the update rule for the sparsity ratio can be finally refined as

γq+1
p,b,k,m = γq+1

k =
∑B

b=1

1

db,k∆k
γ̃q+1
b,k , (51)

where db,k denotes the distance between the k-th UE and the b-
th AP, and ∆k =

∑B
b=1 1/db,k. We can explain (51) intuitively

from a UE-centric perspective. Specifically, for a specific UE
k, its activity observed from the adjacent APs can be more
reliable than that observed from the remote APs. Therefore,
we consider a weighted method to refine the sparsity ratio,
i.e., compared to the remote APs, the adjacent APs contribute

more weights to the value of γq+1
k .

Due to the DFT transformation in (16), the angular domain
received signals Rp,b, ∀p, b are not consistent with the quan-
tization codebook of the corresponding GLM, i.e., rp,b,g,m /∈
Cb, ∀p, b, g,m. This will lead to an unreliable estimate of
Yp,b, as the nonlinear module of SS-GAMP algorithm is
developed based on the quantization codebook. Hence, for CE,
we directly apply the SLM module of SS-GAMP algorithm to
(17), where the quantization error is treated as noise. Here, the
virtual-angular domain sparsity of massive MIMO channels
is further taken into account. However, this angular-domain
sparsity destroys the structured sparsity over different AP
antennas. Hence, the clustered sparsity illustrated in Fig. 4(b)
is leveraged to refine the sparsity ratio. Specifically, define the
neighbors of wp,b,k,m as

Ñp,b,k,m = {(p− 1, b, k,m) , (p+ 1, b, k,m) ,

(p, b, k,m− 1) , (p, b, k,m+ 1)} ,
(52)

wp,b,k,m and the elements of Ñp,b,k,m tend to be simultane-
ously either zero or non-zero, and the update rule of γp,b,k,m
is given as

γq+1
p,b,k,m =

1∣∣∣Ñp,b,k,m

∣∣∣
c

∑
(o,b,k,u)∈Ñp,b,k,m

θq+1
o,b,k,u. (53)

Remark 3: In contrast to the conventional CS algorithms for
SLM, the proposed SS-GAMP mainly shows its superiority
in low-resolution quantization cases. When the quantization
accuracy is good enough, i.e., the number of quantization
bits Q is large, the quantization error can be negligible. In
this case, we can directly apply the SLM module of SS-
GAMP algorithm to (15) for AUD, which can reduce the
computational complexity with negligible performance loss.

B. SIC-Based AUD and CE Algorithm

The AUD and CE can be jointly realized by applying the
SS-GAMP algorithm to (15) or (17). However, these solutions
can not fully exploit the enhanced sparsity of {Wp}Pp=1 and
the structured sparsity of {Hp}Pp=1. In this section, based on
the SS-GAMP algorithm, we develop a SIC-based AUD and
CE algorithm for alternately detecting active UEs based on
(15) and estimating their channels based on (17), so that the
massive access performance can be further improved.

The procedure of the proposed algorithm is summarized
in Algorithm 2 and is illustrated in Fig. 6, which mainly
consists of three modules. Specifically, in each SIC iteration,
the spatial-domain active UE detector (module A) acquires
a rough AUS estimate and a relatively reliable AUS estimate
(i.e., Â and Ξj , respectively, in Fig. 6), which are passed to the
angular-domain channel estimator (module B); subsequently,
module B estimates the channels of the identified active UEs
in Â; finally, based on the AUS and CSI estimates, module
C updates the residual received signals by cancelling the
components associated with the active UEs identified in Ξj ,
and the residual received signals are passed to module A.
The three modules are executed alternately in an iterative
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Fig. 6. Block diagram of the proposed SIC-based AUD and CE algorithm.

manner until convergence. Next, we will detail three modules
as follow.

Module A: Spatial-domain AUD. In the first SIC iteration
(j = 1), module A detects active UEs based on the spatial-
domain channel model. Specifically, the SS-GAMP algorithm
is applied to model (15) to acquire the belief indicators
θjp,b,k,m, ∀p, b, k,m, based on which the AUS estimate, de-
noted as Â, is determined. It has been proved in [25] that if a
reliable estimate of {Hb}Pp=1 is acquired after the convergence
of the SLM module of SS-GAMP algorithm, belief indicator
θjp,b,k,m tends to 1 for hp,b,k,m ̸= 0 and 0 for hp,b,k,m = 0.
Hence, we design a belief indicator-based active UE (BI-AUE)
detector as follows

α̂k =

{
1, 1

PMc

∑P
p=1

∑Mc

m=1 θ
j
p,b∗,k,m ≥ pth,

0, 1
PMc

∑P
p=1

∑Mc

m=1 θ
j
p,b∗,k,m < pth.

(54)

Here, k ∈ [K], b∗ = {b|min(db,k), ∀b}, i.e., the k-th UE’s
activity is mainly dependent on the belief indicators θjp,b∗,k,m
inferred from the pilot signals received at the b∗-th AP, which
has the shortest spatial distance (also has the smallest path
loss) with the k-th UE. For facilitating the subsequent CE and
SIC processing, we utilize the BI-AUE detector to acquire
two AUS estimates having different reliability: a rough AUS
estimate Â based on a lower threshold pth = pdet and a
relatively reliable AUS estimate Ξj based on a higher threshold
pth = prel, as shown in lines 5-13 in Algorithm 2, so that
Ξj ⊆ Â. Here, we set pdet to 0.1 to reduce the missed
detection probability, and prel is set to 0.9 to guarantee the
UEs in Ξj are active with high probability. These two AUS
estimates, Â and Ξj , are passed to module B.

2) Module B: Angular-domain CE for identified active UEs.
In module B, given the rough AUS estimate Â, the angular-
domain channel vectors of the UEs in Â, i.e., [Wp]Â,:, are
estimated based on the model in (17) as follows

Rp = [Sp]:,Â [Wp]Â,: + Ñp, ∀p ∈ [P ] , (55)

where [Sp]:,Â ∈ CG×|Â|
c and [Wp]Â,: ∈ C|Â|c×M

are sub-matrices of Sp and Wp, respectively, Ñp =
[Sp]:,K−Â [Wp]K−Â,:+N

q

p+Np, K is the set of all potential
UEs, and K − Â denotes the difference set of sets K and
Â. Note that Ñp is the effective noise including AWGN,
quantization error, and the estimation error of AUD. Fur-
thermore, if A ⊆ Â, we have Ñp = N

q

p + Np. Hence, to
reduce the power of Ñp, a low missed detection probability is
desirable. According to the angular-domain structured sparsity
of {Wp}Pp=1, as described in (9)-(11) and illustrated in Fig.

Algorithm 2 SIC-Based AUD and CE Algorithm

Input: ∀p, b : Quantized received signals Yp,b, Sp; the num-
ber of SIC iterations Tsic.

Output: ∀p, b : The AUS estimate Â and the related CSI
estimates {ĥp,b,k}Pp=1, ∀k ∈ Â.

1: Initialization: j = 1, Ξ0 = ∅, Ỹ1
p = Yp.

2: repeat
3: k = 0, Â = Γ = ∅.
4: ∀p, b, k,m : Acquire θjp,b,k,m by applying the SS-

GAMP algorithm to model (56).
5: for k ≤ K do
6: if 1

PMc

∑P
p=1

∑Mc

m=1 θ
j
p,b∗,k,m ≥ pdet then

7: Â = Â ∪ Ξj−1 ∪ {k}.
8: end if
9: if 1

PMc

∑P
p=1

∑Mc

m=1 θ
j
p,b∗,k,m ≥ prel then

10: Ξj = Ξj−1 ∪ {k}.
11: end if
12: k = k + 1.
13: end for % Here, b∗ = {b|min(db,k),∀b ∈ [B]}.
14: ∀p : Rp =

[
Yp,1A

∗
R,Yp,2A

∗
R, · · · ,Yp,BA

∗
R

]
, Ŵj

p =
0K×M .

15: ∀p, b : Acquire the channel vectors
[
Ŵj

p,b

]
k,:
, ∀k∈Â,

by applying the SLM module of SS-GAMP algorithm
to model (55).

16: Acquire set Γ, Γ ⊆ Ξj , and |Γ|c /
∣∣Ξj
∣∣
c
= λaus. % The

elements in Γ are randomly selected from Ξj .
17: ∀p : Ĥj

p =
[
Ŵj

p,1A
T
R,Ŵ

j
p,2A

T
R, · · · ,Ŵ

j
p,BA

T
R

]
.

18: ∀p, b : Ỹj+1
p,b = Yp,b−ψb

(
[Sp]:,Γ

[
Ĥj

p,b

]
Γ,:

)
. % ψb(·)

is applied only when the low-resolution quantization is
considered.

19: j = j + 1.
20: until j>Ttur.
21: return ∀p, b : Â; ĥp,b,k =

[
Ĥj−1

p,b

]
k,:
, ∀k ∈ Â.

4(b), the low-dimensional channel matrix [Wp]Â,: is still
sparse. Hence, we can estimate [Wp]Â,: ,∀p, by applying the
SLM module of SS-GAMP algorithm to (55), see line 15 of
Algorithm 2. Finally, the reliable AUS estimate Ξj and the
related CSI estimate are passed to module C.

3) Module C: Identified UE cancellation. Since the active
UEs in Ξj are reliably detected in module A and their CSI is
estimated in module B, the signals received from the UEs in Γ,
a subset of Ξj , are removed from Yp to enhance the sparsity
of the channel matrix for AUD in the next SIC iteration. The
residual received signals Ỹj

p, ∀p are computed in lines 16-18,
and are passed to module A. In the following SIC iterations
(j > 1), the AUD problem in module A is to recover

(
Hre

p

)j
based on the following model

Ỹj
p = Sp

(
Hre

p

)j
+Nq

p +Np, ∀p ∈ [P ] , (56)

where Ỹj
p denotes the residual received signals in the j-th SIC

iteration,
(
Hre

p

)j
= Hp − H̃j

p, and H̃j
p ∈ CK×M is defined

as [H̃j
p]Γ,: = [Ĥj−1

p ]Γ,:, while [H̃j
p]K−Γ,: = 0|K−Γ|c×M . To
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guarantee the robustness of the SS-GAMP-based AUD, we
only remove the signals received from a part of the UEs in
Ξj , i.e., λaus < 1 (e.g., we consider λaus = 0.8).

Modules A, B, and C will be executed alternately in an
iterative manner. Since the

(
Hre

p

)j becomes sparser and the
CSI estimates of the UEs in Â are iteratively re-estimated
as the SIC iterations proceed, the Â and the corresponding
CSI estimates are constantly refined. Therefore, compared to
the joint AUD and CE solutions without SIC, the proposed
SIC-based scheme facilitates more reliable AUD and CE with
a significant reduction in access latency. However, as the
SS-GAMP algorithm is called twice in each SIC iteration
and the identified UE cancellation requires additional matrix
multiplication, the performance improvement is at the cost of
a higher computational complexity.

V. DIFFERENCES BETWEEN CLOUD COMPUTING AND
EDGE COMPUTING PARADIGMS

This section compares cloud computing and edge computing
in terms of their algorithm implementation, computational
complexity, access latency, and the cost of AP deployment.
Compared with cloud computing, edge computing has the
advantages of alleviating the burden on backhaul links and
CPU, a faster access response, and supporting more flexible
AP cooperation, while increases the cost of large-scale AP
deployment.

A. Algorithm Implementation

For cloud computing paradigm, the detailed procedure of the
proposed AUD and CE approach is summarized in Algorithms
1 and 2. It is clear that the signals collected from B APs
are processed in parallel in lines 3-10 of Algorithm 1, and
are centrally processed in line 11 only. Intuitively, line 11
leverages the structured sparsity described in Section II-C to
refine the update rule of the sparsity ratio γp,b,k,m, as in (49)-
(53). Note that this paper considers a large-scale network to
serve a vast area, so the channel strength from a specific active
UE to far away APs approximates zero due to the large-scale
fading caused by severe path loss. Hence, for this specific
UE, the signals received at the remote APs have a negligible
effect on refining the sparsity ratio. This reveals that centrally
processing all the APs’ received signals at the CPU for jointly
refining sparsity ratio maybe not an efficient way.

While for edge computing paradigm, the SIC-based AUD
and CE algorithm summarized in Algorithm 2 can be directly
applied based on (19) and (20) for detecting active UEs and
estimating their channels, respectively. Here, the AUD and
CE problems for the whole network are locally processed at
multiple DPU-APs in close proximity to the UEs. Clearly, the
APs in the edge computing paradigm are divided into several
groups, and each group seeks to detect only part of the total
UEs. We can also explain the AP and UE association from
a UE-centric perspective, that is to say, for a specific UE,
its activity and CSI can be estimated by jointly processing the
signals received at its nearest one DPU-AP and (Nco−1) APs.
Compared to cloud computing, the edge computing enables
more flexible AP cooperation by considering different numbers

of cooperative APs and reduces the transmission burden on
backhaul links.

B. Computational Complexity
For each SIC iteration in cloud computing, the

complexity2 of SS-GAMP algorithm is in order of
O (Tamp (4GKMP + 3GKP + 16GMP + 20KMP ) + Ttur
× (GKMP +GMP )), the complexity of DFT is
O
(
2BM2

c P
)
, and the complexity of computing residual

received signal for SIC is O (GKsicMP ), Ksic is the number
of UEs for cancellation. Hence, the overall complexity of the
processing tasks at CPU is given as

Ccloud=O(Tsic[2Tamp (4GKMP+3GKP+16GMP

+20KMP ) + Ttur (GKMP +GMP )

+ 2BM2
c P +GKaMP ]).

(57)

While for edge computing paradigm, the complexity of SIC-
based algorithm applied in the i-th DPU-AP is

Ci
edge = O(Tsic[2Tamp (4GKiMiP + 3GKiP + 16GMiP

+20KiMiP ) + Ttur (GKMiP +GMiP )

+ 2NcoM
2
c P +GKi

aMP ]),
(58)

where Ki is the number of UEs detected by the i-th DPU-AP,
Ki

a = γKi, and Mi = NcoMc. Since each DPU-AP seeks to
detect only part of the total UEs (i.e., Ki < K) and Nco <
B, we have Ccloud > Ci

edge. Hence, by splitting the signal
processing task of the whole network and executing related
computations at the edge of the network, edge computing can
alleviate the computing burden on CPU.

C. Access Latency
The access latency of grant-free massive access consists of

three components: pilot transmission time, propagation laten-
cy, and computation latency. First, the pilot transmission time
depends on the adopted frame structure and the pilot length,
which are the same for both cloud computing and edge com-
puting. Second, the DPU-APs in edge computing are deployed
at the edge of the network, while the CPU in cloud computing
is usually very far away from the UEs. This results in a much
smaller propagation delay for edge computing than that for
cloud computing. Furthermore, cloud computing requires the
information to pass through several networks including the
radio access network, backhaul network, and core network,
where traffic control, routing, and other network-management
operations can contribute to excessive delays. Last, the CPU
can have a massive computation capacity than that of DPU.
However, the CPU has to be shared by a large number of
other services, and the computational complexity of processing
tasks at CPU is much larger than that at DPU, as described
in Section V-B. Moreover, with the rapid development of
the processors, the DPU is powerful enough for running
highly sophisticated computing programs. Therefore, the cloud
computing and edge computing can have similar computation
latencies. According to the analysis above, edge computing
can have a faster access response than cloud computing.

2Here, we mainly focus on the maximum number of required complex
multiplications.
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TABLE I: Simulation Parameters

Parameter Value

Radius of the network coverage 2.65 km
AP-to-AP distance

√
3 km

Number of active UEs Ka 140
Transmit power Pk 23 dBm

Background noise power -174 dBm/Hz
OFDM’s DFT size P in pilot phase 64
OFDM’s DFT size N in data phase 2048

Cyclic prefix length NCP 64
System bandwidth 10 MHz

Number of MPCs Lb,k U(Lb,k; 40, 100)

Path delay of the l-th MPC τ lb,k U(τ lb,k; 0, NCP /Bs)

Angular spread in degree 10◦

Number of SS-GAMP iteration Tamp 20
Number of turbo iteration Ttur 10

Termination threshold η 10−5

Path loss ρb,k at distance db,k in km 128.1 + 37.6log10(db,k)

D. Cost of AP Deployment

For cloud computing, all APs are only designed for trans-
mitting and receiving signals, where only antennas and radio
frequency chains are needed. While for edge computing, part
of APs should employ extra DPUs so that these APs can
be upgraded to DPU-APs. In cell-free massive MIMO with
quantities of APs, this will increase the cost of AP deployment.
Furthermore, edge computing also requires some extra links
between APs and DPU-APs.

VI. SIMULATION RESULTS

This section conducts simulations to validate the superiority
of the proposed massive access schemes. The simulation
parameters are provided in Table I. We consider a typical
massive access scenario in cell-free massive MIMO systems,
where K = 2800 UEs are uniformly distributed in the network
and B = 7 APs are geographically distributed to serve these
UEs. To reduce the computational complexity, in pilot phase,
we only use the signals received at P̃ out of total P pilot
subcarriers for AUD, where P̃ ≤ P . With the obtained AUS
estimate Â, all P pilot subchannels can be estimated by
applying the SLM module of SS-GAMP algorithm to (55).

For performance evaluation, we consider the detection error
probability of AUD Pe and the normalized mean squire error
(NMSE) of CE, which are respectively defined as follows

Pe =

∑
k |α̂k − αk|

K
, (59)

NMSE = 10log10

∑
p

∑
k

∥∥∥ĥp,b∗,k − hp,b∗,k

∥∥∥2
2∑

p

∑
k ∥hp,b∗,k∥22

. (60)

For AUD in the edge computing paradigm, we obtain the
activity estimate of the k-th UE α̂k based on the signals
received at its nearest one DPU-AP and (Nco − 1) APs.
Moreover, due to the smallest path loss, the UE is expected to
be served by the nearest AP in data transmission phase. Thus,
for CE, we mainly focus on the estimation reliability of the
channel between the k-th UE and the b∗-th AP, which has the
shortest spatial distance with the k-th UE. We compare the
proposed schemes with the following benchmarks:
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Fig. 7. AUD performance comparison of the proposed cloud computing-based
scheme and Baselines 1 and 2, where Mc = 16, P̃ = 1, and Tsic = 3.

• Baseline 1 (Multi-cell non-cooperative massive MIMO-
based IoT): To verify the superiority of the proposed cell-
free massive MIMO-based IoT architecture, a convention-
al multi-cell non-cooperative massive MIMO-based IoT
architecture is compared as the baseline 1, where each
AP (i.e., massive MIMO BS) only serves its own cell’s
UEs without multi-cell cooperation and treats the inter-
cell interference as noise [8].

• Baseline 2 (SS-GAMP-based joint AUD and CE): To
show the effectiveness of the proposed SIC-based AUD
and CE algorithm, the conventional spatial domain-based
massive access scheme is compared as the baseline 2,
where the proposed SS-GAMP algorithm is applied
to (15) for joint AUD and CE.

• Baseline 3 (SS-GAMP algorithm using SLM to process
quantized signals): To demonstrate the advantage of the
proposed SS-GAMP-based joint AUD and CE scheme as
well as the SIC-based scheme in the case of processed
signals with low-resolution quantization, we compare
those two schemes based on SS-GAMP algorithm only
using SLM as baseline 3.

A. Superiority of Cell-Free Massive MIMO

This section validates the superiority of the proposed cell-
free massive MIMO-based IoT architecture, where Q = 10
is considered. Fig. 7 compares the AUD performance of
the proposed cloud computing-based scheme and Baselines 1
and 2. It can be observed that the cloud computing-based
processing paradigm proposed in cell-free massive MIMO-
based IoT can achieve a much better AUD performance than
multi-cell non-cooperative massive MIMO-based IoT. The
reason is that there are no cell boundaries in cell-free massive
MIMO systems, and the inter-cell interference can be avoided
via the APs’ cooperation. Moreover, for G ≥ 20, by further
leveraging the angular-domain sparsity and the idea of SIC,
the proposed SIC-based AUD and CE algorithm outperforms
the conventional joint AUD and CE scheme, which is only
based on the spatial-domain channel model. However, for the
very low pilot overhead region (e.g., G < 20), the joint
AUD and CE scheme performs better than the proposed SIC-
based method. This is because the AUS and CSI estimates
are extremely inaccurate in this case, which leads to the error
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Fig. 8. CE performance comparison of the proposed cloud computing-based
scheme and Baselines 1 and 2, where Mc = 16 and P̃ = 1.
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Fig. 9. AUD performance of the proposed cloud computing-based scheme
under different λaus, pdet, and prel, where Mc = 16, P̃ = 1, and Tsic = 3.
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Fig. 10. AUD performance of the proposed SIC-based scheme and Baseline 2
for different AP antennas Mc, where the cloud computing is considered.
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Fig. 11. CE performance of the proposed SIC-based scheme and Baseline 2
for different AP antennas Mc, where the cloud computing is considered.

propagation of SIC. Fig. 8 depicts the CE performance of the
considered schemes, which further validates the superiority
of the proposed cell-free massive MIMO architecture and the
SIC-based AUD and CE scheme for massive access. Here,
the partially enlarged views show the NMSE performance for
the pilot overhead regions G ∈ [10, 20] and G ∈ [30, 45],
respectively. Fig. 9 further studies the influence of parameters
λaus, pdet, and prel on massive access performance. As can
be observed, when λaus = 0.8, pdet = 0.1, and prel = 0.9, the
proposed approach achieves the best AUD performance.

Fig. 10 and Fig. 11 verify the superiority of massive MIMO-
based APs for grant-free massive access, where Tsic = 3 and
P̃ = 1 are considered. It is clear that the proposed cloud
computing-based scheme can achieve a better performance
by equipping more antennas at the APs. For AUD based on
the spatial-domain channel model, a larger number of AP
antennas enhances the spatial-domain structured sparsity of
the channel matrix {Hp}Pp=1, which improves the accuracy
of AUS estimate. On the other hand, a massive number of
antennas can promote the angular-domain sparsity of massive
MIMO channels, which can be leveraged to improve the
CE performance. If the APs have a relatively small number
of antennas (e.g., Mc = 16), the angular-domain sparsity
of the massive MIMO channels would be weaken, and the
performance of the proposed scheme would be degraded.
Hence, the proposed scheme shows its superiority for massive
MIMO cases. Fig. 12 and Fig. 13 show that the increased P̃

also improves the AUD and CE performance of the proposed
cloud computing-based scheme, where Tsic = 3 is considered.
This is because a larger P̃ can also enhance the spatial-domain
structured sparsity of the channel matrix {Hp}Pp=1.

B. Comparison of Cloud Computing and Edge Computing
Paradigms

For the proposed SIC-based massive access scheme de-
signed for cell-free massive MIMO-based IoT, we further
compare two computing paradigms for the processing of AUD
and CE, as shown in Fig. 14. By increasing the number of
APs for cooperation, i.e., Nco, the AUD and CE performance
of edge computing approaches that of cloud computing. Fur-
thermore, we observe that only Nco = 4 APs are required
for edge computing to obtain almost the same performance
of cloud computing. This is because the channel gains from
a specific active UE to the far away APs are approximate
zero, the signals received at the remote APs can not further
improve the AUD and CE performance. When all the N
APs, consisting of a DPU-AP and (N − 1) conventional APs,
cooperate, i.e., Nco = N , the edge computing paradigm is
equivalent to the cloud one. Meanwhile, note that there is a
tradeoff between the performance and the cost of practical
DPU-AP deployment. Compared to the cloud computing, the
edge computing can reap a more cost-effective cooperation
(i.e., CPU burden, backhaul cost, and response time), while
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Fig. 12. AUD performance of the proposed SIC-based scheme and Baseline
2 for different P̃ , where the cloud computing and Mc = 16 are considered.
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Fig. 13. CE performance of the proposed SIC-based scheme and Baseline 2
for different P̃ , where the cloud computing and Mc = 16 are considered.
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Fig. 14. Comparison of the proposed cloud computing and edge computing paradigms, where the proposed SIC-based scheme (Tsic = 3) is considered,
Mc = 16, P̃ = 1, and Q = 10: (a) AUD performance; (b) CE performance. For edge computing paradigm, the number of required DPU-APs is provided
for different Nco.

may increase the price of network deployment, i.e., the DPU-
APs should employ DPUs.

C. Massive Access Under Limited Backhaul Capacity

Fig. 15 and Fig. 16 verify the superiority of the proposed
schemes based on SS-GAMP algorithm over those based on
Baseline 3, where a low-resolution quantization of the pro-
cessed signals is considered. Here, the number of quantization
bits Q = 3, 4, and 5 are investigated. As can be observed, the
proposed SS-GAMP algorithm can achieve a better perfor-
mance than Baseline 3 in both joint AUD and CE scheme and
SIC-based scheme. This is because the quantization is taken
into account by using the SS-GAMP algorithm with nonlinear
module.

VII. CONCLUSION

This paper studies grant-free massive access in cell-free
massive MIMO-based IoT, where multiple APs cooperate in
the network to serve massive UEs. By exploiting the structured
sparsity of the channel matrix, we develop a SS-GAMP algo-
rithm for the CS recovery, where the quantization accuracy of
the processed signals is considered. On this basis, a SIC-based
AUD and CE algorithm is further proposed. Compared to the
conventional massive access schemes based on the single-cell

or multi-cell non-cooperative network architectures, cell-free
massive MIMO can offer better coverage and improve the
AUD and CE performance via AP cooperation. Furthermore,
in contrast to the CS algorithms for SLM and the spatial-
domain joint AUD and CE scheme, the proposed SIC-based
scheme using SS-GAMP algorithm can significantly reduce
the access latency in low-resolution quantization cases. Be-
sides, we consider two computing paradigms, cloud computing
and edge computing, to perform AUD and CE. Numerical
simulations suggest that the performance of the edge comput-
ing can approach that of cloud computing. Meanwhile, edge
computing makes the cooperation of APs more flexible and
alleviates the burden on CPU and backhaul links, while may
increase the cost of network deployment.
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