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Abstract

Freeze-drying is a process extensively used in the pharmaceutical industry as a

solution on how to reduce the water content of temperature-sensitive materials

and increase their stability and shelf life. However, at the moment, freeze-

drying remains the most expensive stage of pharmaceutical manufacturing,

and hence further modelling is needed. To model the process, Stefan problems

are considered. A numerical method based on the level set approach and

compact finite differencing is developed and adapted for solidification scenarios.

Various one and two-dimensional solidification problems are considered. These

include solidification in a rectangle with Dirichlet and convective flux boundary

conditions. To further investigate the behaviour of the model analytically,

small time asymptotic solutions have been developed and used to start the

numerical computation. The model is later extended to simulate the freezing

process on multiple three-dimensional vials with simplified cuboid geometry.

The extended model is used to investigate the ’edge vial’ effect caused by

non-symmetrical heat transfer inside the freeze-drying chamber. The results

are presented that show that under certain conditions, the ’edge vial’ effect

can cause non-uniformity in freezing rates of the edge and corner vials when

compared to the centre vials. Lastly, a novel heuristic model of freezing is

developed based on dynamics of chemical reactions. The model is investigated

analytically and asymptotic solutions are presented in different time scales and

compared to full numerical simulations. The results show a good agreement

between the asymptotic and numerical solutions.



Impact Statement

Freeze-drying or lyophilisation is a process widely using within the pharma-

ceutical industry. It is used to remove water content from the product hence

greatly improving the stability and shelf life. Due to its very long duration and

the environment in which it needs to be performed, freeze-drying is currently

one of the most expensive stages during the whole manufacturing process.

Therefore, there is great industry interest in understanding the underlying

processes better to drive the manufacturing costs down.

From a physical standpoint, lyophilisation represents a complex heat and

mass transfer problem. A lot of effort has been put into trying to experi-

mentally determine the physical parameters of the procedure as well as the

final outcomes. However, relying purely on experimental data perhaps pro-

vides only a limited understanding of the fundamental drivers and their in-

teractions. Moreover, the optimisations of the process can only rely on costly

trial-and-error methods.

Mathematical modelling is, therefore, a crucial element in determining

optimal process parameters. There has been a significant amount of work

done in modelling different aspects of freeze-drying. However, most of the

current models do not take into consideration all the spatial variabilities both

inside the vials where the product is stored during the process and across the

whole freeze-drying chamber. What we are trying to understand in this work

is how these variables might impact the final product.

The models and methods developed in this work can provide a useful tool

for studying freezing stage of the freeze-drying processes, as well as other solidi-

fication scenarious such as casting of metals. In particular we have developed a
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solidification model that is capable of capturing most of the important param-

eters of freezing pharmaceutical products in vials, whilst still being relatively

simple and quick to run in comparison to commercial solvers.

It was observed in practice that sometimes the final freeze-dryer is not in

a form of a flat porous cake, but instead it is skewed to one side. Better knowl-

edge and more accurate modelling of all the temporal and spatial differences

within the samples can provide a key understanding behind certain unusual

shapes of the final product. Although, investigation of these phenomena is

outside the scope of this work, different freezing rates could alter the crys-

tal structure of the frozen product, resulting in different sublimation rates in

subsequent stages. Furthermore, models presented here could be extended to

study the drying stage of the process. Currently, a lot of product is discarded

purely because it does not pass the quality control tests. Insights into whether

or how non-uniform process parameters influence the final state of the finished

product could also greatly reduce the waste and hence the costs.
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Chapter 1
Introduction

In recent decades, the freeze-drying process has become increasingly popular

in pharmaceutical manufacturing. It presents a simple answer on how to sig-

nificantly decrease the water content of temperature-sensitive substances and

hence increase their stability and shelf life. Nevertheless, at this stage, freeze-

drying is one of the most expensive stages in the manufacturing of pharma-

ceuticals, and therefore, a further study of the underlying processes and better

mathematical models are required.

Although there has been some research conducted in developing mathe-

matical models for the freeze-drying processes, most of the practical applica-

tions and optimisation procedures still rely on a “trial and error” basis [59, 13].

We aim to explore the first stage of the process, the freezing stage. We are

interested in determining the progression of the interface between the liquid

and solidified regions. The objective here is to be able to predict the time taken

to complete solidification and to develop a robust numerical method that is

able to extend the work to complex or three-dimensional shapes of vial and

shapes of the moving interface, which may include topological changes. The

general problems of this type were extensively studied by Joseph Stefan in the

19th century and are now often referred to as Stefan problems.

Following some modelling and simplifications, we consider multiple solid-

ification problems. The first one is a simpler model concerning solidification



12

in a rectangle with Dirichlet boundary conditions imposed on all sides, which

resemble a simplified scenario for freezing a substance in a vial during freeze-

drying. In the second model, the Dirichlet boundary conditions are replaced

by convective heat flux conditions based on Newton’s law of cooling.

Furthermore, we will develop a model that, as well as tracking the solidifi-

cation interface inside a single vial, also takes into consideration heat transfer

between vials that are placed on a tray inside the freeze-frying chamber. This

will allow us to study the impact of different heat transfer rates experienced by

the “edge vials” which are placed along the edges of the vial tray and “centre

vials” positioned in the middle of the tray [43, 48].

We shall develop a numerical scheme based on the level set method and

compact finite differencing and test it against analytical solutions for the freez-

ing on a semi-infinite slab and inward solidification of a cylinder. Further, we

present an extension of the model to include the effects of density change across

the solidification interface.

The rest of the document is structured as follows. In the remaining sec-

tions of this chapter, we provide a more detailed introduction into free-drying

processes followed by a brief discussion on Stefan problems; these form a math-

ematical model for solidification that will provide the basis of our own mod-

elling. Here, we will also present an alternative form of the boundary condition

on the solidification interface.

Chapter 2 provides a set-up for level set methods. We highlight the basic

motivation for the level set method in section 2.1, as well as, we deriving

the level set equation responsible for tracking the free boundary between the

solid and the liquid regions in section 2.2. The reinitialisation procedures are

covered in section 2.3. The remainder of the chapter 2 is concerned with the

issues of numerical discretisation in section 2.4 and an introduction to different

versions of level set methods in section 2.5, such are Fast Level Set methods

or Narrow Banding.

In chapter 3 we develop a method based on compact differencing. The
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main idea behind this approach is to create a numerical scheme capable of

maintaining high accuracy in the neighbourhood of the moving boundary with-

out the need of using finer computational grid or adaptive meshes. The section

3.3 deals with adapting this approach to different sets of boundary conditions.

The application of level set methods to solidification scenarios is discussed

in chapter 4. In particular, we look at how the free boundary conditions from

the solidification model can be implemented in the level set setting in section

4.2. Section 4.3 then deals with the numerical discretisation of the procedure.

Finally, the whole algorithm is summarised in section 4.4.

In chapter 5 we apply the numerical procedure developed in chapter 4 to

three solidification scenarios. Firstly, we use the method in two simple prob-

lems of freezing in a semi-infinite slab and inward solidification of a cylinder

in section 5.1 and 5.2, respectively. We also compare the results to the ana-

lytical solutions. In section 5.2, we describe the first problem used to model

the heat transfer and progression of the interface inside a single vial. We also

present the asymptotic small-time solution to the problem used in starting the

numerical procedure.

The chapter 6 introduces the second model used for computing the heat

transfer on a tray of vials. A two-stage procedure is implemented. The first

scale described in section 6.2 deals with the heat transfer inside a single vial.

The model is similar to the single vial model implemented in chapter 5; how-

ever, the governing equation is slightly modified along with the boundary con-

dition. This first scale model is applied to all of the vials on the tray. In

section 6.2.1, we develop a new compact finite difference scheme to be applied

to the governing equation for this particular single vial model. Section 6.3

discusses the ADI method applied to this specific compact differencing. The

second scale of the two-stage model is developed in section 6.4. The model is

summarised in section 6.5 along with the results.

Chapter 7 is a standalone chapter where we develop a model of solidifi-

cation inspired by combustion theory. Here we model freezing as if it was a
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chemical reaction between the solidified and liquid regions. Firstly the chemi-

cal model is solved numerically and subsequently, the numerics are compared

to the asymptotic solution that is developed in section 7.5.

Finally, we provide some concluding remarks in chapter 8.

1.1 Freeze-drying

30mm

35mm

Figure 1.1: An illustration of a 20ml
freeze-drying vial. The top of the vial
is usually sealed with a rubber stopper
(gray)

Freeze-drying or lyophilisation is a

manufacturing process widely used

for the dehydration of products via

sublimation. In particular, it is used

for materials of biological nature that

are temperature sensitive. Although

industry applications of freeze-drying

are far-reaching, we are primarily

interested in Lyophilisation applica-

tions in manufacturing pharmaceu-

tical products in vials. The main

advantages of the freeze-drying pro-

cesses are increased stability of the

product due to reduced water levels, cheaper transportation cost, more easily

controlled environment and hence less chance of contamination and possibility

of instant reconstruction by adding a diluent [40].

The main draw-backs of the freeze-drying lie in the very high cost and

long time associated with the process. Depending on the size of the products,

the whole process could take weeks. Moreover, not all products are suitable

for freezing. Certain labile products such as liposomes or viruses can be dam-

aged during freezing [55]. Some issues can also arise assurance of sterility of

the freeze-drying chamber during loading and unloading of the product [55].

Moreover, there has been some stability problems associated with individual

drugs [23].
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Proteins, peptides and complex synthetic organic molecules are substances

most frequently freeze-dried in the context of pharmaceutical industry [13].

In literature, 3%–5% solutions of mannitol or sucrose are usually used for

experimental settings. We will base our mathematical models on 4% mannitol

solution. The basic physical properties of this solution are taken from [46] and

stated in table 1.1.

Density
(kg/m3)

Heat capacity
(J/(kg K))

Thermal conductivity
(W/(K m))

1001.5 3950 0.55

Table 1.1: Relevant physical properties of 4% mannitol solution.

Two main methods of freeze-drying are the bulk method and batch meth-

ods. In the bulk method, the product is poured into a pan and freeze-drying

as a single unit [23]. The issue with this method is that the product cannot be

sealed during the process. This method is usually reserved for a solution that

is not sensitive to exposure to oxygen or moisture. Moreover, the sterility of

the product is harder to maintain.

Therefore, pharmaceutical products are mostly freeze-dried using the

batch method. During this procedure, the product is placed into similarly

shaped vessels or vials, which are placed on a tray. Typical dimensions of

these vials are depicted in figure 1.1.

1.2 Stages of Freeze-drying
The freeze-drying process consists of three main stages; Freezing stage and

primary and secondary drying stages.

Freezing Stage
During the freezing stage, the vials are placed inside the freeze-drying chamber,

and the temperature is gradually dropped below the triple point. The primary

purpose of this stage is to separate the solvent from the solutes, prevention of

the concentration of the drug during the drying stage, reduction of thermal

degradation of product and prevention of foaming during drying when the
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pressure is dropped [40].

In particular, the glass transition temperature of the solution to ensure

the product is fully solidified. Depending on the solution, the temperature of

the shelf is usually around -40°C.

Primary Drying Stage

After complete solidification of the product, the pressure in the freeze-drying

chamber is lowered, and heat is applied to initiate the sublimation of ice [40].

During this stage, the temperature of the product is kept at around -15°C. The

application of a partial vacuum grants movement of vapour from the solidified

product [40]. During the primary drying stage, the temperature of the product

will be significantly lower than that of the shelf due to the sublimation process

and will only rise at the end of the stage [40].

Secondary Drying Stage

Upon the completion of the primary drying phase, there might still be some

residual moisture left in the product. Although the water content has been

significantly reduced, the moisture left can decrease the desired stability of

the final product. The secondary drying stage is, therefore required. During

this stage, the temperature of the shelf is increased (often above 0°C), and the

partial pressure of water vapour is decreased so that the moisture is removed

by desorption [40].

Although all of the stages of the freeze-drying process are of great im-

portance, we will here solely focus on modelling the freezing stage only. This

study might be particularly relevant to certain products that are not suitable

for drying and are kept in the frozen state. In particular, we are interested in

the solidification process of a single vial.

1.3 Review of Literature
The modelling freeze-drying is a complex problem. In order to model the pro-

cedure accurately, one needs to take into account all the stages simultaneously.
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However, as mentioned previously, in this work, we shall solely focus on the

freezing stage of the process. Nevertheless, even in this narrow focus, many

approaches are worth exploring. For instance, one might take a “micro” level

approach where the attention is focused on studying the nucleation stage of the

freezing and the attention of devoted to calculating the shape and the average

size on the ice crystals. Such studies were conducted by [17, 32, 24, 36].

The second approach, also employed in this work, to the problem, can be

described as “macro” level. Here the attention is focused on calculating the

overall shape and the progressing of the solidification interface, as well as the

time taken to complete solidification.

From the macro-level perspective, the first stage of the freeze-drying pro-

cess can also be referred to as an inward solidification problem. Due to their

wide practical applications, these problems have been widely studied in the

past. However, the complexity of the problems and non-linear nature of the

condition on the moving boundary means that only very few analytical solu-

tions have been found and they are usually restricted to fairly specific cases

[42]. Numerical methods and approximations to exact solutions were therefore

developed.

Generally, the numerical schemes can be divided into two categories. The

strong numerical methods apply finite difference and finite element methods

to the strong formulation of the problem [3]. The moving front is often im-

mobilised by a change of the coordinate system or simply locating the moving

boundary and temperature field distribution at each time step [3]. These

methods are predominantly applied to one-dimensional cases, but they can be

generalised to two-dimensional scenarios, as well.

Weak numerical methods allow us to track the moving boundary explicitly

and are usually easily extended to multi-dimensional cases [3]. In this category

fall the enthalpy methods which allow for a solution in the fixed domain with

no modification of the numerical scheme (see, e.g. [67, 3]).

Approximate analytical methods were developed by Riley et al. [45],
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who devised perturbation solutions in spherical and cylindrical coordinates.

Assuming that ratio of latent heat and specific heat of the fusion (β) is large,

[45] used asymptotic power series expansions of temperature field and time

in β and later applied a two-region analysis near the complete solidification.

Although these methods are strictly asymptotic in nature, they compared well

with the full numerical methods used [45].

Tao in [61] devised general finite difference numerical schemes for freezing

liquids contained in containers with spherical or cylindrical geometry. Poots

[39] looked at applications of the integral methods comparable to those used

in fluid mechanics in the solution of boundary layer equations.

Voller in [67] took the enthalpy methods used in one-dimensional prob-

lems and extended them to handle cylindrical and spherical coordinates. The

enthalpy methods were later generalised by Cao et al. [3] and applied to

multi-dimensional Stefan Problems (we will provide a more general discussion

on Stefan Problems in sections 1.5 and 1.8).

1.4 Stefan Problem
We shall now introduce a general category of free-boundary problems called

Stefan problems. The name is attributed to Joseph Stefan, who was interested

in free-boundary problems when studying the melting of the polar caps in

the early 1890s [7]. Stefan derived a large latent heat approximation for the

problem. Later he adapted the solution to time-dependent surface temperature

[7]. For single-phase problems, he developed a solution in terms of the error

function and supplied second-order approximation, as well as [7].

1.5 Formulation of Classical Stefan Problem
Firstly, let us consider a simple one-dimensional freezing problem. Assume

that a semi-infinite sheet of water is located in the region x ∈ [0,∞) and kept

initially at fussion temperature. Let us, for simplicity, take the freezing tem-

perature to be 0. At time t = 0 the surface of the water is lowered to a

temperature T = Tc with Tc < 0 at which it is subsequently maintained. Let
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x= f(t) be the position of the solidification interface that separates the liquid

phase from the solid one. Assuming that heat flows by conduction only the

temperature distribution T (x,t) in the x− t plane satisfies

k
∂2T

∂2x
= cρ

∂T

∂t
, 0< x < f(t), t > 0 (1.1)

subject to

T (0, t) = Tc, t > 0 (1.2)

and

T (x,0) = 0, x > 0, f(0) = 0 (1.3)

where c denotes the specific heat, ρ density and k heat conductivity.

Since the moving boundary f(t) is unknown, two more conditions on the

moving interface are needed. One gives another boundary condition for the

temperature distribution while the second is required in order to determine

the the solution for the moving boundary itself [7]. On top of the conditions

1.2 and 1.3, the problem 1.1 further satisfies

T (f(t), t) = 0, t > 0 (1.4)

and

k
∂T

∂x

∣∣∣∣∣
x=f(t)

=Hρ
df

dt
, t > 0. (1.5)

Here H represents the latent heat of fussion. It describes the amount of heat

released or absorbed in order for a unit mass of a substance to change phase.

Condition 1.4 simply states that the freezing occurs at the freezing temperature

T = 0. The condition 1.5 is also referred as the Stefan condition and we will

explain the derivation of 1.5 in section 1.7. Let us first look at the non-

dimensional form of a classical Stefan Problem.
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k ∂
2T
∂2x = cρ∂T∂tT = Tc

T = 0

f(t) x

Ice Water

Figure 1.2: Illustration of a classical Stefan Problem at time t > 0. The red line cor-
responds to the position of the interface f(t). The arrows indicate the movement of the
interface.

1.5.1 Non-dimensional form

Let us scale all the quantities by introducing the non-dimensional variables

x̃= x

L
, ỹ = y

L
, f̃ = f

L
and τ = tk∆T

ρHL2 .

Moreover, let

θ = T −Tc
∆T ,

then the initial governing equation reduces to

∂2θ

∂x̃2 = 1
β

∂θ

∂τ
. (1.6)

Here β is a non-dimensional Stefan number given by

β = H

c∆T . (1.7)

Furthermore, the Stefan condition on the moving boundary becomes

∂θ

∂x̃

∣∣∣∣∣
x̃=f̃(τ)

= df̃

dτ
. (1.8)

In freeze-drying applications β is relatively large O(102). Therefore in the
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single vial model in chapter 5 we will use a quasi-steady state approximation

to (1.6) by using
∂2θ

∂x̃2 = 0, (1.9)

instead. We in the remaining sections of this chapter we will introduce different

generalisations to the classical Stefan problem.

1.6 Two-Phase Problem
Let us consider a sheet of ice located in the region x ∈ [0, l]. The ice sheet is

initially kept at temperature T = Ta below the freezing temperature 0. Hence

the heat flows in both the liquid and solid phases. Let T1 and T2 be the

temperature distributions in the liquid and solid phases respectively and let

x = f(t) be the position of the interface between the two phases where the

melting occurs. Then the problem 1.1 is generalised to

ki
∂2Ti
∂x2 = ciρi

∂Ti
∂t

i= 1,2 (1.10)

subject to the Stefan conditions

T1(f(t), t) = T2(f(t), t) = 0, t > 0, (1.11)

k2
∂T2
∂x

∣∣∣∣∣
x=f(t)

−k1
∂T1
∂x

∣∣∣∣∣
x=f(t)

=Hρ
df

dt
(1.12)

where ci,H,ρi,ki denote the specific heat, latent heat, density and heat con-

ductivity in the liquid and solid phases respectively. Assuming the change in

volume during melting is negligible, the density of the liquid and solid phases

is the same at x= f(t). Hence ρ= ρ1 = ρ2 [7].

1.7 Stefan Condition
We will now focus on derivation of the Stefan condition 1.12. The following

derivation is adapted from [7]. Let us consider the problem 1.10.

At a general time t > 0 the interface point between the liquid and solid
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T = Tc

∆x

Ice Water

−k1
∂T1
∂x ∆t −k2

∂T2
∂x ∆t

Figure 1.3: Illustration of the energy balance across the interface

regions is at x= f(t). In order to move the interface by ∆x, Hρ∆x amount of

heat is released. In time ∆t, −k1∆t∂T1
∂x amount of heat enters the [x,x+ ∆x]

region from the liquid phase and −k2∆t∂T2
∂x leaves the [x,x+ ∆x] region into

the solid phase. Assuming the heat flows by conduction only, a heat balance

requires that

−k1∆t∂T1
∂x

+k2∆t∂T2
∂x

=−Hρ∆x. (1.13)

Hence on the moving interface x= f(t), we get

k2
∂T2
∂x

∣∣∣∣∣
x=f(t)

−k1
∂T1
∂x

∣∣∣∣∣
x=f(t)

=−Hρdf
dt

(1.14)

1.8 Multiple Space Dimensions

In this section, we will extend the one-dimensionality of the problem formu-

lated in sections 1.5 and 1.6 into two and more spatial dimensions.

Let x be the space coordinate vector. Let us consider domain D = D1∪

D2 where Di corresponds to the two domains of different phases. Moreover,

instead of the position of the moving front being x = f(t), we shall track the

interface as a zero level-set of a function g(x, t). This formulation allows for

more flexibility in terms of interface shapes and will be crutial later on during

implementation of the numerical procedures. Then the problem 1.10 becomes

ki∇2Ti = ρici
∂Ti
∂t

, x ∈Di, t > 0, i= 1,2, (1.15)
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subject to the boundary conditions

Ti(x, t) = T bi , x ∈ ∂Di, t > 0, i= 1,2, (1.16)

initial conditions

T (x,0) = T0(x), (1.17)

g(x,0) = g0(x), (1.18)

and Stefan condition

k2
∂T2
∂n
−k1

∂T1
∂n

=−ρHvn, (1.19)

T1(x, t) = T2(x, t) = Tg, (1.20)

on the moving interface g(x, t) = 0, t > 0, where ∂T
∂n denotes the normal

derivative and vn the velocity in the normal direction.

1.9 Further Generalisations
Crank in [7] provided a wide range of further generalisations of classical Ste-

fan problems. These include the formulations with non-linear heat parame-

ters, density changes, and convection, inverse Stefan problems, problems with

multiple phase transitions, formulations with implicit boundary conditions or

concentrated heat parameters. There is a wide range of literature concerning

these generalised Stefan problems (e.g. [7, 3]) but they shall be not covered in

detail here.

1.10 Alternative Form of Stefan Condition
In the Stefan problem, as stated in the previous section, the interface is given as

a zero level contour of the function g(x, t) = 0. Such a formulation does provide

flexibility in the possible shapes of the solidification front. However, in certain

situations, we can expect the interface to stay relatively simple. Therefore, we

can restrict ourselves to interfaces that have the form y = f(x,t).

In this section, we derive an alternative form of Stefan condition that
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is valid for interfaces that can be described as graphs of a one-dimensional

function. Let us also restrict to one-phase case where the domain D2 is kept at

the fusion themperature. Hence heat only flows in the domain D1 and ∂T2
∂n = 0.

Then from 1.19, and dropping the subscript we have that on g(x,y, t) = 0,

∂T

∂n
= avn, (1.21)

where a= (ρH)/k. Let n be the outward pointing unit normal to g. Then

n = ∇g
|∇g|

, hence (1.22)

vn = v ·n = 1
|∇g|

(v ·∇g). (1.23)

From g(x,y, t) = 0 any change on g must satisfy

dg = ∂g

∂x
dx+ ∂g

∂y
dy+ ∂g

∂t
dt= 0,hence (1.24)

∂g

∂x

dx

dt
+ ∂g

∂y

dy

dt
+ ∂g

∂t
= 0. (1.25)

Then from 1.23 and 1.25 it follows that

|∇g|vn = v ·∇g =
(
dx

dt
,
dy

dt

)
·
(
∂g

∂x
,
∂g

∂y

)
=−∂g

∂t
. (1.26)

Since
∂T

∂n
=∇T ·n = 1

|∇g|
(∇T ·∇g), (1.27)

then using 1.21 and 1.26 we obtain

∇T ·∇g =−a∂g
∂t
. (1.28)

Then again putting g(x,y, t) = y−f(x,t) we obtain

∂T

∂y
− ∂T
∂x

∂f

∂x
= a

∂f

∂t
. (1.29)
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Since the derivatives with respect to x and y are related by

− ∂T
∂y

sinα = ∂T

∂x
cosα, (1.30)

where α is the angle between the tangent of the curve g(x,y, t) = 0 at a point

(x0,y0) and the horizontal direction. We have that

∂T

∂y
= a

∂f
∂t

1 + tanα∂f∂x
. (1.31)

Since at a given point (x0,y0), ∂f/∂x = tanα, the above condition can be

rewritten as
∂T

∂y
= a

∂f
∂t

1 +
(
∂f
∂x

)2 . (1.32)

We shall use 1.32 as the Stefan condition on the interface instead for certain

simpler models, as well as when looking for the small time solution in the single

vial model in chapter 5.



Chapter 2
Level Set Method

2.1 Introduction

A common method of solving moving boundary problems is referred to as the

front-fixing method. It was used in [58, 53, 26] when developing models for

primary and secondary drying stages of freeze-drying. The main idea is to

introduce a new curvilinear coordinate system which immobilises the moving

interface. It is a simple way of tackling moving boundary problems; however,

the interface needs to be of a particular form, and any topological changes

are cumbersome to implement. The initial shape of the interface is restricted

to the form y = f(x,t) and the solidification fronts have to remain graphs

of a function as they propagate. Moreover, the front fixing methods do not

allow for any topological changes to occur without significant alterations to

the numerical schemes. We aim to develop a method that would be robust

enough to allow for more general shapes of the solidification front, as well as,

being able to tackle any changes in the topology of the free boundary during

the process. This was the motivation behind developing the time-dependent

level set method first introduced by [35].

Suppose that Γ(t) corresponds to a one-parameter family of closed con-

tours corresponding to the time evolution of the interface. The idea behind

the level set methods is to capture the interface as a zero level set of some
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implicit auxiliary function φ(x, t). Hence

Γ(t) = [x|φ(x, t) = 0]. (2.1)

Then by evolving the function φ in time, we produce an Eulerian formulation

of the propagation of the interface Γ(t).

Apart from the condition stated in equation 2.1, we would like the func-

tion φ to remain relatively smooth and differentiable throughout the interface

propagation. With these two conditions, there are many choices to pick from

when defining the auxiliary function φ.

For a fixed t, let us define the distance function d(x) as

d(x) = min
xI

(|x−xI|), where xI ∈ Γ(t). (2.2)

The contour Γ separates the computational domain into two regions: the inte-

rior and exterior of Γ, denoted ΓINT and ΓEXT respectively. Then for a fixed

t, we can define φ to be the signed distance function given by

φ(x, t) =


−d(x), if x ∈ ΓINT

d(x), if x ∈ ΓEXT
(2.3)

The function φ defined by 2.3 will have the desired property that the zero level

set will correspond to the position of the contour Γ. Moreover, the sign of

φ(x, t) determines whether the point x is located in the solid or liquid region.

For a general implicit function ψ(x), the unit normal vector n is given by

n = ∇ψ
|∇ψ|

, (2.4)

and the curvature κ is defined as

κ=∇·
(
∇ψ
|∇ψ|

)
. (2.5)
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Since d(x) is a Euclidean norm, one has that |∇d|= 1. Hence in the case of a

signed distance function, the equations 2.4 and 2.5 simplify to

n =∇φ (2.6)

and

κ=∇·∇φ. (2.7)

Osher and Fedkiw in [34] point out that the property

|∇φ|= 1 (2.8)

is only true in a general sense and it is not valid for points that are equidistant

from at least two points on the interface. However, if an equation is true in

a general sense and fails only in a few particular cases, it will not cause the

overall deterioration of the numerical scheme [34].

2.2 Level Set Equation
As mention in the previous section, the progression of the interface is captured

by the evolution of the implicit function φ. In this section, we derive the

governing equation for the level set method. Proceeding along [52], let us

suppose that F is the velocity field that moves the contour in the direction

normal to itself. For a fixed time t, let us parametrise Γ(t) by x(t). Then from

the definition of F ,

ẋ ·n = F (x(t)). (2.9)

The position of the interface is given by

φ(x(t), t) = 0. (2.10)

Then by the chain rule,

φt+∇φ(x(t), t) · ẋ = 0. (2.11)
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Hence using 2.9 and

n = ∇φ
|∇φ|

,

we obtain the level set equation

φt+F |∇φ|= 0. (2.12)

Equation 2.12 is called the level set equation that governs the propagation

of the free boundary. At this point, nothing has been said about the function

F . The role of F is to advect the interface “correctly”, in the sense that its

position will be a good approximation to the physical phenomena that we

are trying to model. Hence the form and construction of F depend on the

particular problem at hand. We shall see a more detailed discussion on this in

chapter 4.

2.3 Reinitialisation

The issue with the level set equation 2.12 is that the implicit function φ fails to

be a signed distance function even after one time step. We shall see in section

4.3 that the choice of the signed distance function for φ has certain desir-

able properties as far as the numerical discretisation is concerned. Moreover,

marching the equation 2.12 forward in time can cause steepening and flatten-

ing of the local gradients of the level set function in certain regions, which

in turn can increase the numerical errors in the calculations [34]. Therefore

Chopp in [5] proposed that it is desirable to reinitialise the function φ after

certain time intervals.

A trivial way to reinitialise the level set function φ would be to find the

position of the interface and then recompute the shortest distances to the

moving front. However, this is computationally very costly. Given the level

set function φ, one only needs to solve for |∇φ| = 1 to again convert it to

a signed distance function. In [47] Rouy and Tourin proposed a numerical
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method for solving

|∇φ|= f(x) (2.13)

for a general function f . They achieved it by evolving

φt+ |∇φ|= f(x) (2.14)

until steady state.

For the level set formulation, however, the issue with the equation 2.14 lies

in the fact that the information propagates from smaller values of φ to larger

values of φ. Hence the position of the zero level set is not guaranteed to stay

stationary since it will be influenced by the negative values of φ [34]. Hence

Sussman, Smereka and Osher in [57] proposed the reinitialisation equation

φt+S(φ0)(|∇φ|−1) = 0. (2.15)

Here S(x) is a sign function defined as

S(x) =



−1, if x ∈ ΓINT

1, if x ∈ ΓEXT

0 if x ∈ Γ

(2.16)

and φ0 is the initial value of the function φ, which is not necessarily a signed

distance function but has the correct zero level set. When solving the equation

2.15 for points in ΓINT that are close to the interface, one uses the points

adjacent to the interface in ΓEXT as boundary conditions and vice versa. This

circular dependence eventually balances out and one obtains the steady state

solution [34].

From numerical simulations, it has been shown that better results were

obtained when the function S(φ0) is numerically smeared out [34]. Hence

Sussman, Smereka and Osher in [57] used the following as a numerical approx-
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imation of S(φ0)

S(φ0) = φ0√
φ2

2 + (∆x)2
. (2.17)

During the reinitialisation process, one would hope for the interface to

remain stationary. However, numerical errors might cause a certain degree

of distortion [34]. Therefore, in [50] Sethian and Semerka warn about too

frequent reinitialisation of the implicit level set function φ. Hence in practical

applications, it is advised to reinitialise either after a pre-set number of time

steps or when the function φ is far away from being a signed distance function.

2.4 Numerical Discretisation
This section is dedicated to the study of the numerical discretisation of the

level set method.

Let us focus on a general Hamilton-Jacobi Equation given by

φt+H(∇φ) = 0, (2.18)

where the function H is known as the Hamiltonian and, generally, can be a

function of both space and time. Therefore in the case of the equation (2.12)

H(∇φ) = F |∇φ| and in the case of equation (2.15) the Hamiltonian is given

by H(∇φ) = S(φ0)(|∇φ|−1).

2.4.1 Preliminaries
To illustrate the basic methods of discretising the equation (2.18), we proceed

along the lines of [52]. In our applications, the Hamiltonian is a function of

multiple space dimensions. However, we shall discretise the spatial terms in

dimension by dimension fashion. Hence it is sufficient to consider the one-

dimensional case.

Let us first consider a simple case where H(φx) = cφx, and c is a non-zero

constant. Hence the equation 2.18 reduces to the one dimensional advection

equation

φt+ cφx = 0, (2.19)
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with the initial condition

φ(x,0) = f(x). (2.20)

The initial value problem 2.19–2.20 has the exact solution

φ(x,t) = f(x− ct). (2.21)

In other words, the solution of φ at point x and time t is given by the

initial data at x− ct [52]. In a geometrical sense, one can interpret this as

the solution being constant along the lines with slope c in the x−t plane, as

shown in figure 2.1. Hence if c > 0 then the the information propagates from

left to right in the x−t plane and for c < 0 the information propagates from

right to left. In the case of spatially varying c (i.e. c = c(x)), we get a set of

curves along which the solution φ(x,t) is constant. These curves are known as

characteristics and are important in developing appropriate numerical schemes

because they produce the domain of influence and the domain of dependence

for a given point in the x−t plane [52].

In order to approximate the equation 2.19 we discretise the x−t plane in

the usual manner by introducing xi = i∆x and tn = n∆t. We can approximate

the time derivative by a forward Euler method given by

φt ≈
φn+1
i −φni

∆t , (2.22)

where φni = φ(xi, tn).

x

t
c

Figure 2.1: The solution φ(x,t) is constant along the lines with slope c
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The spatial derivative at the node (i,n) can be approximated using two

nodes in three different manners as

(φ+
x )ni ≈

φni+1−φni
∆x , (2.23)

(φ−x )ni ≈
φni −φni−1

∆x , (2.24)

(φ0
x)ni ≈

φni+1−φni−1
2∆x . (2.25)

Substituting 2.22 and 2.23–2.25 into the equation 2.19 produces the forward,

backward and centred schemes given by

φn+1
i = φni −∆tc(φ+

x )ni , (2.26)

φn+1
i = φni −∆tc(φ−x )ni , (2.27)

φn+1
i = φni −∆tc(φ0

x)ni , (2.28)

respectively.

The scheme 2.26 approximates the solution on node i,n+ 1 using the

nodes i,n and i+ 1,n. Hence it assumes that the information for the solution

propagates from right to left. Similarly the scheme 2.27 assumes that the

information propagates from left to right and scheme 2.28 assumes that the

information propagates from both sides [52].

Therefore in the light of our previous discussion on the advection equation,

it follows that one should approximate the solution of the equation 2.19 by

φn+1
i = φni −∆tc(φ+

x )ni if c < 0 (2.29)

and

φn+1
i = φni −∆tc(φ−x )ni if c > 0. (2.30)

These numerical schemes produce an approximation to the solution that is

first order accurate in both space and time. The next section is devoted to the



2.4. Numerical Discretisation 34

discussion on developing higher order upwinding methods.

2.4.2 ENO Schemes

In the upwinding methods, it is essential to approximate the spatial derivatives

using the correct set of nodes in the direction where the information is coming

from. Hence for the approximation of φx we choose either nodes to the left

(φ−x ) or to the right (φ+
x ).

The main principle of essentially non-oscillatory (ENO) approximations

for φ−x or φ+
x , is to choose a set of nodes that gives a smoothest possible poly-

nomial approximation for the derivatives of desired accuracy [34]. Proceeding

along the lines of [34], one can obtain such approximations from the divided

differences of φ. The zeroth divided difference at node i is given by the value

of the function.

D0
i φ= φi.

The first divided defences are defined at the midpoints of the grid

D1φi+1/2 =
D0
i+1φ−D0

i φ

∆x .

The second divided difference are defined as

D2
i φ=

D1φi+1/2−D1φi−1/2
2∆x

and the third divided differences as

D3
i+1/2φ=

D2
i+1φ−D2

i φ

3∆x ,

and so on.

We wish to approximate φ(x) as a polynomial of the form

φ(x) =Q0(x) +Q1(x) +Q2(x) +Q3(x). (2.31)

Here each Qi(x) is and i-th order polynomial that interpolates φ(x) across a
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selected set of nodes. Starting with a node i, we set Q0 to he value of φ at xi.

Then the derivative at the point xi is given by

φx(xi) =Q
′
1(xi) +Q

′
2(xi) +Q

′
3(xi), (2.32)

as the constant term Q0 vanishes upon differentiation. In order to find φ−i we

start at node k = i−1 and to find φ+
i with start at k = i. We define

Q1(x) = (D1
k+1/2φ)(x−xi)

so that

Q
′
1(xi) =D1

k+1/2φ.

Note that with this definition, the first-order accurate ENO1 scheme is simply

the usual upwind differencing. In order to improve the accuracy of the approx-

imation, we include the Q′2(xi) and Q′3(xi) to obtain second-order ENO2 and

third-order ENO3 approximations respectively.

For the next term we have two choices. Either we include the D2
kφ or we

include D2
k+1φ. We make our decision based on which of these gives smoother

polynomial interpolation. The main observation is that smooth data tend to

produce small numbers in the divided difference table and quickly varying data

tent to produce large numbers in the difference tables [34]. Hence if

|D2
kφ| ≤ |D2

k+1φ|,

we set c=D2
kφ and k∗ = k−1, and if

|D2
kφ| ≥ |D2

k+1φ|,

we set c=D2
k+1φ and k∗ = k. Then we can define

Q2(x) = c(x−xk)(x−xk+1),



2.4. Numerical Discretisation 36

we gives

Q
′
2(xi) = c(2(i−k)−1)∆x,

giving the second order accurate ENO2 scheme.

Again, for the next term we have two choices, either we include D3
k∗+1/2φ

or D3
k∗+3/2φ. By the same reasoning as above, if

|D3
k∗+1/2φ| ≤D

3
k∗+3/2φ,

we set c∗ =D3
k∗+1/2φ, and if

|D3
k∗+1/2φ| ≥D

3
k∗+3/2φ,

we set c∗ =D3
k∗+3/2φ. Then we define

Q3(x) = c∗(x−xk∗)(x−xk∗−1)(x−xk∗−2)

such that

Q
′
3(xi) = c∗(3(i−k∗)2−6(i−k∗) + 2)(∆x)2.

Which produces a third order accurate ENO3 scheme.

2.4.3 WENO Schemes

i − 3 i − 2 i − 1 i i + 1 i + 2

Stencil 0 Stencil 2

Stencil 1

i − 2 i − 1 i i + 1 i + 2 i + 3

Stencil 2 Stencil 0

Stencil 1

Figure 2.2: Three possibilities of choosing a
stencil for φ−x approximation (above) and φ+

x

approximation (below).

In the previous section we have de-

rived approximations to the deriva-

tives of the function φ. In

particular, the ENO3 approxima-

tion to φ−x picks one particu-

lar stencil of nodes from the set

{φi−3,φi−2,φi−1,φi,φi+1,φi+2} that

would produce the smoothest possi-

ble polynomial approximation to φ−x .

Similarly, when approximating φ+
x ENO3 chooses a stencil from the set
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{φi−2,φi−1,φi,φi+1,φi+2,φi+3}, as illustrated in figure 2.2.

However, Liu et al. in [27] claimed that picking only one particular stencil

from the set of nodes is unnecessary in the regions where the function is smooth

and well behaved. Therefore they proposed a method of weighted essentially

non-oscillatory (WENO) schemes. The idea behind WENO procedures is to

take a convex combination of the three possible ENO3 approximations that

can arise from a given set of nodes. The weights in the convex combination

are chosen such that if any of the ENO3 approximations interpolate across

a discontinuity, it will be given minimal weight. On the other hand, if the

function is smooth, all the ENO3 approximations make a significant contribu-

tion. Jiang and Shu [22] improved the method by introducing a new method

of measuring the smoothness of the polynomial. The resulting WENO scheme

is fifth-order accurate instead of the fourth-order accuracy of the method pro-

posed in [27]. To illustrate the of the WENO scheme, we will proceed along

the lines of Jiang and Peng [21], who extended the WENO method to the

Hamilton-Jacobi framework.

From the left-biased set {φi−3,φi−2,φi−1,φi,φi+1,φi+2} we can produce

three different ENO3 approximations for φ−x given by

φ−,0x,i = 1
3
φi−2−φi−3

∆x − 7
6
φi−1−φi−2

∆x + 11
6
φi−φi−1

∆x , (2.33)

φ−,1x,1 =−1
6
φi−1−φi−2

∆x + 5
6
φi−φi−1

∆x + 1
3
φi+1−φi

∆x , (2.34)

φ−,2x,i = 1
3
φi−φi−1

∆x + 5
6
φi+1−φi

∆x − 1
6
φi+2−φi+1

∆x , (2.35)

where φ−,kx,i is an ENO3 approximation based on the k-th stencil, as shown in

figure 2.2.

The WENO approximation take the convex combination of φ−,kx,i for k =

0,1,2. Hence WENO approximation to φ−x at the node i is given by

φ−x,i = ω0φ
−,0
x,i +ω1φ

−,1
x,i +ω2φ

−,2
x,i , (2.36)
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where ωk ≥ 0 for k = 0,1,2 and

ω0 +ω1 +ω2 = 1. (2.37)

One can note that if we set ω0 = 0.1, ω1 = 0.6, ω2 = 0.3, the equation

(2.36) becomes

φ−x,i = 1
30
φi−2−φi−3

∆x − 13
60
φi−1−φi−2

∆x + 47
60
φi−φi−1

∆x
+ 9

20
φi+1−φi

∆x − 1
20
φi+2−φi+1

∆x . (2.38)

The above equation (2.38) produces on optimal fifth-order approximation on

the six point stencil. Therefore, we would like to choose the weights ωk to be

as close as possible to the optimal values in the smooth regions, however, one

would prefer a digital values for ωk in non-smooth regions near discontinuities.

We will discuss the choice of ωk later.

Firstly, let us notice that if we choose

ω0 = 0.1 +O((∆x)2), (2.39)

ω1 = 0.6 +O((∆x)2), (2.40)

ω2 = 0.3 +O((∆x)2). (2.41)

The resulting scheme will still be fifth-order accurate in the smooth regions.

To demostrade this, let us rewrite the values for ωk as

ω0 = 0.1 +C0(∆x)2, (2.42)

ω1 = 0.6 +C1(∆x)2, (2.43)

ω2 = 0.3 +C2(∆x)2, (2.44)
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where Ck is O(1). Substituting (2.42-2.44) into the equation (2.36) produces

φ−x,i =
A︷ ︸︸ ︷

0.1φ−,0x,i + 0.6φ−,1x,i + 0.3φ−,2x,i

+C0(∆x)2φ−,0x,i +C1(∆x)2φ−,1x,i +C2(∆x)2φ−,2x,i︸ ︷︷ ︸
B

. (2.45)

The term given by A gives the optimal fifth order approximation. Hence we

can write A as the exact value of φ−x,i (denoted by φ−,Ex,i ) plus a fifth-order error

term. Therefore

A= φ−,Ex,i +O((∆x)5). (2.46)

Examining the terms in B, we can note that each of the ENO3 approxi-

mations in B gives the exact value φ−,Ex,i plus a O((∆x)3) term. Therefore we

have

B = C0(∆x)2φ−,Ex,i +C1(∆x)2φ−,Ex,i +C2(∆x)2φ−,Ex,i +O((∆x)5). (2.47)

Since ω0 + ω1 + ω2 = 1, it follows that C0 +C1 +C2 = 0. And hence B =

O((∆x)5). Therefore, adding O((∆x)2) term to the optimal fifth order weights

still produces fifth order approximation.

Hence, we would like to choose the weights ωk such that

1. in smooth regions we require: ω0 = 0.1+O((∆x)2), ω1 = 0.6+O((∆x)2)

and ω2 = 0.3 +O((∆x)2).

2. if the stencil contains a singularity, then the weights adaptively approach

the digital values of 1 or 0.

Since all the weights add up to unity, we can set

ω1 = 1−ω0−ω2.
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Substituting the above into (2.36), we obtain

φ−x,i = ω0φ
−,0
x,i + (1−ω0−ω2)φ−,1x,i +ω2φ

−,2
x,i . (2.48)

Hence

φ−x,i = 1
2(φ−,1x,i + φ−,2x,i ) + ω0(φ−,0x,i − φ

−,1
x,i ) +

(
ω2 −

1
2

)
(φ−,2x,i − φ

−,1
x,i ). (2.49)

Substituting the expression for φ−,kx,i into the above equation (2.49) one

obtains

φ−x,i = 1
12

(
− φi−1−φi−2

∆x + 7φi−φi−1
∆x + 7φi+1−φi

∆x − φi+2−φi+1
∆x

)

−ΦWENO(a,b,c,d), (2.50)

where

ΦWENO(a,b,c,d) = 1
3ω0(a−2b+ c) + 1

6

(
ω2−

1
2

)
(b−2c+d), (2.51)

and

a= φi−1−2φi−2 +φi−3
∆x , (2.52)

b= φi−2φi−1 +φi−2
∆x , (2.53)

c= φi+1−2φi+φi−1
∆x , (2.54)

d= φi+2−2φi+1 +φi
∆x , (2.55)

Following the work done in [21], we can define the quantities α0,α1 and

α2 as

α0 = 0.1
(ε+ IS0)2 , (2.56)

α1 = 0.6
(ε+ IS1)2 , (2.57)
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α2 = 0.3
(ε+ IS2)2 , (2.58)

where ISk are measures of the smoothness of the stencil k and they are defined

as

IS0 = 13
12(a− b)2 + 1

4(a−3b)2, (2.59)

IS1 = 13
12(b− c)2 + 1

4(b+ c)2, (2.60)

IS2 = 13
12(c−d)2 + 1

4(3c−d)2. (2.61)

The ε term is included in the expressions to prevent from division by zero. In

practical applications, ε = 10−6. The numerical tests done by Jiang and Shu

in [22] suggest that the numerical results are not sensitive to the choice of ε,

if it lies in the range from 10−5 to 10−7.

One can then set the weight values equal to

ω0 = α0
α0 +α1 +α2

, (2.62)

ω1 = α1
α0 +α1 +α2

, (2.63)

ω2 = α2
α0 +α1 +α2

. (2.64)

It is clear that with this definitions the condition

2∑
k=0

ωk = 1 (2.65)

is satisfied. Moreover, in smooth regions the smoothness measures ISk are

small in comparison to ε. Hence we have

α0 ≈ 0.1ε−2, (2.66)

α1 ≈ 0.6ε−2, (2.67)

α2 ≈ 0.3ε−2, (2.68)
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and the method recovers the optimal weights. We can note that if the measures

of smoothness are not small enough to be dominated by ε, we still recover the

optimal values for ωk as long as ISk are approximately equal to each other, as

we would expect in the regions with small variation [34].

On the other hand, a large variation in the data on a particular stencil

leads to a large value of the smoothness measure. Hence the corresponding

value of α is small, and the stencil will be given minimal weight. An issue might

arise in the WENO method when all ISk are large. In this case, none of the

stencils are particularly useful [34]. However, ENO methods suffer from this

particular issue, as well. Fortunately, in practice, these instances are usually

local in space and time, and the methods can recover after the situation passes

[34].

Following the same line of reasoning as with the left bias approximation

φ−x,i one can show the right bias approximation is given by

φ+
x,i = 1

12

(
− φi−1−φi−2

∆x + 7φi−φi−1
∆x + 7φi+1−φi

∆x − φi+2−φi+1
∆x

)

−ΦWENO(a,b,c,d), (2.69)

with

a= φi+3−2φi+2 +φi+1
∆x , (2.70)

b= φi+2−2φi+1 +φi
∆x , (2.71)

c= φi+1−2φi+φi−1
∆x , (2.72)

d= φi−2φi−1 +φi−2
∆x . (2.73)

2.4.4 TVD Runge-Kutta

Our discussion so far has been mainly focused on the numerical treatment of

the spatial terms. We have developed an ENO and WENO numerical proce-

dure that allows us to discretise the spatial terms up to fifth-order accuracy.
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However, the temporal forward Euler approximation is given in (2.22) is only

first-order accurate. From practice, we know that the level set methods are sen-

sitive to spatial truncation errors, and hence the higher-order ENO or WENO

schemes are desirable [34]. On the other hand, the temporal errors tend not

to produce a significant deterioration of the numerics.

However, there are certain instances when higher temporal accuracy is

desired. This section is devoted to the higher-order time discretisations of the

level set equations. To achieve this, we shall use the method of lines approach.

The method of lines approach assumes that the temporal discretisation of the

PDE can be treated separately from the spatial one in a semi-discrete manner.

Following the notation from the section 2.4.1, we define the total variation

as

TV (φ) =
∑
i

|φi+1−φi|. (2.74)

Then the method is said to be total variation diminishing (TVD) if

TV (φn+1)≤ TV (φn). (2.75)

We say that the method is total variation bounded (TVB) in 0≤ t≤ T if

TV (φn)≤B. (2.76)

For some fixed B, where B depends on TV (φ0).

The advantage of TVD/TVB schemes is that they prevent from the cre-

ation of spurious oscillations as a result of high order temporal accuracy. In

[54] Shu and Osher proposed TVD schemes based Runge-Kutta (TVD-RK)

discretisation. The simple first-order TVD-RK method is the forward Euler

scheme described in section 2.4.1. The higher-order RK method is obtained by

taking the convex combinations of Forward Euler steps [34]. Then if the basic

forward Euler step coupled with the space discretisation is TVD, the resulting

higher-order RK method is also TVD.
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An issue arises from the fact that ENO or WENO methods in conjunction

with the forward Euler time discretisation are not TVD. However, the numer-

ical evidence suggests such methods are TVB; therefore, the final higher-order

method is still TVB [34].

We shall present here a third-order TVD-RK scheme for the level set

equation (2.12). The details of the derivation as well as further analysis of the

method can be found in [54].

Given a time tn = n∆t, the method starts by taking one Euler step

φn+1−φn

∆t +Fn|∇φn|= 0. (2.77)

this is then follow by a second Euler step

φn+2−φn+1

∆t +Fn+1|∇φn+1|= 0. (2.78)

Then one takes the averaging step

φn+1/2 = 3
4φ

n+ 1
4φ

n+2, (2.79)

which produces an approximation to φ at the half time interval tn+1/2. Another

Euler step is then taken to give an approximation at tn+3/2. Namely

φn+3/2−φn+1/2

∆t +Fn+1/2|∇φn+1/2|= 0. (2.80)

Finally, a second averaging step is taken the get the solution at time tn,

φn+1 = 1
3φ

n+ 2
3φ

n+3/2. (2.81)

In our computations, we shall use the ENO2 method coupled with the

third-order TVD-RK for solving the level set equation (2.12) and fifth-order

WENO method coupled with the third-order TVD-RK for solving the reini-

tialisation equation (2.15).
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2.5 Other Level Set Schemes
Osher and Sethian first introduced the level set method in [35]. Since then,

various extensions and adaptations of the classical method have been devel-

oped. This section provides an overview of different approaches to various

stages of the scheme, along with some recent developments.

2.5.1 Narrow Banding

Figure 2.3: The red lines indicate the nar-
row band around the zero level set (black),
point inside (blue) are tagged as “alive”

In the level set method described so

far in this chapter, we have solved

the level set equation for φ on the

whole computational domain. This

approach is called the full matrix ap-

proach [52]. However, in practice, we

are interested in the zero level set of

the function and not the behaviour of

φ far away from it. Therefore, the full

matrix might be considered wasteful.

The idea behind the narrow band

methods is to perform calculation

only in the neighbourhood of the zero level set. Chopp first introduced the

method in [5]. The basic outline of the algorithm is described below.

• points inside the narrow band (of user prescribed width) are tagged as

“alive”

• “land mines” are constructed to indicate the edge of the narrow band

• points outside the narrow band with large positive (negative) value are

initialised as “far away”

• the level set equation is solved until landmine is hit

• the narrow band is rebuilt
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• repeat the loop

More details on the typical band size, accuracy and speed can be found in

[52, 34, 35]

2.5.2 Stationary Level Set Formulation

Suppose that our speed function F in the level set equation (2.12) is restricted

such that F > 0 or F < 0. In this case, the interface crosses each point in the

computational domain only once. One can then define the first crossing time

for a given point x, as the time that the interface first crosses the point x. In

other words, it is the time when φ(x, t) changes its sign. Let us denote T (x)

as the first crossing time for x. Then from the definition of T (x) we have

Γ(t) = {x|T (x) = t}. (2.82)

This newly defined level set function T (x) gives rise to the stationary level set

formulation since the explicit dependence on t has been eliminated. Osher in

[33] showed that T (x) satisfies

|∇T |F = 1. (2.83)

The stationary formulation of the level set method plays a crucial role in the

fast marching schemes discussed in the next section.

2.5.3 Fast Marching Level Set

The fast marching method is based on the stationary level set formulation.

Hence can only be used if the speed function always positive or negative. Then

the propagation of the level set function is given by the equation (2.83). Defin-

ing the forward and backward difference operators in the x and y directions

as

D+,x
i,j T = Ti+1,j−Ti,j

∆x , (2.84)

D−,xi,j T = Ti,j−Ti−1,j
∆x , (2.85)
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D+,y
i,j T = Ti,j+1−Ti,j

∆y , (2.86)

D−,yi,j T = Ti,j−Ti,j−1
∆y , (2.87)

respectively, one can obtain the approximation to the equation (2.83) given by

max(D−,xi,j T,0)2 + min(D+,x
i,j T,0)2+

max(D−,yi,j T,0)2 + min(D+,y
i,j T,0)2 = F−2

i,j . (2.88)

The method is based on the observation that the information propagates in

one direction only. For F > 0 the propagation is from smaller values of T to

larger values (opposite is true when F < 0). For now, let us assume that the

speed function is always positive. Hence we can build the solution outwards

from the smallest value of T . The algorithm for the fast marching method is

as follows:

• Initialise

– all the points for which T = 0 are put in the set “known”

– all the neighbouring point to those in “known” are placed in the set

“trial” and T is set to T = ∆y/Fi,j

– the rest of the point are placed in the set “far” and we set T = inf

for these points

• Marching

– Begin loop. Find the point in “trail” with the smallest value of T

and move it to “known”

– put all the neighbouring points to the smallest value point that are

in “far” to the set “trial” and remove them from “far”

– recompute the values of the points in “trial” according to the equa-

tion (2.83)

– repeat the loop
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Details on the method and additional analysis can be found in [34] and [52].

Figure 2.4: Illustration of the fast marching algorithm. A point in ‘trial’ (pink) with the
smallest value is moved to ‘known’, and all its neighbours moved to ‘trial’. Then the values
of the ‘known’ points are updated and process repeats

2.6 Summary
The Level Set method provides a framework for capturing complex interface

shapes without the need for parametrisation of these objects. An auxiliary

function φ is used to describe the position of the moving boundary as its

zero level set. Such formulation makes it easy to track interfaces that change

topology and can describe a wide array of possible geometries. Usually, the

auxiliary function φ is taken to be the signed distance function.

The movement of the interface is captured by appropriately advecting the

level set function using the level set equation (2.12) with a suitably defined

speed function F . Since even after one time step, φ ceased to be the signed

distance function, it needs to be frequently reinitialised. This is achieved by

iterating the equation (2.15) till steady state.

During the numerical approximation process of the equations (2.12) and

(2.15) one needs to use the correct upwind schemes for the solutions to be

stable.

There are many extensions to the standard level set method such as the

narrow band method and the stationary level set formulation.



Chapter 3
Compact Finite Differencing

Figure 3.1: The in-
terface (blue) cutting the
computational grid creating
non-uniform stencils cen-
tred around the red points

So far we have discussed the derivation and discreti-

sation of the level set equation. The method for solv-

ing the temperature equations has not yet been suf-

ficiently addressed. By the assumption of a quasi-

steady state, the problem reduces to solving Laplace

equations in both the solid and liquid regions. In the

light of the level set formulation, the interface is al-

lowed to move fluidly across the grid. Therefore, one

needs to take into account grid points adjacent to the

interface where the computational stencil might be non-uniform, as illustrated

in figure 3.1. We shall use the method of boundary interpolation to address

this issue.

3.1 Boundary Interpolation Method

(i, j)
(i−1, j) (i+ 1, j)

(i, j+ 1)

(i, j−1)

∆x− ∆x+

∆y+

∆y−

Figure 3.2: Non-uniform stencil

Suppose that we would like to

approximate the Laplace operator

on a non-uniform five-point sten-

cil and that the distances from

the centre point to its neighbours

are known. Let us denote by
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∆x−,∆x+,∆y−,∆y+ the distances from the central node (i, j) to its left, right,

bottom and top neighbouring nodes respectively (as shown in the figure 3.2).

We would like to find an approximation to the derivative of the function

based on the three grid points in both x and y directions. Hence we can write

∂T

∂x
≈ aTi−1,j + bTi,j + cTi+1,j , (3.1)

∂T

∂y
≈ cTi,j−1 +dTi,j + eTi,j+1. (3.2)

Focusing on the x derivative first, one obtains from the Taylor series expansion

Ti−1,j = Ti,j−∆x−
∂T

∂x
+ (∆x−)2

2
∂2T

∂x2 −
(∆x−)3

6
∂3T

∂x3 +O((∆x−)4), (3.3)

Ti+1,j = Ti,j + ∆x+
∂T

∂x
+ (∆x+)2

2
∂2T

∂x2 + (∆x+)3

6
∂3T

∂x3 +O((∆x+)4). (3.4)

Substituting (3.3-3.4) into equation (3.1) we find

∂T

∂x
= (a+ b+ c)Ti,j + (−a∆x−+ c∆x+)∂T

∂x

+ (a(∆x−)2

2 + c
(∆x+)2

2 )∂
2T

∂x2 + (−a(∆x−)3

6 + c
(∆x+)3

6 )∂
3T

∂x3

+O((∆x−)4,(∆x+)4). (3.5)

One should note that it is not possible to eliminate the second and third

derivative from the expression (3.5) at the same time. Therefore we require

a+ b+ c= 0, (3.6)

−a∆x−+ c∆x+ = 1, (3.7)

a
(∆x−)2

2 + c
(∆x+)2

2 = 0. (3.8)

The solution to the system above is

a=− ∆x+
∆x−(∆x+ + ∆x−) , (3.9)
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c= ∆x−
∆x+(∆x+ + ∆x−) , (3.10)

b=−a− c, (3.11)

and hence

∂T

∂x

∣∣∣∣∣
i,j

=− ∆x+
∆x−(∆x+ + ∆x−)Ti−1,j

+
(

∆x+
∆x−(∆x+ + ∆x−) −

∆x−
∆x+(∆x+ + ∆x−)

)
Ti,j

+ ∆x−
∆x+(∆x+ + ∆x−)Ti+1,j +O(∆x−,∆x+). (3.12)

Then from symmetry, the y derivative is approximated by

∂T

∂y

∣∣∣∣∣
i,j

=− ∆y+
∆y−(∆y+ + ∆y−)Ti,j−1

+
(

∆y+
∆y−(∆y+ + ∆y−) −

∆y−
∆y+(∆y+ + ∆y−)

)
Ti,j

+ ∆y−
∆y+(∆y+ + ∆y−)Ti,j+1 +O(∆y−,∆y+). (3.13)

Similarly to the discussion above, we can define the approximations to the

second derivatives as

∂2T

∂x2 ≈ aTi−1,j + bTi,j + cTi+1,j , (3.14)

∂2T

∂y2 ≈ cTi,j−1 +dTi,j + eTi,j+1. (3.15)

Following the same Taylor series analysis as for the one for the first derivative

we obtain

∂2T

∂x2 = (a+ b+ c)Ti,j + (−a∆x−+ c∆x+)∂T
∂x

+ (a(∆x−)2

2 + c
(∆x+)2

2 )∂
2T

∂x2 + (−a(∆x−)3

6 + c
(∆x+)3

6 )∂
3T

∂x3

+O((∆x−)4,(∆x+)4). (3.16)
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Similarly one can note that it is not possible to eliminate the first and third

derivative from the expression at the same time. Therefore we require

a+ b+ c= 0, (3.17)

−a∆x−+ c∆x+ = 0, (3.18)

a
(∆x−)2

2 + c
(∆x+)2

2 = 1. (3.19)

By solving the system we obtain

a= 2
∆x−(∆x−+ ∆x+) , (3.20)

c= 2
∆x+(∆x−+ ∆x+) , (3.21)

b=−a− c. (3.22)

Hence the approximations to the second derivatives with respect to x and y

are given as

∂2T

∂x2

∣∣∣∣∣
i,j

= 2
∆x−(∆x−+ ∆x+)Ti−1,j +

(
− 2

∆x−∆x+

)
Ti,j

+ 2
∆x+(∆x−+ ∆x+)Ti+1,j + ∆x+−∆x−

3
∂3T

∂x3

+O((∆x−)2,(∆x+)2), (3.23)

and

∂2T

∂y2

∣∣∣∣∣
i,j

= 2
∆y−(∆y−+ ∆y+)Ti,j−1 +

(
− 2

∆y−∆y+

)
Ti,j

+ 2
∆y+(∆y−+ ∆y+)Ti,j+1 + ∆y+−∆y−

3
∂3T

∂y3

+O((∆y−)2,(∆y+)2), (3.24)

respectively. Therefore on the non-uniform grid the Laplacian operator can be
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written as

∇2T = 2Ti,j+1
∆y+(∆y+ + ∆y−) + 2Ti+1,j

∆x+(∆x+ + ∆x−)−(
2

∆x+∆x−
+ 2

∆y+∆y−

)
Ti,j+

2Ti,j−1
∆y−(∆y+ + ∆y−) + 2Ti−1,j

∆x−(∆x+ + ∆x−) + ei,j , (3.25)

where ei,j is the local truncation error of the approximation given by

ei,j = ∆x+−∆x−
3

∂3T

∂x3

∣∣∣∣∣
i,j

+ ∆y+−∆y−
3

∂3T

∂y3

∣∣∣∣∣
i,j

+O(h2,k2), (3.26)

Figure 3.3: Adaptive grid based on the cur-
vature of the interface

and h = max(x+,x−) and k =

max(y+,y−). Hence on the nodes ad-

jacent to the interface, the approx-

imation to the temperature values

is only first-order accurate. This is

highly undesirable since these values

are crucial in determining the cor-

rect movement of the solidification

front. The low accuracy in these re-

gions may give rise to numerical errors that can undermine the overall scheme

during the time marching process.

The accuracy of the approximation can be improved by extending the

computational stencil. Such large stencils are challenging to implement around

the edges of the computational domain where little data is available for the

computations. Moreover, an issue arises in the regions where the interface

exhibits a high curvature. In order to effectively capture the behaviour of the

front, one needs to decrease the spacing of the computational grid. As most

of the computational grid is, in fact, uniform, to increase efficiency, one might

consider the use of an adaptive grid. However, this method requires relatively

frequent regenerations of the grid based on the shape of the interface. Secondly,
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an adaptive grid produces ’T-shaped’ nodes that require special treatment

during the computation.

Another way of achieving higher order differencing but without the ex-

tension of the computational stencils is the compact finite difference method.

We pursue this possibility here.

3.2 Compact Finite Difference Approxima-

tions

The motivation behind the compact schemes is to develop a high order ap-

proximation to the governing equation without extending the computational

stencil. It is achieved by storing the values of the derivatives of the function

on the computational nodes as well as the functional values. This section pro-

vides a discussion on developing the compact approximations to the Laplace

equation on non-uniform grids. From the previous section we know that the

local truncation error of our method is given by

ei,j = ∆x+−∆x−
3

∂3T

∂x3

∣∣∣∣∣
i,j

+ ∆y+−∆y−
3

∂3T

∂y3

∣∣∣∣∣
i,j

+O(h2,k2). (3.27)

One can note that on a uniform grid (when ∆x− = ∆x+ and ∆y− = ∆y+), the

first two terms in (3.27) vanish and second order accuracy is restored.

Let us define Dx
i,j and D

y
i,j as the central difference approximations to the

first derivatives with respect to x and y, respectively. Then using the results

from the previous section, we can write

Dx
i,j =− ∆x+

∆x−(∆x+ + ∆x−)Ti−1,j

+
(

∆x+
∆x−(∆x+ + ∆x−) −

∆x−
∆x+(∆x+ + ∆x−)

)
Ti,j

+ ∆x−
∆x+(∆x+ + ∆x−)Ti+1,j , (3.28)
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Dy
i,j =− ∆y+

∆y−(∆y+ + ∆y−)Ti,j−1

+
(

∆y+
∆y−(∆y+ + ∆y−) −

∆y−
∆y+(∆y+ + ∆y−)

)
Ti,j

+ ∆y−
∆y+(∆y+ + ∆y−)Ti,j+1. (3.29)

To reduce the error of the approximation given in (3.25), we can define the

approximations to the third derivatives as

∂3T

∂x3

∣∣∣∣∣
i,j

≈ 2
∆x−(∆x−+ ∆x+)D

x
i−1,j +

(
− 2

∆x−∆x+

)
Dx
i,j

+ 2
∆x+(∆x−+ ∆x+)D

x
i+1,j , (3.30)

∂3T

∂y3

∣∣∣∣∣
i,j

≈ 2
∆y−(∆y−+ ∆y+)D

y
i,j−1 +

(
− 2

∆y−∆y+

)
Dy
i,j

+ 2
∆y+(∆y−+ ∆y+)D

y
i,j+1. (3.31)

Substituting (3.30-3.31) into the equation (3.25) we can obtain the compact

approximation to the Laplace operator as

∇2T

∣∣∣∣∣
i,j

≈ Axi,j

(
Ti−1,j + ∆x+−∆x−

3 Dx
i−1,j

)

+Ayi,j

(
Ti,j−1 + ∆y+−∆y−

3 Dy
i,j−1

)

+Bx
i,j

(
Ti+1,j + ∆x+−∆x−

3 Dx
i+1,j

)

+By
i,j

(
Ti,j+1 + ∆y+−∆y−

3 Dy
i,j+1

)

+Cxi,jD
x
i,j +Cyi,jD

y
i,j−Ei,jTi,j . (3.32)

Here

Axi,j = 2
∆x−(∆x+ + ∆x−) , (3.33)
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Bx
i,j = 2

∆x+(∆x+ + ∆x−) , (3.34)

Cxi,j = 2(∆x+ + ∆x−)
∆x−∆x+

, (3.35)

Ayi,j = 2
∆y−(∆y+ + ∆y−) , (3.36)

By
i,j = 2

∆y+(∆y+ + ∆y−) , (3.37)

Cyi,j = 2(∆y+ + ∆y−)
∆y−∆y+

, (3.38)

Ei,j =
(

2
∆x+∆x−

+ 2
∆y+∆y−

)
. (3.39)

Therefore, given the initial data, we can solve the Laplace equation iteratively

by applying

T l+1
i,j =

((
T li−1,j + ∆x+−∆x−

3 Dx,l
i−1,j

)

+Ayi,j

(
T li,j−1 + ∆y+−∆y−

3 Dy,l
i,j−1

)

+Bx
i,j

(
T li+1,j + ∆x+−∆x−

3 Dx,l
i+1,j

)

+By
i,j

(
T li,j+1 + ∆y+−∆y−

3 Dy,l
i,j+1

)

+Cxi,jD
x,l
i,j +Cyi,jD

y,l
i,j

)
/Ei,j , (3.40)

where T li,j is the approximation to the temperature value at the node (i, j) in

the l-th iteration. Substituting the expressions for the difference operators in

the above equation recovers the second-order non-compact approximation of

the Laplace equation based on the nine point stencil. Therefore, by using the

derivative values on the nodes, as well as, of the temperature values, we have

created a second-order accurate method using a smaller five-point stencil.
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3.3 Boundary Conditions

Up to this stage, we have discussed the method for solving the temperature

equation in the computational domain. However, the solution is clearly depen-

dent on the boundary conditions imposed at the edges of the computational

domain. We would like to develop a procedure for treating different types

of boundary condition in the compact framework. In particular, we discuss

Dirichlet, Neumann and Robin types of boundary conditions. In the discus-

sion that follows, we will only consider conditions imposed on the left and right

boundaries of the domain, i.e. x= 0 and x= L, ignoring the y dependence.

3.3.1 Dirichlet Boundary Conditions

Given a problem with Dirichlet boundary conditions a difficulty arises in com-

puting the difference operators at the nodes i= 0 and i=m, where m=L/∆x.

We can no longer use central difference since not enough computational nodes

are available. Instead we can consider the following. Suppose we approximate

the temperature as

T (x)≈ a+ bx+ cx2, (3.41)

for some constants a,b and c. Then at x= 0,

∂T

∂x
≈ b. (3.42)

Also we have that

T0 = a, (3.43)

T1 = a+ b∆x1 + c(∆x1)2, (3.44)

and

T2 = a+ b(∆x1 + ∆x2) + c(∆x1 + ∆x2)2, (3.45)
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where ∆x1 and ∆x2 are the distances from nodes i = 0 to i = 1 and i = 1 to

i= 2, respectively. Hence solving this system for a,b,c produces

c= T1−T0− b∆x1
(∆x1)2 , (3.46)

b= ∆x1
h∆x1−h2

(
T2−

h2

(∆x1)2T1 +
(

h2

(∆x1)2 −1
)
T0

)
, (3.47)

where h = ∆x1 + ∆x2. By symmetry of the problem a similar expression can

be obtained for the approximation of the y-derivative. Let k = (∆y1 + ∆y2)

then we can set

Dx
0,j = ∆x1

h∆x1−h2

(
T2,j−

h2

(∆x1)2T1,j +
(

h2

(∆x1)2 −1
)
T0,j

)
, (3.48)

Dy
i,0 = ∆y1

h∆y1−k2

(
Ti,2−

k2

(∆y1)2Ti,1 +
(

k2

(∆y1)2 −1
)
Ti,0

)
. (3.49)

In a similar fashion we can derive that

Dx
m,j = ∆x1

h∆x1−h2

(
−T2,j + h2

(∆x1)2T1,j−
(

h2

(∆x1)2 −1
)
T0,j

)
, (3.50)

Dy
i,n = ∆y1

h∆y1−k2

(
−Ti,2 + k2

(∆y1)2Ti,1−
(

k2

(∆y1)2 −1
)
Ti,0

)
, (3.51)

where n=H/∆y.

3.3.2 Neumann Boundary Conditions

If instead the value of the derivative is prescribed at the boundary ∂T
∂x

∣∣∣∣∣
x=0

=

f(y) and ∂T
∂x

∣∣∣∣∣
x=L

= g(y), we can set

Dx
0,j = fj , (3.52)

Dx
m,j = gj . (3.53)
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Moreover, using the standard procedure of introducing of ghost nodes (−1, j)

and (m+ 1, j), from the central difference approximations we can write

T1,j−T−1,j
2∆x = fj , (3.54)

and
Tm+1,j−Tm−1,j

2∆x = gj . (3.55)

Giving

T−1,j = T1,j−2∆xfj , (3.56)

and

Tm+1,j = Tm−1,j + 2∆xgj . (3.57)

Introducing the ghost nodes requires approximations to Dx
−1,j and Dx

m+1,j .

These can be achieved by using the one sided stencils as stated in (3.48) and

(3.50). Hence substituting the values for the ghost nodes given in (3.56) and

(3.57) we obtain

Dx
−1,j = ∆x1

h∆x1−h2

(
h2

(∆x1)2 (T1,j−T0,j) + 2∆x1fj

(
h2

(∆x1)2 −1
))

, (3.58)

Dx
m+1,j =− ∆x1

h∆x1−h2

(
h2

(∆x1)2 (Tm−1,j−Tm,j)

+ 2∆x1gj

(
h2

(∆x1)2 −1
))

. (3.59)

3.3.3 Robin Boundary Conditions

For our purposes Robin boundary conditions are the most appropriate given

the modelling at hand. As far as free-drying procedures are concerned, the

conditions on the boundary are best defined in terms of heat fluxes that are

themselves dependent on the temperature values themselves. Let us suppose
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that we are faced with the following conditions on x= 0 and x= L

∂T

∂x
−k(T a−T ) = 0, (3.60)

where k and T a are constants. Following the discussion on Neumann type

boundary conditions we can set

Dx
0,j = k(T a−T0,j), (3.61)

Dx
m,j = k(T a−Tm,j), (3.62)

and

T−1,j = T1,j−2∆xk(T a−T0,j), (3.63)

Tm+1,j = Tm−1,j + 2∆xk(T a−Tm,j). (3.64)

Once again substituting these expression into the one sided equations for Dx
i,j

and Dx
i,j , we obtain

Dx
−1,j = ∆x1

h∆x1−h2

(
h2

(∆x1)2T1,j

− h2

(∆x1)2

(
1 + 2∆x1k

(
h2

(∆x1)2 −1
))

T0,j

)
, (3.65)

Dx
m+1,j =− ∆x1

h∆x1−h2

(
h2

(∆x1)2Tm−1,j

− h2

(∆x1)2

(
1 + 2∆x1k

(
h2

(∆x1)2 −1
))

Tm,j

)
. (3.66)

3.4 Summary
We have seen that the motion of the front across the computational grid creates

nodes with non-uniform stencils. As a result, the standard five-point stencil is

only first-order accurate. Therefore, it is necessary to improve the accuracy of

the method. Compact differencing provides a scheme of high order accuracy
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whilst not extending the computational stencil. The advantage lies in the fact

that the computational grid can stay fixed during the time marching process.

Hence there is no need to adaptively regenerate the grid even in regions where

the interface exhibits high curvature. However, it is necessary to compute

and store the values of the function’s derivatives, as well as, of the functional

values. This increases the computational cost, but, such effects are offset by

achieving higher accuracy using a smaller computational stencil.



Chapter 4
Level Set Method and Solidification

4.1 Introduction
In chapter 2 we have introduced the level set method for solving moving bound-

ary problems. The main advantage of this approach is that it handles interfaces

undergoing topological changes very well. Unlike in the front fixing schemes,

the solidification front can separate, join or fold over itself without requiring

any special adjustments to the code. Therefore, this method enables us to

model more complicated solidification scenarios.

Chapter 2 provided a discussion on deriving and solving equations associ-

ated with the level set method. The only issue that has not yet been addressed

is the method of finding and computing the velocity field F that governs the

advection of the interface. The problem of defining the velocity field F is heav-

ily dependent on the particular setting we are modelling. However, frequently

the speed of the motion of the interface has a meaningful definition only on the

interface itself. Therefore, one needs techniques for extending the definition

of F to the rest of the computational domain [52]. Over the years, multiple

methods have been developed to tackle the problem.

Mallandi, Sethian and Vermuri in [28] used the level set framework to

recover the shapes of objects from various visual 2D and 3D data. In order to

extend the velocity field to every point in the narrow band, they assigned the

value of F at a given point equal to the value of F at the closest point on the
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interface. With this construction, the level sets will remain a constant distance

from each other [28]. Moreover, this method can be done quite efficiently by

tracing back along the gradients of φ [52].

Another approach is to evaluate the speed function of the interface using

an expression that has meaning only on the front itself. Such a method was

used in [51] when solving the problem of dendritic solidification. The authors

transformed the condition on the moving front to the form of a boundary

integral which was then evaluated both on and off the interface.

Alternatively, one could assign artificial values of the speed function of the

interface by continuously extending them in the proper upwind direction using

the advection equation. Such a method was used in [4] and will be applied to

our scenario as well.

4.2 Solidification
In chapter 1.4 we have formalised mathematically the dynamics of a solidifica-

tion/melting problem. This section is focused on stating the Stefan problem

in terms of the level set framework. We shall base our formulation on the work

done by Chen et al. in [4].

From the discussion in chapter 1.4, the multidimensional Stefan problem

is given by
∂Ti
∂t

=∇2Ti x ∈Di, (4.1)

vn =−
[
∂T

∂n

]
x ∈ Γ(t), (4.2)

where vn denotes the normal velocity of the interface, and
[
∂T
∂n

]
is the jump in

the normal derivatives across the interface given by

[
∂T

∂n

]
= k2

∂T2
∂n
−k1

∂T1
∂n

. (4.3)

The equation (4.2) can then be rewritten in the form

vn =− [∇T ] ·n, (4.4)
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where [∇T ] represents the jump in the temperature gradient from liquid to

solid regions. Then by using the level set function φ, one obtains

vn =− [∇T ] · ∇φ
|∇φ|

. (4.5)

Since the velocity field F must agree with vn on the interface, we have that

φt+vn|∇φ|= 0, x ∈ Γ(t). (4.6)

Hence combining equations (4.5) and (4.6) gives

φt− [∇T ] ·∇φ= 0, x ∈ Γ(t). (4.7)

Therefore the task is now to extend the definition of [∇T ] off the solidification

interface. We shall proceed along the lines of [4]. Let us define the quantities

u1 =
[
∂T

∂x

]
, (4.8)

u2 =
[
∂T

∂y

]
. (4.9)

Then we can continuously extend the values for the jumps in derivatives of T

using the following advection equations

u1
t +S(φφx)u1

x = 0, (4.10)

u2
t +S(φφy)u2

y = 0. (4.11)

Here S(x) denotes again the sign function. The equations (4.10) and (4.11)

extend continuously u1 and u2 by advecting them in the correct upwind di-

rection. Moreover, these advection equations will not distort the values of the

derivative jumps on the interface, since φ(x, t) = 0 on the solidification front

therefore S(φφx) and S(φφy) will be zero, as well. Moreover, for the points

on the opposite side of the solidification front we would like the characteristics
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of the advection equations to point in the opposite directions. This is again

ensured by the S(φφx) and S(φφy) terms.

4.3 Numerical Discretisation
In this section, we shall derive the numerical approximations to the equations

described in section 4.2. The first task is to compute the jumps in the heat

fluxes across the interface. Proceeding along the lines of [4], we can define the

values of u1 and u2 on the nodes adjacent to the interface as

u1
i,j =−Si,j(φx)(Ti+2,j−Ti+1,j)− (Ti−1,j−Ti−2,j)

∆x , (4.12)

u2
i,j =−Si,j(φy)

(Ti,j+2−Ti,j+1)− (Ti,j−1−Ti,j−2)
∆y . (4.13)

The sign functions in the above expressions ensure that the jumps are con-

sistently computed from solid to liquid regions and we shall use the standard

second order central approximations to the spatial derivatives of φ. The task

of finding these adjacent nodes is straightforward, since we simply check for

the nodes where the level set function φ changes sign.

As mentioned previously, we would like to continuously extend the jumps

to the whole computational domain. This is achieved by solving the advection

equations (4.10 - 4.11). We shall use the first-order upwind method to solve

them. The choice of the time step ∆tu is relatively arbitrary and the only

requirement is that the time step has to satisfy the CFL condition

∆tu
h
≤ 1,

where h= min(∆x,∆y). Thus we can write

u1,n+1
i,j = u1,n

i,j −
∆tu
∆x (u1,n

i,j −u
1,n
i−1,j), if S(φφx)> 0 (4.14)

and

u1,n+1
i,j = u1,n

i,j + ∆tu
∆x (u1,n

i+1,j−u
1,n
i,j ), if S(φφx)< 0. (4.15)
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Setting the CFL condition to 0.5, the above gives

u1,n+1
i,j = u1,n

i,j −0.5(u1,n
i,j −u

1,n
i−1,j), if S(φφx)> 0, (4.16)

and

u1,n+1
i,j = u1,n

i,j + 0.5(u1,n
i+1,j−u

1,n
i,j ), if S(φφx)< 0. (4.17)

Having extended the jumps in heat fluxes, we need to construct the velocity

field F that will control the movement of the interface. Since at the interface

F should correspond to vn, we set

Fi,j = u1
i,j

(
φx
|∇φ|

)
i,j

+u2
i,j

(
φy
|∇φ|

)
i,j

. (4.18)

Then

Fi,j |∇φ|= u1
i,j(φx)i,j +u2

i,j(φy)i,j . (4.19)

The spatial derivatives are approximated using the second order ENO2 scheme.

Therefore substituting the above into the level set equation (2.12) we obtain

φt =−(u1
i,j(φx)i,j +u2

i,j(φy)i,j). (4.20)

Hence there is no need to explicitly compute Fi,j or |∇φ| in this setting. How-

ever, in the framework of crystal growth or dendritic solidification one need to

take into account the curvature of the interface and hence the computation of

|∇φ| is required. The temporal derivative in (4.20) is approximated using the

third order TVD Runge-Kutta method described in section 2.4.4.

Finally, it remains to show how to compute the distances ∆x+,∆x−,∆y+,∆y−
of a computational node to the interface, as used in chapter 3. For illustration,

we shall focus on finding ∆x+,∆x− as the distances in the y direction can

be computed similarly. The key to finding these lies in the fact that level-set

function φ is a signed distance function. Therefore, if we approximate the

interface near a node as a straight line, the values of |φ| correspond to the
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lengths of one of the legs of two similar right-angled trianges, as illustrated in

figure 4.1. Then using ∆x+ + ∆x− = ∆x, one obtains

∆x+ = ∆x|φi,j |
|φi,j |+ |φi+1,j |

,

and

∆x− = ∆x|φi+1,j |
|φi+1,j |+ |φi,j |

.

It is important to stress that such coputation work precisely because φ is

chosen to store the distances of any computational node to the interface, and

this procedure would not work if defferent choice for φ would be selected such

as the temperature field.

i, j

i+ 1, j∆x− ∆x+

|φi,j |

|φi+1,j |

Figure 4.1: Computation of ∆x+ and ∆x−. The blue line corrensponds to the
interface position.

4.4 Summary
We shall conclude this chapter with a short outline of the algorithm used.

1. Initialise the temperature field T (x, t) and the level set function φ(x, t)

as a signed distance function from the solidification front.

2. Compute the jumps in the temperature gradients u1 and u2 for the point

adjacent to the interface.
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3. Extend the jumps by solving the advection equations (4.10-4.11) and

compute F |∇φ| using (4.19).

4. Update φ by solving the level set equation (2.12) for one time step, and

set φ0 to be equal to φ, which is no longer a signed distance function.

5. Reinitialise φ to a signed distance function by iterating the reinitialisation

equation (2.15) untill steady state is reached (usually 3 or 4 iterations

are sufficient to meet the convergence criterion)

6. Update the temperature by solving the Laplace equations in both solid

and liquid phases using the compact finite difference method where the

computational grid is non-uniform.

7. Repeat the steps 2-6 for the next time step until the desired time t is

reached.



Chapter 5
Single Vial Model Discussion

This chapter is devoted to applying the level set method to various models for

freeze-drying of a single vial and related inward solidification scenarios.

5.1 Freezing of a Semi-infinite Slab

We shall first look at the one-dimensional freezing problem. Assume that the

semi-infinite region x ∈ [0,∞] is initially occupied by liquid at fusion tempera-

ture T = 1. At t > 0 the temperature at the boundary at x= 0 is then suddenly

dropped and subsequently maintained at temperature T = 0. As before, we

shall assume that the Stefan number β is large and therefore we solve the

following system.
d2T

dx2 = 0, for x ∈ [0,f ] (5.1)

subject to

T (0) = 0, (5.2)

dT

dx

∣∣∣∣∣
x=f

= ḟ (5.3)

and

T (f) = 1. (5.4)
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The system described above has a relatively simple solution. From (5.1), (5.2)

and (5.4) we have that T = x/f . Then using (5.3) one gets

f = (2t)1/2, (5.5)

T = y

(2t)1/2 . (5.6)

As before we shall use a small time delay to start the numerical compu-

tations. In this case t1 has been chosen to correspond to f = 0.3. The results

are shown in figure 5.1. We can see that the computations agree well with the

analytical solution.

Figure 5.1: Comparison of the analytical (red solid line) solution for the one
dimensional problem against the numerics (blue circles). The system was simulated
till time t= 0.5 with ∆x= 0.01 and ∆t= 0.001. The top graph shows the position
of the interface against time and the bottom the final temperature distribution.
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The table 5.1 below shows the convergence of the proposed method under

the maxim error norm. The results indeed confirm the method converges with

order of at least two.

∆x Maximum absolute error Order
0.2 3.1 ×10−3

0.1 3.916 ×10−4 2.9876
0.05 6.748 ×10−5 2.5368
0.02 1.044 ×10−5 2.0365

Table 5.1: The results of the comparison of the numerical and analytical solution.

5.2 Cylinder Problem

To test the accuracy of the numerical level set method for a two-dimensional

setting, let us consider an inward solidification of a cylinder with radius R= 1.

Let the inside of the cylinder be at the fusion temperature T = 1. At time t > 0

the temperature on the surface of the cylinder is dropped and subsequently

maintained at T = 0. Let F denote the frozen thickness. The full description

of the problem is presented in figure 5.2.

∇2T = β−1 ∂T
∂t

T = 0

T = 1

R = 1 F

Figure 5.2: Illustration of the inward solidification of the cylinder
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5.2.1 Analytical Solution
The heat equation in cylindrical coordinates (assuming radial dependence only)

is given by
∂2T

∂r2 + r−1∂T

∂r
= β−1∂T

∂t
,

subject to:

T (1, θ) = 0,

T (1−F,θ) = 1,

∂T

∂r

∣∣∣∣∣
r=1−F

=−dF
dt
.

Assuming β >> 1 we can expand T and t in the power series of 1/β.

T = T0 +β−1T1 +O(β−2),

t(F ) = t0 +β−1t1 +O(β−2).

Hence up to the leading order, we have

∂2T0
∂r2 + r−1∂T0

∂r
= 0,

where

T0(1, θ) = 0,

T0(1−F,θ) = 1,

∂T0
∂r

∣∣∣∣∣
r=1−F

=−dF
dt
.

This problem has an analytical solution given by

T0 = ln(r)
ln(1−F ) ,

and

t0(F ) = 1
4
[
(1−F )2(ln(1−F )2−1) + 1

]
.

Hence the full solidification time ( at F = 1) is at t0 = 1/4.
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In computations, the time delay has been chosen to correspond to F = 0.1.

The comparison of the simulations against the analytical solution is depicted

in figure 5.3. The numerics are plotted at times corresponding to the frozen

thickness of 0.2,0.4,0.6 and 0.8 for various grid spacings. Again we see a good

agreement with the analytical values for sufficiently small refined grids.

(a) Simulation with ∆x = ∆y = 0.1. (b) Simulation with ∆x = ∆y = 0.05.

(c) Simulation with ∆x = ∆y = 0.02. (d) Simulation with ∆x = ∆y = 0.01.

Figure 5.3: Simulations of the cylinder freezing problem for various grid sizes.
The blue line depicts the boundary of the cylinder. Simulated values are show with
dotted red lines. Green solid lines represent the analytical solution for given time.
For all the simulations, the time step has been chosen as 0.001. The numerical
solution agrees with the analytical one well for grid sizes of ∆x = ∆y = 0.01 and
0.02.
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5.3 Single Vial Model

We shall now present a single vial model. Generally, heat transfer can oc-

cur via conduction, convection or radiation. Ganguly et al. [14] quantified

the contributions experimentally from different means of heat transfer dur-

ing pharmaceutical freeze-drying processes. The study shows that the heat

exchange between the bottom of the vial and the freeze-drying shelf occurs

mainly through conduction between the contact points of the vial with the

shelf. The sides of the vial interact with its surroundings mainly through

radiative heat transfer between the vial and the insides of the freeze-drying

chamber. Although under certain conditions, such as atmospheric pressure in-

side the chamber conduction between the sides of the vial and the surrounding

air can play a role, as well.

Therefore, we will compare different combinations of the flux and Dirichlet

boundary conditions imposed at the sides of the vial. As before, we use the

small-time solution to start the time marching process.

The whole model is summarised in figure 5.4. One of the main assumptions

used in this particular scenario is that the Stefan number β is large. Therefore,

we use a quasi-steady-state approximation for the governing equation.

Convective and radiative heat fluxes are given by

∂T

∂n
= k(T a−T (x, t)) for x ∈ ∂D,t > 0 (5.7)

and
∂T

∂n
= k̂((T a)4− (T (x, t))4) for x ∈ ∂D,t > 0 (5.8)

respectively. Here T a denotes the surrounding ambient temperature which in

our setting is considered to be constant. The values of k and k̂ are the heat

transfer coefficients and are usually determined experimentally.

In practice, often the convective heat flux coexists with its radiative coun-
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terpart. Since

(T a)4−T 4 = ((T a)2 +T 2)(T a+T )(T a−T ), (5.9)

we can write radiative the heat flux in terms of the convective one with the

heat transfer coefficient depending on the ambient and surface temperatures

as

∂T

∂n
= k(T a,T, t)(T a−T (x, t)) for x ∈ ∂D,t > 0. (5.10)

The heat transfer coefficient, in general, depends on the material, ge-

ometry and the velocity properties of the heat transfer fluid, as well as, the

emissivity of the participating media gaps etc. The model with flux boundary

conditions is proposed as described in figure 5.4.

The following sections are focused on computing small-time asymptotic

solutions with Dirichlet and Robin boundary conditions. These analytical

solutions will then be used to start the numerical computations.

5.3.1 Small Time Solution with Dirichlet Boundary

Condition

We shall now examine the asymptotic behaviour of the function f for t << 1.

We expect a thin solidified layer near y = 0 along 0<< x << 1 with small ad-

justment regions near the corners. The function f can be viewed as a measure

of the frozen thickness and since we would expect f to be relatively flat for

small times, we can approximate the moving boundary condition by

∂T

∂y

∣∣∣∣∣
y=f(x,t)

= ∂f

∂t
. (5.11)

Since y << 1 we can let y = tαY , where Y ∼ 1 and α is a constant to be

determined. Moreover, because y= f at the solidification interface one obtains
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x= 1

y =H

g(x,y) = 0

T1 = T2 = 1, ∂T1
∂n −

∂T2
∂n = vn

T1 = 0

∂T1
∂x =−k(T a−T1)

∂T2
∂x =−k(T a−T2)

∂T1
∂x =−k(T a−T1)

∂T2
∂x =−k(T a−T2)

∂T2
∂y =−k(T a−T2)

∇2T1 = 0

∇2T2 = 0

Figure 5.4: Mathematical Formulation of the Heat Flux Model. The Dirichlet boundary
condition at y = 0 comes from the assumption of perfect contact of the vial with the shelf.
The rest of the boundary conditions have been replaced by prescribed convective fluxes. The
subscripts 1,2 denote the frozen and liquid regions respectively.

that f = tαY . Therefore, by the chain rule,

∂T

∂y
= t−α

∂T

∂Y
(5.12)

and
∂f

∂t
= αtα−1Y. (5.13)

Substituting these expressions into the boundary condition (5.11), requires

−α = α−1, (5.14)

Hence α = 1/2.

Then for x ∼ 1 and t << 1 we can expand f and T in power series in t.

Hence let

f = t1/2f0 + ..., (5.15)
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and

T = T0(x,Y ) + t1/2T1(x,Y ) + ... (5.16)

Substituting 5.16 into the Laplace equation, we find that up to the leading

order,
∂T0
∂Y

= 0. (5.17)

Hence

T0(x,Y ) = C1(x)Y +C2(x). (5.18)

Since T (x,0) = 0, we have that C2(x) = 0. From 5.15 we know that the moving

interface occurs at Y = f0. Since T = 1 at the interface we have that C1(x) =

f−1
0 . Substituting these results into the condition on the boundary 5.11, we

then get that f0 = 21/2 and hence up to the leading order,

f = (2t)1/2, and (5.19)

T = y

(2t)1/2 . (5.20)

5.3.2 Small Time Solution with Robin Boundary Con-

dition

Just as we did for the case of a Dirichlet boundary condition, we shall now

investigate the small-time behaviour of a system with a Robin boundary con-

dition. By symmetry of the problem, we shall consider only the left boundary

at x= 0.

Just as before, for t << 1 we expect a small solidified layer to occur in

the region where 0<< y << 1 and x << 1. Therefore we can again introduce

a scaling x= tαX, where X is O(1). We shall assume that the interface is flat

and the temperature is independent of y. Since at the interface T = 1, we can

write the temperature as

T = T0(X) + tβT1(X) + ... (5.21)
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y

x

dT
dx = ḟ , T = 1, x= f

dT
dx = k(T −T a)

d2T
dx2 = 0

Figure 5.5: Illustration of freezing at small times with Robin boundary condition
at x= 0.

and the interface as

f(t) = tαf0(X) + ... (5.22)

Hence we looking the solution of the equation

d2T0
dX2 + tβ

d2T1
dX2 + ..= 0. (5.23)

Subject to

T0(f0) + tβT1(f0) + ...= 1, (5.24)

dT0
dX

∣∣∣∣∣
X=f0

+ tβ
dT1
dX

∣∣∣∣∣
X=f0

+ ...= αt2α−1f0, (5.25)

and

dT0
dX

∣∣∣∣∣
X=0

+ tβ
dT1
dX

∣∣∣∣∣
X=0

+ ...= k
(
tα(T0(0)−T a)− tβ−αT1(0) + ...

)
. (5.26)

In order to balance the equation (5.25) we require

β = 2α−1. (5.27)

Similarly to balance the equation (5.26) we need

β = α. (5.28)
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Hence β = α = 1.

At O(1) the system (5.23-5.26) gives

d2T0
dX2 = 0, (5.29)

T0(f0) = 1, (5.30)

dT0
dX

∣∣∣∣∣
X=0

= dT0
dX

∣∣∣∣∣
X=f0

= 0. (5.31)

This has a simple solution T0 = 1.

At O(t) the system (5.23-5.26) becomes

d2T1
dX2 = 0, (5.32)

T1(f0) = 0, (5.33)

dT1
dX

∣∣∣∣∣
X=f0

= f0, (5.34)

and
dT1
dX

∣∣∣∣∣
X=0

= k(1−T a). (5.35)

Therefore the solution at order t is

T1(X) = f0X−f2
0 , (5.36)

where

f0 = k(1−T a). (5.37)

Hence the small time solution for Robin boundary condition is given by

T (x,t) = 1 +
(
kx(1−T a)− tk2(1−T a)2

)
(5.38)

and

f(t) = tk(1−T a). (5.39)
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5.3.3 Single Vial Model Results

The results of the single vial model are summarised in figures 5.6, 5.7 and

5.8. In figure 5.6 depicts the numerical simulation with the ambient temper-

ature T a = 0 and the heat transfer coefficient k = 1. The Dirichlet boundary

condition T = 0 is imposed on the top and bottom of the vials. The computa-

tions are done using uniform grid ∆x= ∆y = 0.01 with time step ∆t= 0.001.

The procedure has started using the small time solutions at t = 0.005 and

marched till t = 0.1. The figure 5.7 shows simulation done with the same set

of parameters as in 5.6 but with the heat transfer coefficient set to k = 5.

Because of the boundary conditions imposed, the solidification progresses

along all four edges of the vial. In both cases of k = 1 and k = 5, the rate of

progression of the interface along the vertical direction is faster than along the

horizontal one. Initially, the temperature distribution stays relatively flat long

the x direction, as the contributions of the additional cooling from the sides

of the vial did yet penetrated deep enough into the vial. This starts to change

around t = 0.06 in the case of k = 1 and around t = 0.02 in the case of k = 5

when we see a gradual change of the shape of the interface from rectangular

and become more ellipsoid.

The additional heat transfer for k = 5 causes the product to completely

solidify by t= 0.1. However, in the case of k= 1, there is still a thin unsolidified

layer in the middle of the vial. The figure 5.7 also demonstrates of the proposed

method the moment the product fully freezes. Because of the steady-state

assumption, when the interface disappears the temperature immediately jumps

to a constant value of T = 0. Hence there is no gradual cooling of the product.

The figure 5.8 displays a model with k = 10 and insulation condition ap-

plied on the top. This condition seems more appropriate in the setting of

freeze-drying as the vials are sealed with a rubber stopper that is a good

thermal insulator. The results show that the interface progresses with almost

equal speed along the vertical and horizontal direction. However, because of

the absence of cooling from the top, even with a relatively large cooling of the



5.4. Volume Change 81

sides of the vials there is still a significant area of the liquid product at the

top-centre of the vial at time t= 0.1.

5.4 Volume Change
In the process of developing a mathematical model of freezing, we have made

several assumptions. For instance, the latent heat is assumed to be constant,

the interface is of infinitesimal thickness, we are neglecting the effects of cur-

vature and surface tension, and the phase temperature is considered to be

constant. Most of these simplifications are quite reasonable and consistent

with each other.

In particular, we have been neglecting the density change between liquid

and solid regions. Such a description was necessary to avoid the movement

of the material. Because of the small volume each vial (around 20ml), and

relatively small fill volume of the product (around 5ml), neglecting the change

of volume during freezing stage does not introduce significant errors, and it is

often ignored. However, in many solidification procedures (such as industrial

metal casting processes) the study of density change effects is of great impor-

tance for determining the final solidified shape of the material and its defects

due to porosity.

The purpose of the chapter is to devise a level set formulation of the

solidification problem, including the effects of density change.

There are multiple studies in the literature concerning with the density

change effects in Stefan type problems. Tao [60] investigated the solidifica-

tion problems with density jump at the interface in a semi-infinite medium.

It was shown that these formulations could be converted into classical Stefan

problem with constant densities using an appropriate change of coordinates.

Tarzia [62] developed an exact solution for Stefan problems with convective

boundary conditions. A simple model of approximate determination of the

final solidified shapes during a phase change process with a change of density

was developed in [25] based on overall mass conservation. A phase-field deriva-
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(a) t = 0.005 (b) t = 0.02

(c) t = 0.04 (d) t = 0.06

(e) t = 0.08 (f) t = 0.1

Figure 5.6: Progression of the interface (red) and the temperature profiles. Dirich-
let boundary conditions T = 0 imposed on the top and bottom of the vial and flux
conditions on the sides with k = 1. Simulated with ∆x= ∆y = 0.01 and ∆t= 0.001.
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(a) t = 0.005 (b) t = 0.02

(c) t = 0.04 (d) t = 0.06

(e) t = 0.08 (f) t = 0.1

Figure 5.7: Progression of the interface (red) and the temperature profiles. Dirich-
let boundary conditions T = 0 imposed on the top and bottom of the vial and con-
vective flux conditions on the sides with k = 5. Simulated with ∆x= ∆y = 0.01 and
∆t= 0.001.
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(a) t = 0.005 (b) t = 0.02

(c) t = 0.04 (d) t = 0.06

(e) t = 0.08 (f) t = 0.1

Figure 5.8: Progression of the interface (red) and the temperature profiles. Dirich-
let boundary condition T = 0 imposed on the bottom of the vial and convective flux
conditions on the sides with k = 10. Vial is assumed to be insulated from the top
by a rubber stopper. Simulated with ∆x= ∆y = 0.01 and ∆t= 0.001.
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tion was introduced in [56]. There are multiple other studies concerning this

issue for instance [18, 29, 6, 41].

5.4.1 Mathematical Model with Density Change

We shall now develop a mathematical model of solidification procedure with

density change. We shall assume that the densities in the liquid and solid

regions (denoted by ρ2 and ρ1 respectively) are different but constant. There-

fore we shall have a sudden jump in density across the solidification front.

Given the small length scale of the problem and our steady-state assumption,

we shall ignore the effects of natural convection in the liquid caused by the

density change.

Therefore the model has two free boundaries. One between the solid and

liquid region and the other representing the current water level in the vial. We

shall assume that the second free boundary in planar and located at y = h(t).

The Stefan condition with density change has the form

k2
∂T2
∂n
−k1

∂T1
∂n

=−ρ1Hvn. (5.40)

Since the top of the freeze-drying vial consists of rubber stopper that has

low thermal conductivity we assume that the system is insulated from the top.

Hence
∂T

∂y

∣∣∣∣∣
y=h(t)

= 0. (5.41)

The second boundary condition at y = h(t) is derived from the conservation of

mass.

Let the total mass of the system by m. Then by mass conservation, we

have
dm

dt
= 0. (5.42)

We can write m = m1 +m2, where m1, m2 are the masses of the solid and



5.4. Volume Change 86

liquid regions respectively. Since we assume constant densities, we can write

m1 = V1ρ1,

m2 = V2ρ2,

where V1 and V2 are the corresponding volumes of the solid and liquid regions,

the mass conservation equation then gives

ρ1
dV1
dt

+ρ2
dV2
dt

= 0.

Let V be the total volume of the solid and liquid regions combined. Then the

above equation can be rewritten as

dV

dt
= ρ2−ρ1

ρ2

dV1
dt

. (5.43)

Since the vial is of unit length and we have assumed the water level to be

flat, the total volume is given by

V (t) = h(t). (5.44)

Let H(φ) be the Heaviside function defined as

H(φ) =

 0 if φ≤ 0

1 if φ > 0

Then the volume of the solid region, defined by φ(x)< 0, is given by

V1 =
∫
D

(1−H(φ(x)))dx, (5.45)

where D is the whole computational domain.
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The integral in (5.45) is approximated as

I =
∑
j

∑
i

(1−Hi,j)∆x∆y, (5.46)

and the time derivatives are approximated by forward Euler scheme. Hence

the value of h at time tn+1 is given by

hn+1 = hn+ ρ2−ρ1
ρ2

(
In+1− In

)
. (5.47)

5.4.2 Volume Change Model Results
We shall present here results based on simulation with the initial liquid level

h= 0.5 and the ambient temperature T a = 0 and the heat transfer coefficient

k= 0.5. The simulation was run until time t= 0.1. The density ratio ρ1
ρ2

= 1.087

is chosen to reflect the scenario for freezing of water. We imposed the Dirichlet

boundary condition at the bottom of the vial, and heat flux conditions at the

sides of the vial. We once again use the small-time solution at time t = 0.005

to start the time marching process. The results are summarised in figure 5.9.

Because of the relatively small amount of cooling from the vial sides, the

temperature distributions remains relatively flat along the x direction through-

out the time marching process. The primary source of cooling comes from the

shelf, and hence the interface progresses from the bottom up with relatively

small lateral movement. The blue lines in figure 5.9 reference the current posi-

tion of the liquid level. The water level gradually rises from the initial position

of 0.5 to a level of 0.6 at time t= 0.1. At the final time, one can note that the

solidification interface actually crosses the liquid level near the side of the vial.

We would like to stress that there is one crucial aspect that is not correctly

handled in the current implementation of the volume changes scheme. We

are only solving the heat equation in the region where y ≤ h(t), when the

solidification front reaches the water, the frozen product is not allowed to cool

to the final state when the temperature is constant T = 0 across the whole

solidified region. Since we have fixed the boundary condition T = 1 at the
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solidification interface. To mitigate the problem, one would have to change the

boundary condition on the interface to, for instance, the insulation condition

in the regions where the interface has reached the liquid level.

5.5 Summary
In this chapter, we have presented a level set method coupled with compact

finite differencing techniques. We have applied the method to two simple so-

lidification scenarios and compared them to the analytical solution. We have

also presented a single vial model with heat flux boundary conditions. The

main disadvantage of the current model is that it treats a vial in isolation.

In freeze-drying practice, one needs to take into consideration the interactions

of multiple vials inside the freeze-drying chamber as well as the interactions

between the vials themselves. In the next chapter, we shall focus on mod-

elling the heat transfer on a tray of vials where we take into consideration

the interactions of heat exchange between the vials as well as the sides of the

freeze-drying chamber.
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(a) t = 0.005 (b) t = 0.02

(c) t = 0.04 (d) t = 0.06

(e) t = 0.08 (f) t = 0.1

Figure 5.9: Progression of the interface (red) and the temperature profiles and
current water level in blue. Dirichlet boundary condition T = 0 imposed on the
bottom of the vial and convective flux conditions on the sides with k = 5. Vial is
assumed to be insulated from the top by a rubber stopper. Simulated with ∆x =
∆y = 0.01 and ∆t= 0.001.



Chapter 6
Heat transfer modelling of a tray of

vials

6.1 Introduction
Our discussion so far has been focused on modelling the freezing process of

an inside a single vial. However, there is evidence that in large scale freeze-

drying applications, the heat transfer depends on the position of the vial [43].

The vials that are in the centre of the tray can be considered to be thermally

insulated along their edges. For such vials simple spatially one-dimensional

models, such as the one developed by Velardi and Barressi in [66], have been

shown to be appropriate. On the other hand, the vials that are placed along

the edges of the tray experience extra heat transfer contributions from the

edges of the freeze-drying chamber and the rails running along the tray.

This atypical heat transfer is often referred to as the edge vial effect. It is

clear that when building a model for these vials, it is no longer viable to assume

axisymmetric scenario as with the centre vials. Several authors observed this

effect experimentally and described the relative contributions of each mode of

heat transfer [43, 49, 44].

The purpose of this chapter is to extend our single vial models developed

earlier in order to describe the behaviour of a full tray of vials. In particular,

we are interested in how far can the edge vial effect penetrated into the tray.
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In our model, we assume that the dominant mode of heat transfer between

the vials is via radiation. From studies done by Ganguly, Nail, and Alexeenko

in [14] we know that especially at low pressures radiation plays a vital role

as a heat transfer mechanism inside the freeze-drying chamber. However, ne-

glecting convection and conduction will definitely result in underestimation of

the edge effect. Secondly, we shall assume a very simplified geometry of the

individual vials. The vials are modelled as cuboids that are placed in a square

arrangement, which is different from the real cylindrical vials since usually the

latter is in a hexagonal arrangement. This particular simplification allows for

more straightforward implementation of the boundary conditions at the sides

of the vials. In particular, the computation of the view factors is simpler for

two parallel planes, and one does not need to consider any shadowing effects

of the adjacent vials. Moreover, the computation of the derivatives normal to

the surfaces of the vials is straightforward, as well.

We shall treat the heat transfer inside the vial and in-between the vials

separately in a two-stage model. In the first stage, take the surface tempera-

tures of the vials and use a radiation model described in section (6.4) to obtain

net heat fluxes leaving the surface of each vial. These are then used in the

second stage as boundary conditions for the computations inside each of the

vials. To capture the dynamics of the interactions between the vials more ac-

curately, we shall no longer use the assumption of a quasi-steady state. The

main reason for switching to the non-steady setting was the anticipation that

the radiative heat transfer between the vials would work on a smaller time

scale to that of the progression of the interface. However, the numerical simu-

lations will show that the temperature field does indeed settle relatively quickly

into steady-state even with the vial interactions. Hence the quasi-steady-state

approximation used previously would have been sufficient.

This chapter is structured as follows. In section 6.2, we present a new

compact finite difference method for approximating the spatial derivatives in

the governing equation. We will not use the compact scheme developed earlier
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in chapter 3. The old compact scheme was developed for solving the models

with quasi-steady-steady approximation and would be cumbersome to apply

in the setting of non-steady problems. Therefore we develop this new compact

scheme better suited for parabolic PDE problems. Section 6.3 provides a brief

introduction to ADI methods for solving diffusion equations and its implemen-

tation within our compact scheme. The model of heat transfer between the

vials in discussed in section 6.4, and the final two-stage model is presented in

the final section 6.5

6.2 Heat transfer inside the vial
Let us assume that the contents of the three-dimensional vials are initially at

the fusion temperature. Hence within each vial, we need to solve the heat

conduction equation

ρscs
∂T

∂t
= ks∇2T, (6.1)

subject to the following initial and boundary conditions

T (x,y,z,0) = Tin(x,y,z), (6.2)

−kside
∂T

∂x

∣∣∣∣∣
x=0

= q(1)(y,z), (6.3)

kside
∂T

∂x

∣∣∣∣∣
x=L

= q(2)(y,z), (6.4)

−kside
∂T

∂y

∣∣∣∣∣
y=0

= q(3)(x,z), (6.5)

kside
∂T

∂y

∣∣∣∣∣
y=L

= q(4)(x,z), (6.6)

ksh
∂T

∂z

∣∣∣∣∣
z=0

= T −Tsh, (6.7)

∂T

∂z

∣∣∣∣∣
z=L

= 0. (6.8)

Here T represents the absolute temperature, ∇2T is the three-dimensional

laplacian

∇2T ≡ ∂2T

∂x2 + ∂2T

∂y2 + ∂2T

∂y2 ,
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and ksh, kside are the conductive and radiative heat transfer coefficients, re-

spectively. The quantities ρs, cs,ks are the density, heat capacity and thermal

conductivity of the solid region, respectively. The quantities q(i) are radiative

heat fluxes caused by the heat exchange of the vial with its neighbouring vials

(in the case of centre vials) and the wall of the freeze-drying chamber (in the

case of edge and corner vials). Often, in practice, the vials are sealed on the

top by a rubber stopper that is a relatively good thermal insulator. Therefore

we shall assume that the vial is insulated from the top.

Let us denote the solid-liquid interface by Γ(t). We shall assume that the

solidification occurs at a fixed temperature of Tm,

T (x,y,z, t) = Tm on Γ(t). (6.9)

The system is closed by the classical Stefan condition on the interface,

ρsHsVn = ks
∂T

∂n
, (6.10)

where Hs is the latent heat of fusion, Vn is the velocity of the interface in the

normal direction and ∂T
∂n is the normal derivative of the temperature.

It is useful now to introduce the following non-dimensional quantities

x̂= x

L
, ŷ = y

L
, ẑ = z

L
,τ = kst

ρscsL2 ,

θ = T −Tsh
Tin−Tsh

.

The system (6.1-6.10) then simplifies to solving

∂θ

∂τ
=∇2θ x̂, ŷ, ŷ ∈ [0,1], (6.11)
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subject to

θ(x̂, ŷ, ẑ,0) = 1, (6.12)

−∂θ
∂x̂

∣∣∣∣∣
x̂=0

= q̂(1), (6.13)

∂θ

∂x̂

∣∣∣∣∣
x̂=1

= q̂(2), (6.14)

−∂θ
∂ŷ

∣∣∣∣∣
ŷ=0

= q̂(3), (6.15)

∂θ

∂ŷ

∣∣∣∣∣
ŷ=1

= q̂(4), (6.16)

∂θ

∂ẑ

∣∣∣∣∣
ẑ=0

= Biθ, (6.17)

∂θ

∂ẑ

∣∣∣∣∣
ẑ=1

= 0. (6.18)

Here

Bi = L

kself
,

q̂(i) = Lq(i)

kside(Tin−Tsh) .

Since we are assuming the vials are initially at the fusion temperature, we

have

Tin = Tm.

Hence the two conditions at the moving interface Γ become

θ = 1 (6.19)

and

vn = β−1 ∂θ

∂n
, (6.20)

where β is the Stefan number given by

β−1 = cs(Tin−Tsh)
Hs

, (6.21)
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and vn is the non-dimensional velocity of the interface in the direction normal

to the interface, related to Vn by

vn = Lρscs
ks

Vn. (6.22)

6.2.1 Solving the field equation

Here we present a compact finite difference scheme for solving the system

(6.1–6.10).

The solidification front is allowed to cross the computational grid freely.

Therefore, one needs to take into account grid points adjacent to the interface

where the computational stencil might be non-uniform. In order to maintain

the accuracy of the method, standard finite difference approaches would require

grid refinements and/or extensions of the computational stencil [64, 65]. To

avoid these issues, we shall develop a compact finite difference scheme. This

scheme will provide a high order method of approximating the derivative terms

using the standard three-point stencil. However, the drawback of the method

lies in the fact that the approximations to the spatial derivative terms cannot

be computed explicitly, and a system of equations needs to be solved at each

time step.

The work presented here builds upon the compact scheme developed by

Zhao et al in [69] and [70]. Their work here is extended to non-uniform grids

in multiple space dimensions. Secondly, we have applied what we believe is

different, more efficient time marching procedure to that in [70].

As we are planning on discretising the spatial terms in dimension by di-

mension fashion, for now, it is sufficient to consider the one-dimensional case.

Let us suppose that we have a grid of N unequally spaced points, each denoted

by xi. Throughout the analysis that follows we shall use Θi to represent the

numerical approximation of θi = θ(xi, t).



6.2. Heat transfer inside the vial 96

6.2.2 Interior nodes

We shall first focus on the interior nodes. We aim to find a higher order

approximation to the first and second-order derivatives using only a three-

point stencil. As a starting point, we consider the following scheme,

aiθxx,i+1 + biθxx,i+ ciθxx,i−1 =
2θi+1

∆x+,i(∆x+,i+ ∆x−,i)
− 2θi

∆x+,i∆x−,i
+ 2θi−1

∆x−,i(∆x+,i+ ∆x−,i)
, (6.23)

where ∆x+,i and ∆x−,i are the distances from the node i to nodes i+ 1 and

i−1 respectively, and ai, bi and ci are constants to be determined.

Expanding all the relevant quantities about xi we obtain

(ai+ bi+ ci)θxx,i+ (ai∆x+,i− ci∆x−,i)θxxx,i+(
ai∆x2

+,i
2 +

ci∆x2
−,i

2

)
θxxxx,i+O(l) =

θxx,i+
∆x+,i−∆x−,i

3 θxxx,i+(∆x2
+,i−∆x+,i∆x−,i+ ∆x2

−,i
12

)
θxxxx,i+O(l). (6.24)

Here l = max(∆x3
+,i,∆x3

−,i). Hence we require the following:

ai+ bi+ ci = 1, (6.25)

ai∆x+,i− ci∆x−,i = ∆x+,i−∆x−,i
3 , (6.26)

ai∆x+,i
2 + ci∆x−,i

2 =
∆x2

+,i−∆x+,i∆x−,i+ ∆x2
−,i

12 . (6.27)

Solving the above system we obtain

ai =
∆x2

+,i+ ∆x+,i∆x−,i−∆x2
−,i

6∆x+,i(∆x+,i+ ∆x−,i)
, (6.28)

bi =
∆x2

+,i+ 3∆x+,i∆x−,i+ ∆x2
−,i

6∆x+,i∆x−,i
, (6.29)
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ci =
∆x2
−,i+ ∆x+,i∆x−,i−∆x2

+,i
6∆x−,i(∆x+,i+ ∆x−,i)

. (6.30)

Hence we have produced a compact scheme that is third order in the inte-

rior of the domain. Next, we shall move the discussion towards the boundary

nodes. Here, it is essential to make the distinction between the nodes that

are adjacent to the solidification interface, where we have Dirichlet boundary

conditions, and those at the edge of the computational domain with Neumann

or Robin conditions.

6.2.3 Boundary nodes: Dirichlet condition

We shall start the discussion on boundary nodes by considering the nodes

adjacent to the interface. At the solidification front, we require θ = 1. Let xk
be the node located at the solidification front. The following compact scheme

is used:

bkθk +ak∆x2θxx,k+1 + ckh
2θxx,k+2 = ekθk+1 +fkθk+2, (6.31)

where ∆x and h are the distances between xk and xk+1 and between xk and

xk+2 respectively, and ak, bk, ck, ek and fk are constants to be determined. As

before, we expand all the quantities above around xk. Hence we obtain

bkθk + (ak∆x2 + ckh
2)θxx,k +

(
ak∆x3 + ckh

3
)
θxxx,k +O(h4) =

(ek +fk)θk + (ek∆x+fkh)θx,k +
(
ek∆x2

2 + fkh
2

2

)
θxx,k+(

ek∆x3

6 + fkh
3

6

)
θxxx,k +O(h4). (6.32)

Using θk = 1 one obtains

b= e+f, (6.33)

0 = e∆x+fh, (6.34)

a∆x2 + ch2 = e∆x2

2 + fh2

2 , (6.35)

a∆x3 + ch3 = e∆x3

6 + fh3

6 . (6.36)
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Since the above system consists of 5 unknowns but only four equations,

we shall set f = 1, which then gives

ak = 2h2−∆xh
6∆x2 , (6.37)

bk = ∆x−h
∆x , (6.38)

ck = h−2∆x
6h , (6.39)

ek =− h

∆x. (6.40)

The compact scheme derived above is second order accurate. One should

note that high accuracy around the points adjacent to the interface is highly

desirable as these values are crucial for advecting the interface correctly.

6.2.4 Boundary nodes: Neumann/Robin condition

Let us now consider boundary conditions with prescribed values of the deriva-

tives. We shall assume that at the node x0, we must satisfy the condition

θx,0 =Q. Here Q can be a function of x as well as θ. Similarly to the Dirichlet

case, we shall consider the following compact scheme:

bθx,0 +aθxx,0 + cθxx,1 = eθ0 +fθ1. (6.41)

Expanding and then equating the corresponding terms, one obtains:

a= ∆x2

3 , (6.42)

b= ∆x, (6.43)

c= ∆x2

6 , (6.44)

e=−1, (6.45)

f = 1. (6.46)
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This concludes the computations of the approximations of the spatial

derivatives in the governing equation. Now we shall focus our attention on

implementing the time marching procedure within the context of the compact

scheme.

6.3 Time stepping

In this chapter so far, we have focused our discussion on the treatment of

the spatial derivatives. In this section, we will derive a time-efficient method

of implementing the compact methods developed in section 6.2. The Crank-

Nicolson algorithm is a popular choice for solving one-dimensional parabolic

equations. However, a naive generalisation of Crank-Nicolson to two or three

spatial dimensions produces a matrix equation that is block-tridiagonal rather

than tridiagonal as in the one-dimensional case. Inverting such a matrix is

quite computationally inefficient. Therefore, time-splitting methods such as lo-

cally one-dimensional (LOD) methods and alternating direction implicit (ADI)

methods are generally prefered.

The main idea behind these approaches is to split the original multidimen-

sional equation into a series of simpler one-dimensional problems. In particular,

the implementation of LOD techniques consists of first splitting the differential

equation into a series of one-dimensional equations and then discretisation of

the resulting system. For our purposes, however, we shall limit the discussion

solely to the ADI method. An interested reader can find the details of LOD

techniques and their implementation in the publications by Yanenko [19] or

Mitchell and Griffiths [30].

In contrast to the LOD methods ADI techniques require first the the dis-

cretisation of the differential equation, followed by factorising the appropriate

terms and then splitting the system into smaller one-dimensional problems.

These techniques provide an efficient way of separating large multidimensional

problems into one-dimensional tridiagonal systems. Peaceman and Rachford

first developed the ADI methods in [37] with the detailed aspects of the meth-
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ods described by Douglas in [11]. A particular drawback of the method devel-

oped by Rachford and Douglas in [37] and [11] is that although the method

is unconditionally stable in two dimensions, its natural extension to three di-

mensions produces a technique that is only conditionally stable. The reason

for this is that this method produces a set of one-dimensional systems that are

on their own only conditionally stable. However, the error increase from an

explicit term is balanced by the corresponding implicit term in the next one-

dimensional system. Hence provided that the number of one-dimensional steps

is even, the overall scheme is unconditionally stable; however, in the case of

three-dimensional problems, the overall methods is only conditionally stable.

Further details and analysis can be found in [20, 63]. To overcome this diffi-

culty, new, improved ADI methods were later developed for three-dimensional

diffusion equations by Douglas and Rachford [10], and later by Brian [2] and

Douglas [8]. Gao and Wang presented a general extension of the Peaceman

and Rachford ADI methods to n-dimensional problems in [15].

In recent years, there has been growing interest in applying ADI meth-

ods to fractional differential equations. A three-point combined compact ADI

scheme has been applied in [16] to two-dimensional time-fractional advection-

diffusion equations. Wang et al. [68] used a combination of split-step and ADI

methods in solving the fractional Schrödinger equation in two dimensions.

6.3.1 Basic derivation of ADI scheme

We shall start our discussion with a derivation of a simple ADI scheme. We

use the two-dimensional diffusion equation as an illustrative example of the

method, since the generalisation to higher-dimensional problems is straight-

forward.

Let us consider the following initial boundary value problem:
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ut = uxx+uyy +f(x,y, t), 0< x < 1,0< y < Y,t > 0;(6.47)

u(x,y, t= 0) = u0(x,y), 0< x < 1,0< y < Y ; (6.48)

u(0,y, t) = g0(y, t),u(1,y, t) = g1(y, t), 0< y < Y,t > 0; (6.49)

u(x,0, t) = g2(x,t),u(x,Y, t) = g3(x,t), 0< x < 1, t > 0; (6.50)

Let δ2
x and δ2

y be be the usual second order difference operators,

δ2
xU

n
i,j =

Uni+1,j−2Uni,j +Uni−1,j
∆x2 , (6.51)

δ2
yU

n
i,j =

Uni,j+1−2Uni,j +Uni,j−1
∆y2 . (6.52)

Then, following a naive generalisation of the Crank-Nicolson scheme, we can

discretise the equation (6.47) as,

Un+1
i,j = Ui,j + ∆t

2
(
δ2
x+ δ2

y

)(
Uni,j +Un+1

i,j

)
+ ∆tfn+1/2

i,j . (6.53)

Here Uni,j = u(i∆x,j∆y,n∆t). Or, equivalently, we can rewrite the equation

above as,

(
1−∆t

2 δ2
x−

∆t
2 δ2

y

)
Un+1
i,j =

(
1 + ∆t

2 δ2
x+ ∆t

2 δ2
y

)
Uni,j + ∆tfn+1/2

i,j . (6.54)

The scheme above is second-order accurate in time. Hence adding a term

in the equation of the order O(∆t2), will not change the overall accuracy of

the scheme. Following this reasoning, we add the terms ∆t2
4 δ2

xδ
2
yU

n+1
i,j and

∆t2
4 δ2

xδ
2
yU

n
i,j to the left-hand side and right-hand side of the equation respec-

tively, giving us,

(
1−∆t

2 δ2
x−

∆t
2 δ2

y + ∆t2
4 δ2

xδ
2
y

)
Un+1
i,j =(

1 + ∆t
2 δ2

x+ ∆t
2 δ2

y + ∆t2
4 δ2

xδ
2
y

)
Uni,j + ∆tfn+1/2

i,j . (6.55)
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Finally, these extra terms allow us to factor the operators on both sides of the

equation. Thus

(
1−∆t

2 δ2
x

)(
1−∆t

2 δ2
y

)
Un+1
i,j =(

1 + ∆t
2 δ2

x

)(
1 + ∆t

2 δ2
y

)
Uni,j + ∆tfn+1/2

i,j . (6.56)

Here, it is important to stress that although the central difference operators

δ2
x and δ2

y commute, this might not be the case in general. Therefore, we have

preserved their order in equation (6.56).

Douglas and Gunn in [9] proposed to solve the equation 6.56 in a two step

procedure as follows

(
1−∆t

2 δ2
x

)
U
n+1/2
i,j =

(
1 + ∆t

2 δ2
x+ ∆tδ2

x

)
Uni,j , (6.57)(

1−∆t
2 δ2

y

)
Un+1
i,j = U

n+1/2
i,j −∆t

2 δ2
yU

n
i,j . (6.58)

One can easily verify that the system above is equivalent to (6.56) by multiply-

ing the equation (6.58) by
(
1− ∆t

2 δ
2
x

)
and substituting in the right-hand side

of the equation (6.57). However, unlike in the original equation, the system

(6.57)–(6.58) has unknowns appearing either in the x or in the y direction.

Hence finding the solution will involve inverting two tridiagonal matrices as

opposed to a single block tridiagonal matrix of the original problem.

The generalisation of the Douglas Gunn method to three spatial dimen-

sions is straight-forward. The resulting equations have the form:

(
1−∆t

2 δ2
x

)
U
n+1/3
i,j =

(
1 + ∆t

2 δ2
x+ ∆tδ2

y + ∆tδ2
z

)
Uni,j , (6.59)(

1−∆t
2 δ2

y

)
U
n+2/3
i,j = U

n+1/3
i,j −∆t

2 δ2
yU

n
i,j , (6.60)(

1−∆t
2 δ2

z

)
Un+1
i,j = U

n+2/3
i,j −∆t

2 δ2
zU

n
i,j . (6.61)
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This then concludes our discussion on the basic principles and the deriva-

tion of the ADI scheme, and now we shall focus on applying the scheme (6.59–

6.61) in the context of the compact method developed in the sections 6.2.1 to

6.2.4.

6.3.2 Compact ADI Scheme

The last remaining problem in the task of solving the temperature the equation

is to piece together the ADI methods introduced in the previous section and

the compact method developed earlier in this chapter. Our main idea here is

to redefine the second-order difference operators δ2
x, δ2

y and δ2
z .

All of the above difference operators have similar derivations, the only

difference between them being in the boundary conditions applied at the var-

ious ends of the computational domain. We begin the discussion with the δ2
x

operator. The vial problem, as stated in the introductory section 6.2, has Neu-

mann boundary conditions ∂θ
∂x̂ = q̂ applied at the edges of the vial. However,

a particular slice along the x direction can also intersect with the solidifica-

tion interface, in which case the Dirichlet boundary condition θ = 1 should

be applied there. Hence, generally speaking, we could encounter slices with

two Neumann, Neumann and Dirichlet or two Dirichlet conditions imposed on

the ends of a particular slice. As an example, we shall consider a case with

a Neumann condition on the left boundary and a Dirichlet condition on the

right boundary, as the other cases can be derived similarly.

Suppose we have a slice of the computational domain (along the x di-

rection) located at y = j∆y and z = k∆z. Here the total length of the slice

is m+ 1. We are interested in computing the approximations to the second

derivatives with respect to x along the slice. According to the procedure de-

vised in the sections 6.2.1 to 6.2.4, we can find these approximations by solving
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the system

ai,j,kθxx,i+1,j,k + bi,j,kθxx,i,j,k + ci,j,kθxx,i−1,j,k =
2θi+1,j,k

∆x+,i,j,k(∆x+,i,j,k + ∆x−,i,j,k)

−
2θi,j,k

∆x+,i,j,k∆x−,i,j,k

+ 2θi−1,j,k
∆x−,i,j,k(∆x+,i,j,k + ∆x−,i,j,k)

, (6.62)

for i= 1 to i=m−1. Here

ai,j,k =
∆x2

+,i,j,k + ∆x+,i,j,k∆x−,i,j,k−∆x2
−,i,j,k

6∆x+,i,j,k(∆x+,i,j,k + ∆x−,i,j,k)
, (6.63)

bi,j,k =
∆x2

+,i,j,k + 3∆x+,i,j,k∆x−,i,j,k + ∆x2
−,i,j,k

6∆x+,i,j,k∆x−,i,j,k
, (6.64)

ci,j,k =
∆x2
−,i,j,k + ∆x+,i,j,k∆x−,i,j,k−∆x2

+,i,j,k
6∆x−,i,j,k(∆x+,i,j,k + ∆x−,i,j,k)

. (6.65)

In the case of the boundary node at i = 0, the approximations to the

second derivative can be calculated by solving

bj,kθx,0,j,k + cj,kθxx,0,j,k +aj,kθxx,1,j,k = ej,kθ0,j,k +fj,kθ1,j,k, (6.66)

with

aj,k = ∆x0,j,kx
2

6 , (6.67)

bj,k = ∆x0,j,k, (6.68)

cj,k = ∆x0,j,kx
2

3 , (6.69)

ej,k =−1, (6.70)

fj,k = 1. (6.71)
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Then using the condition θx,0,j,k = qj,k, we obtain

a0,j,kθxx,0,j,k + c0,j,kθxx,1,j,k = e0,j,kθ0,j,k +f0,j,kθ1,j,k− b0,j,kqj,k. (6.72)

Lastly, in the case i=m we can proceed in the same way as for i= 0, but we

use the condition θm,j,k = 1 instead.

The whole procedure can be compactly written in a matrix form as

Aj,kΘxx,j,k = Bj,kΘj,k +bj,k. (6.73)

Here Θxx,j,k and Θj,k are (m+ 1)×1 vectors defined as

Θxx,j,k =



θxx,0,j,k

θxx,1,j,k
...

θxx,m−1,j,k

θxx,m,j,k


, Θj,k =



θ0,j,k

θ1,j,k
...

θm−1,j,k

θm,j,k


. (6.74)

Similarly, Aj,k and Bj,k are (m+ 1)× (m+ 1) matrices given by

Aj,k =



a0,j,k c0,j,k 0 . . . 0
... . . . ...

. . . ai,j,k bi,j,k ci,j,k . . .

0 . . . 0 am+1,j,k cm+1,j,k


, (6.75)

Bj,k =



f0,j,k e0,j,k 0 . . . 0
... . . . ...

. . . oi,j,k pi,j,k ri,j,k . . .

0 . . . 0 em+1,j,k fm+1,j,k


. (6.76)
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Here

oi,j,k = 2
∆x−,i(∆x+,i+ ∆x−,i)

, (6.77)

pi,j,k = − 2
∆x+,i∆x−,i

, (6.78)

ri,j,k = 2
∆x+,i(∆x+,i+ ∆x−,i)

. (6.79)

Therefore, we can define the new compact second derivative difference

operator δ2
x as

δ2
xΘj,k ≡A−1

j,k

(
Bj,kΘj,k +bj,k

)
. (6.80)

The rest of the operators are defined similarly. This concludes the discus-

sion on the inside-vials transfer, and so next we turn our attention to the heat

transfer between the vials.

6.4 Heat transfer between the vials

This section of the chapter discusses the second layer of the two-stage model.

Here we shall develop a model for tracking the heat transfer between the vials

placed on a tray inside a freeze-drying chamber. In this model, we assume that

the dominant method of heat transfer between the vials is via radiation [14].

We shall model the vials as rectangular cuboids. The separation between the

vials on a tray is relatively small (few mm), hence we shall assume that a vial

exchanges heat directly with its nearest neighbours only. Hence in the case of

a vial places in the centre of the tray, we assume heat exchange with its four

neighbours and in the case of vials place at the edge or corner of the tray we

assume heat exchange with its neighbouring three or two vials and the sides

of the freeze-drying chamber.

We will first set up the basic model for a radiative heat transfer between

grey diffuse emitters, and secondly, we modify it to our particular freeze-drying

application.
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6.4.1 Radiation heat transfer

We start the discussion by reviewing the basic principles of radiation heat

transfer. The following derivations proceed along the lines of [31].

We shall model the surfaces of the vials as grey, diffuse emitters, absorbers

and reflectors. Let ε,α and ρ be the surface emissivity, absorptivity, and

reflectivity, respectively. Under the conditions stated above, we have

ε= α = 1−ρ. (6.81)

We can define surface radiosity J as

J(x) = ε(x)Eb(x) +ρ(x)G(x). (6.82)

Here Eb is the total emissive power of a black body given by

Eb(x) = σT (x)4, (6.83)

where σ is the Stefan-Boltzmann constant. The quantityG(x) is the irradiation

and represents the total heat flux falling onto the surface at location x. Hence

J gives the total heat flux leaving the surface at location x. We then can define

the net heat flux leaving the surface q as

q(x) = J(x)−G(x) = ε(x)Eb(x)−α(x)G(x). (6.84)

Let us consider an enclosure with total surface area A. Let the view

factor dFdA′−dA be the fraction of radiation leaving differential area dA′ that

is directly intercepted by dA. Therefore we can write

G(x)dA=
∫
A
J(x)dFdA′−dAdA′+G0(x)dA. (6.85)

Here G0(x) is the radiation arriving at dA from external sources. Using the
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reciprocity relation

dA′dFdA′−dA = dAdFdA−dA′ , (6.86)

we can then write

G(x) =
∫
A
J(x)dFdA−dA′+G0(x). (6.87)

Substitution of the above equation (6.87) into (6.84) gives

q(x) = ε(x)Eb(x)−α(x)
(∫

A
J(x)dFdA−dA′+G0(x)

)
. (6.88)

Eliminating irradiation from equation (6.84) and solving for J we obtain

J(x) = ε(x)
α(x)Eb(x) + q(x)

(
1− 1

α(x)

)
. (6.89)

Substituting the above equation into (6.88) and noting that ε = α we obtain

an integral equation relating the surface temperature and heat flux:

q(x)
ε(x) −

∫
A

(
1
ε(x) −1

)
q(x)dFdA−dA′+G0(x) =

Eb(x)−
∫
A
Eb(x)dFdA−dA′ . (6.90)

Therefore, provided that the surface temperature and emissivity are

known, we can compute the corresponding heat fluxes by solving equation

(6.90). We shall do this by splitting the surfaces into N small segments over

which we assume then the radiosity, the temperature and the emissivity are

all constant. This allows us to write (6.90) as

qi
εi
−

N∑
j=1

(
1
εj
−1

)
qjFi−j +G0,i = Eb,i−

N∑
j=1

Eb,jFi−j . (6.91)

In the next section, we will set up the second layer of the two-stage model.

We shall develop the framework presented in this section in the context of a

freeze-drying chamber.
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6.4.2 Solving the heat flux equation

Having established the basic radiation model, we turn our attention to the

particular application in the freeze-drying context. We will consider a simpli-

fied scenario. We shall model the vials on the tray as 16 cuboids arranged in a

square. We model the sides of the free-drying chamber as infinitely long enclo-

sures around the vials. The purpose of this model is to capture the radiative

heat transfer between the vial walls and between the vial walls and the freeze-

drying chamber. Furthermore, we assume that the sides of the free-drying

chamber and the tray on which the vials are located are at the same temper-

ature. A complete top view of the setup is illustrated in figure 6.1. However,

due to the symmetry of the problem, it suffices to model only a quarter of the

tray.

Figure 6.1: A top overview of the vial tray. The red square denotes the sides of
the freeze-drying chamber. The smaller white squares are the vials. The shaded
squares are the vials used in computations, due to the symmetry of the set-up.

The rest of this section is devoted to calculating the surface radiosities

between two neighbouring vials. We will denote the two vials as vial 1 and

vial 2. We will neglect any interaction between a vial and the vial diagonally

opposite. We justify this by noting that the view factors for a surface segment
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decay relatively quickly as we move away from the segment that is located

directly opposite. For a usual separation between the vials (around 5mm)

and depending on the grid spacing used, the view factor between two directly

opposite corner segments is around 0.7 whereas the view factors between a

corner segment and the nearest segment on the diagonally opposite vial are the

range of 10−3 to 10−5. Further, we shall assume that the surface temperatures

and the emissivities of the two vials are known. Because of the convex shape of

the vials, any element on vial 1 can only be influenced by radiative heat transfer

from vial 2 and vice versa. Let q(x)(1) and q(x)(2) denote the radiosities on the

neighbouring surfaces on vial 1 and 2, respectively. We discretise the surfaces

in the usual manner into n×m grid, where qi,j = q(i∆x,j∆y). Furthermore,

we assume that the emissivities εi in the equation (6.91) are constant across

all elements.

Let q(k), E(k)
b be nm×1 vectors defined as

q(k) =



q
(k)
0,0
...

q
(k)
n,0

q
(k)
0,1
...

q
(k)
n,1
...

q
(k)
i,j
...

q
(k)
n,m



, , E(k)
b =



E
(k)
b,0,0
...

E
(k)
b,n,0

E
(k)
b,0,1
...

E
(k)
b,n,1
...

E
(k)
b,i,j
...

E
(k)
b,n,m



and Fi,j =



Fij−00
...

Fij−n0

Fij−10
...

Fij−n0
...

Fij−ij
...

Fij−nm



. (6.92)

Here Fij−kl is a view factor from the ij element on one vial to kl element of

the other vial. Then we can write the equation (6.91) in a matrix form as
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1
ε Inm×nm

ε−1
ε F

ε−1
ε F 1

ε Inm×nm


q(1)

q(2)

=

E(1)
b

E(2)
b

−
0 F

F 0


E(1)

b

E(2)
b

−Eb,side
Fs

Fs

 . (6.93)

Here, Inm×nm is nm×nm identity matrix, F is a matrix of view factors and

Fs is a nm×1 vector given by

F =



FT
0,0
...

FT
n,0

FT
1,0
...

FT
n,0
...

FT
i,j
...

FT
n,m



, (6.94)

and Fs is a nm×1 vector such that the ith component of Fs is given by

{Fs}i = 1−
nm∑
j=0
{F}i,j . (6.95)

Also, Eb,side is the background radiation comming from the sides of the freeze-

dryer to every element, if modelled as a black body. Lastly, the element view

factors Fij−kl are between two rectangles in parallel planes taken from [12].

This concludes the computations of heat transfer between the vials. In

the next section, we shall combine it with the single vial model developed in

section 6.2.
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6.5 Two-stage Model Results
Here we finalise the two-stage model developed in this chapter. Given the

initial temperature distribution, we compute the radiosities on the vial surfaces

using the equation (6.93). Once the radiosities are known, we use them as

the boundary conditions for the single vial model and march the governing

equations by one time step to produce new temperature distributions and

interface positions. These new values are then fed back into equation (6.93),

and the whole process is repeated.

We are interested in examining how the sides of the freeze-drying influence

the uniformity of the temperatures inside the vials, and how such an effect

might propagate from the edge vials to the centre vials.

We assume that the tray shelf and the sides of the freeze-dryer are kept

at a constant temperature of 258K and that the vials are initially at fusion

temperature 273.15K. As we did in the case of the models presented in chapter

5, we will also kick-start the numerical modelling using a small time delay. We

look at the progression of the process using different values of the heat transfer

coefficients kside.

The results are presented in the figures that follow. The blue surface

represents the position of the solid-liquid interface. All the simulations are

done until the non-dimensional time τ = 8, which corresponds to around 4.8

hours. The time step ∆τ is taken to be 0.002, and we use a uniform spatial grid

with spacing equal to 0.05. The position of the vials in the figures is analogous

to the shaded squares in figure 6.1. The results displayed in subsequent figures

are showing the model at times τ = 1,4 and τ = 8. Additional figures showing

the intermediate times can be seen in the appendix A.

We can see that in the case of kside = 1 the interface remains relatively flat

for all vials up to the time τ = 1. Moreover, the temperature distribution is

relatively constant along x−y plane. This is especially the case for the centre

vial. There is around 0.5K difference between the minimum temperatures of

the centre vial and edge vials and around 1K difference between the centre
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and corner vials. By the time τ = 4, the difference in minimum temperature

increased to 1.5K and 2K between the centre and edge and centre and corner

vials, respectively. Furthermore, we can see that the interface starts to curve

along the side of the vials that face the walls of the freeze-drying chamber.

This effect is amplified by the time of τ = 8. The difference in the minimum

temperature remained roughly the same as at τ = 4. On average about two-

thirds of the vials are frozen. In the case of kside = 1 the centre vial seemed

not to be influenced by the edge vial effect are the temperature distribution

stayed more or less one-dimensional.

In the case of kside = 0.5, a mild curvature is already present in the inter-

face in the edge and corner vials at τ = 1. The sides of the vials that face the

walls of the freeze-drying chamber are 0.5K colder than the sides facing other

vials. Moreover, the minimum temperature inside the centre vial is 1.5K higher

than the minimum temperature of the corner vial and 1K higher than the edge

vials. At the time τ = 4 the situation remains qualitatively the same; how-

ever, the temperature difference between the minimum values has increased

to 3K for corner and 1.5K for edge vials. At the final time, τ = 8 a section

of the interface in the corner vials has reached the top of the vial, and the

vast majority of the product has solidified. For the edge, vials the interface

has almost reached the top of the vials near the side facing the walls. How-

ever, the position of the interface at the sides facing the centre vial is almost

identical to the case of kside = 1. Examining the temperature and interface

position of the centre vial, we can note that they are also identical to the case

of kside = 1. Hence the value of kside = 0.5 is not sufficient for the edge vial

effect to influence the centre vial.

We can see that for the value kside = 0.1 at time τ = 1 there is already a

significant difference in temperatures at the sides facing the walls and temper-

atures at the sides facing the other vials (3K for edge and 4.5K for corner vial).

We can also note that the minimum temperature in the centre vial is 3K, 4K

higher than the minimum temperature inside the edge and corner vials, respec-
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tively. By the time τ = 4 the interface in the edge vials has already reached the

top of the vials. Moreover, the corner vial is almost completely solidified with

the interface progressing towards the centre vial. At the time τ = 8 all vials

apart from the centre one are completely frozen, and most of the corner vial

has reached the shelf temperature of 258K. The minimum temperature inside

the edge and corner vials is 5K and 7K lower than the minimum temperature

inside the centre vial, respectively. We can see that the interface in the centre

vial is no longer flat but in curved as the colder edge vials influenced it. We

can also note that the sides of the edge vials facing the corner vial are also at

lower temperatures to the sides opposite.
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Figure 6.2: kshelf = 0.76,kside = 1, τ = 1
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Figure 6.3: kshelf = 0.76,kside = 1, τ = 4
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Figure 6.4: kshelf = 0.76,kside = 1, τ = 8
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Figure 6.5: kshelf = 0.76,kside = 0.5, τ = 1
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Figure 6.6: kshelf = 0.76,kside = 0.5, τ = 4
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Figure 6.7: kshelf = 0.76,kside = 0.5, τ = 8
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Figure 6.8: kshelf = 0.76,kside = 0.1, τ = 1
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Figure 6.9: kshelf = 0.76,kside = 0.1, τ = 4
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Figure 6.10: kshelf = 0.76,kside = 0.1, τ = 8
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6.6 Summary
From the outputs of the model, it is clear that when kside≥ 1 the model predicts

relatively homogeneous samples and the edge effect is negligible. However, we

see that for values of kside = 0.1 or kside = 0.5 there is a noticeable contribution

of the walls of the freeze-dryer onto the temperature distributions in the vials.

Moreover, in the case of kside = 0.1, the effect penetrated through the edge

vials into the neighbouring centre vial.

The rate of freezing influences the size of ice crystals formed during the

freezing stage. In general, we would like to produce relatively large ice crystals

which during the drying stage would result in larger pore sizes and hence lower

mass transfer resistance [24]. However, the presence of the edge vial effect could

result in the formation of smaller ice crystals in the vials located at the edge

of the freeze-drying tray. These vials could experience longer drying times and

attain a higher temperature during the drying stage.

It is important to notice that this effect is very likely also present during

the drying stages of the process. Because of the heat applied during these

stages, the extra contributions of heat transfer to the vials might increase the

temperature of the product over a critical value. This could permanently dam-

age the product, for instance, by the temperature reaching a glass transition

value when the product losses its porous structure and collapses [38, 1]. There-

fore, understanding the extent to which vials are influenced by the edge effect

is important.

The heat transfer coefficient kside can be adjusted by laboratory or in-

dustrial design. In theory, a shielding could be implemented to mitigate the

effect.



Chapter 7
Chemical Model of Freezing

7.1 Introduction
Here we present a model of solidification that is based on the principles from

combustion theory. The idea is to formulate the freezing process mathemati-

cally as a chemical reaction whose fuel is the liquid water and the product is

solidified ice. It is important to stress that solidification is purely a physical

process and the chemistry mentioned above is assumed only in a mathematical

sense.

7.2 Chemical reactions
This section provides a short introduction to the basic principles behind the

kinetics of chemical reactions, which is the starting point of the proposed

model.

Suppose a chemical reaction takes fuel F and turns it into a certain amount

of product P and heat. Let ω denote the rate of the chemical reaction. It is

reasonable to assume that ω is temperature-dependent. This dependence can

be expressed in the form of an Arrhenius equation as

ω = Aexp
(
− Ea
RT

)
. (7.1)

Here, A is the pre-exponential factor, Ea is the activation energy of the reaction
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and is assumed to be constant, R is the universal gas constant and T is the

absolute temperature.

Let Y denote the mass fraction of the fuel present. Then, assuming that

the density of the fuel is independent of temperature, the evolution of Y and

T is given by

∂Y

∂t
= −Y ω, (7.2)

∂T

∂t
= D∇2T +Y

qω

cp
, (7.3)

where D is the thermal diffusivity, cp is the specific heat capacity and q a

constant representing the heat generated per unit of mass of fuel consumed.

We shall now reformulate the problem in terms of solidification processes.

7.3 The model

In the present model, we consider solidification to be a reaction whose rate

satisfies the Arrhenius law. However, we assume that instead of the absolute

temperature, the rate depends purely on the amount of supercooling ∆Ts of

the system. Moreover, we take the pre-exponential factor A to be linearly

dependent on ∆Ts. This additional dependence is added to the model to

ensure the correct behaviour of the temperature field. In particular, it will

later prevent the non-dimensional temperature from escaping into negative

values, which tended to happen without this additional term. Hence

ω = A∆Ts exp
(
− Ea

∆Ts

)
. (7.4)

Here Ea is again some analogue of the activation energy of the reaction.

Let f be the mass fraction of ice. Hence the fuel mass fraction is given by

Y = 1−f. Production of ice releases latent heat, H. Therefore, f will appear

as a source term in the temperature equation:
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∂T

∂t
=D∇2T + H

cp

∂f

∂t
. (7.5)

This equation is consistent with equation 7.3 for q =H and

Y ω = ∂f

∂t
.

Using the modified Arrhenius law we get

∂f

∂t
= A∆Ts(1−f)exp

(
− Ea

∆Ts

)
. (7.6)

Let us consider a semi-infinite strip of water occupying the region x ∈ [0,∞).

Furthermore let us assume that the water is initially at fusion temperature,

Tin. From time t > 0 the liquid is being cooled from the boundary at x = 0,

with rate proportional to T −Tsh, where Tsh is a parameter of the model. The

problem can be expressed in non-dimensional form as

∂θ

∂τ
= ∂2θ

∂x2 +β
∂f

∂τ
, (7.7)

∂f

∂τ
= Λ(1−f)(1− θ)exp

(
Ẽ

θ−1

)
, (7.8)

where ∆T = Tin−Tsh, Ẽ = Ea/∆T , β is the Stefan number given by

β = H

∆Tcp
, (7.9)

and Λ is the ratio

Λ = ∆TA
τref

. (7.10)

Here τref is a reference time scale taken to be L2/D, with L being a refer-

ence length scale. The initial conditions are θ(0,x) = 1 and f(0,x) = 0. The
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boundary condition at x= 0 becomes

∂θ

∂x
= Biθ, (7.11)

where Bi is the Biot number of the system. Lastly we impose a far field

condition θ→ 1 as x→∞, which closes the system.

7.4 Numerical results
In this section we present numerical solutions for the system (7.7)–(7.11). In

order to test the validity of the model proposed in this chapter, we analyse the

results against the small time solution of the sharp interface model discussed

in chapter 5. The results are compared to the sharp interface model (red line),

with the initial position of the interface at x = 0.1. The simulations were

computed over a range of the parameters Λ, Ẽ and β. The following plots

represent the values of the ice fraction f plotted against the time.

Figure 7.1: Comparison of the small time solution sharp interface and chemical
model with Λ = 1, Ẽ = 1 and β = 1.
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Figure 7.2: Comparison of the small time solution sharp interface and chemical
model with Λ = 5, Ẽ = 1 and β = 1.

Figure 7.3: Comparison of the small time solution sharp interface and chemical
model with Λ = 10, Ẽ = 1 and β = 1.
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Figure 7.4: Comparison of the small time solution sharp interface and chemical
model with Λ = 50, Ẽ = 1 and β = 1.

Figure 7.5: Comparison of the small time solution sharp interface and chemical
model with Λ = 100, Ẽ = 1 and β = 1.
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Figure 7.6: Comparison of the small time solution sharp interface and chemical
model with Λ = 1, Ẽ = 10 and β = 1.

Figure 7.7: Comparison of the small time solution sharp interface and chemical
model with Λ = 1, Ẽ = 0.5 and β = 1.
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Figure 7.8: Comparison of the small time solution sharp interface and chemical
model with Λ = 1, Ẽ = 0.1 and β = 1.

Figure 7.9: Comparison of the small time solution sharp interface and chemical
model with Λ = 1, Ẽ = 0.05 and β = 1.
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Figure 7.10: Comparison of the small time solution sharp interface and chemical
model with Λ = 1, Ẽ = 1 and β = 5.

Figure 7.11: Comparison of the small time solution sharp interface and chemical
model with Λ = 1, Ẽ = 1 and β = 10.
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The simulations show that increasing Λ and decreasing Ẽ both have the

effect of increasing the gradients of the ice fraction in the solidifying region,

although the Ẽ effect is more significant for smaller times. This is natural as

Ẽ acts as an energy barrier for the ice creation. The parameter β has the usual

role of controlling the rate of the ice-liquid interface progression.

7.5 Large β solution

We shall now seek an approximate solution to the system (7.7)-(7.11) for small

times, τ � 1. In the analysis that follows we assume that the Stefan number

of our system, β, is large. By this assumption, we can scale τ as

τ = β−1τ̃ , (7.12)

where τ̃ is strictly O(1). In order to keep the source term in equation (7.7),

we need to scale the ice fraction f as

f = β−1f̃ . (7.13)

Here, again, f̃ is an O(1) quantity. Substituting (7.12) and (7.13) into our

system (7.7)–(7.8) gives:

β
∂θ

∂τ̃
= ∂2θ

∂x2 +β
∂f̃

∂τ̃
, (7.14)

∂f̃

∂τ̃
= Λ(1−β−1f̃)(1− θ)exp

(
Ẽ

θ−1

)
. (7.15)

Therefore, up to the leading order of β, the diffusion term in (7.14) can be

neglected. Similarly in (7.15) we can use the approximation (1−β−1f̃) ≈ 1.

Hence we obtain

∂θ

∂τ̃
= ∂f̃

∂τ̃
, (7.16)

∂f̃

∂τ̃
= Λ(1− θ)exp

(
Ẽ

θ−1

)
. (7.17)
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Since initially, θ = 1, we get that θ = 1 for all τ̃ . However, we would expect a

thin boundary layer near x= 0, where the diffusion term is significant.

7.5.1 Boundary layer

To investigate the behaviour of the system near x = 0, we introduce a new

scaled coordinate

x= β−1/2x̃, (7.18)

with x̃=O(1). We shall also express the temperature field and the ice fraction

in a power series of β as

θ = 1 +β−1/2θ̃(x̃, τ̃) +β−1 ˜̃θ(x̃, τ̃) + . . . (7.19)

f = β−3/2 ˜̃f + . . . (7.20)

Substituting (7.18) and (7.12) into (7.7)-(7.8) we obtain:

∂θ

∂τ̃
= ∂2θ

∂x̃2 +β
∂f

∂τ̃
, (7.21)

β
∂f

∂τ̃
= Λ(1−f)(1− θ)exp

(
Ẽ

θ−1

)
. (7.22)

The boundary condition at x= 0 becomes

β1/2 ∂θ

∂x̃

∣∣∣∣∣
x̃=0

= Bi θ(0, τ̃). (7.23)

Substituting (7.19) and (7.20) into equations (7.21)–(7.22) and collecting

the powers of β we get that at the leading order, the system is given by

β−1/2 ∂θ̃

∂τ̃
= β−1/2 ∂

2θ̃

∂x̃2 +β−1/2∂
˜̃f

∂τ̃
, (7.24)

β−1/2∂
˜̃f

∂τ̃
= −β−1/2Λθ̃ exp

(
− Ẽ

β−1/2θ̃

)
. (7.25)
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Hence we can reduce the system to a single PDE for θ̃:

∂θ̃

∂τ̃
= ∂2θ̃

∂x̃2 −Λθ̃ exp
(
− Ẽ

β−1/2θ̃

)
. (7.26)

The exponential term in the above equation could be neglected provided

that Ẽ is sufficiently small. However, if Ẽ =O(β−1/2), then the term might be

significant. For now, let us assume the former and approximate the equation

(7.26) as
∂θ̃

∂τ̃
= ∂2θ̃

∂x̃2 −Λθ̃, (7.27)

subject to

θ̃(x̃,0) = 0, (7.28)
∂θ̃

∂x̃

∣∣∣∣∣
x̃=0

= Bi, (7.29)

and

θ̃→ 0 as x̃→∞. (7.30)

During slow solidification processes, the temperature of the system often

reaches a steady-state distribution before the interface progresses. Therefore,

we might expect similar behaviour to occur in our system. Hence we should

look for steady-state solutions to equation (7.27): this gives

θ̃ =− Bi√
Λ
e−
√

Λx̃, (7.31)

and the ice fraction ˜̃f is given by

˜̃f = τ̃
√

ΛBie−
√

Λx̃. (7.32)

The comparisons of the fully numerical and the small-time asymptotical

solutions are provided in the next section. The rest of this section is concerned

with the transition from the small-time solution to the system where τ =O(1).

When τ = O(1) we have that τ̃ → βτ . Then the equation (7.32) suggests
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that in the boundary layer region where x ∼ β−1/2 the ice fraction f is also

O(β−1/2). Therefore, for τ ∼ 1 we define

θ = 1 +β−1/2θ̄+ . . . , (7.33)

and

f = β−1/2f̄ + . . . . (7.34)

After substituting these into the original system we the equation reduces

to

0 = ∂2θ̄

∂x̃2 + ∂f̄

∂τ
, (7.35)

∂f̄

∂τ
= −Λθ̄. (7.36)

This is the same steady-state system as in the case of τ =O(β−1/2). Hence

the ice fraction is still confined to the boundary layer but it is growing in

amplitude.

Finally fo larger times, τ = β1/2τ̂ , where τ̂ = O(1). Here we expect f =

O(1) and expand θ as

θ = 1 +β−1/2θ̂+ . . . (7.37)

Hence the system reduces to a set of coupled non-linear equations

0 = ∂2θ̂

∂x̃2 + ∂f

∂τ̂
, (7.38)

∂f

∂τ̂
= Λ(f −1)θ̂. (7.39)

Subject to

∂θ̂

∂x̃

∣∣∣∣∣
x̃=0

= Bi, (7.40)

θ̂

∣∣∣∣∣
x̃→0

= 0, (7.41)
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and

f ∼ τ̂Λ1/2Bie−Λ1/2x̃ as τ̂ → 0+. (7.42)

This last system does not a a closed analytical solution, therefore we

change our attention to comparisions of small-time solution to the numerical

solution of the full non-linear system.

7.5.2 Comparison
Comparisons between the numerical and small-time asymptotic solutions are

given in the following figures.
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(b) τ = 0.01
Figure 7.12: Convergence to steady state solution θs.

Figure 7.12 demonstrates that the θ solution indeed converges to a steady-

state relatively quickly, whilst the ice fraction remains unchanged.

In figure 7.13 we can see that for a relatively long time the temperature

remains in the steady-state and the ice fraction is increasing. During this

period there is a reasonable agreement between the small-time approximating

and the numerical solutions. However, after τ ≈ 1 the temperature becomes

unsteady again and the small-time solution starts to break down as shown in

figure 7.14.
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(d) τ = 0.4
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(f) τ = 0.6
Figure 7.13: Progression of the ice fraction, temperature remains unchanged.
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(b) τ = 2
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(c) τ = 3

Numerical θ Numerical f

Small time θ Small time f

0.02 0.04 0.06 0.08 0.10

0.0

0.2

0.4

0.6

0.8

1.0

(d) τ = 4

Figure 7.14: Gradual breaking of the steady-state temperature solution and con-
tinuing progression of the ice fraction within the boundary layer.

7.6 Summary
We have presented a new model for solidification scenarios based on modelling

freezing as chemical reactions driven by the modified Arrhenius equation.

We have examined the resulting system of PDEs and developed approx-

imate asymptotical solutions valid within a small boundary layer. However,

in order to practically implement the current model, one needs to estimate

the values of Λ and Ẽ. One possible approach would involve comparing the

chemical model to standard freezing models.



Chapter 8
Discussion and conclusions

We started our discussion with a basic introduction to the principles and meth-

ods of freeze-drying. In this work, the first stage of freeze-drying, the freezing

stage was modelled as a specific type of free moving boundary problem, the

Stefan problem.

Throughout the chapters 2 to 4 we have adopted a level set method cou-

pled with compact finite differencing to solidification scenarios. In chapter 5

we have applied this method to three setting. Firstly, the method we compared

to an analytical solution for a simplified problem of freezing of a semi-infinite

slab and inward solidification of a cylinder. Then we have developed a simple

model of freezing of a single vial, which was further adapted to include the

effects of density change.

However, these models have taken the vial in isolation. In order to bet-

ter understand how the vials inside the freeze-drying chamber can influence

each other, we needed to simulate multiple vials at once. This motivated the

introduction of a two-stage model in chapter 6.

The two-stage model tried to capture the interaction between the vials

during the freeze-drying process. So far, the models used in mathematical

modelling of these processes heavily relied on the assumption that the heat

transfer inside the vials is radially symmetric. However, we have shown that

under certain conditions the “edge effect” caused by the extra heat transfer
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contribution from the sides of the freeze-dryer is not only present in the out-

ermost vials but can also penetrate the vials neighbouring them.

However, to fully understand the impact of this on the final product, we

would need to simulate all the stages of freeze-drying, rather than just the first

one. Also, to better improve the results, we should include different aspects of

the freeze-drying chamber into the analysis. These include the metal rail that

often surrounds the vials or the glass door of the chamber. Secondly, currently,

we are not taking into consideration the heat transfer inside the glass of the

vial. It is assumed that this effect can be captured by the heat transfer rate

coefficients in the boundary conditions of the setup.

Moreover, the simplistic geometry of the vial that we used throughout this

work might not be sufficient to describe the problem accurately. We have also

assumed that the vial bottoms are flat and hence they have perfect contact

with the shelf they sit on. However, we know that the bottom shape of the

vials is often concave, and hence the centre of the vial bottoms can experience

lower heat transfer rates compared to the edges.

Finally, we have presented a novel way of looking at solidification scenarios

inspired by chemical reactions. We have assumed that the freezing problem

could be set up as a chemical reaction driven by a modified Arrhenius equation.

We examined the problem asymptotically using the assumption of a large

Stefan number parameter. This allowed us to study the system in the boundary

layer located in the region of x = O(β−1/2), where β is a large solidification

parameter.

Although this model showed promise, in order to fully implement it, we

would also need a procedure of estimating the rest of the parameters. This

could be done, for instance, by numerically fitting them so that the whole

system would agree with the standard solidification models.

Due to the widespread use and importance, freeze-drying is still an ac-

tive area of research. In this work, we have demonstrated that some of the

modelling assumptions used today might not always be valid, especially for the
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vials located near the edge of the freeze-drying chamber. The hope is that bet-

ter modelling of these vials and understanding of the processes involved would

help us to mitigate the resulting heterogeneity of the product and decrease the

manufacturing costs as well as the cost related to wastage of the final product.

It is hoped that similar techniques could be applied to the drying stages.

This is despite the extra features and complications due to the need to accu-

rately capture the coupled heat and mass transfer as well as modelling escape

of water vapour through the dried product.



Appendix A
Two-stage Model Additional Figures

Figure A.1: kshelf = 0.76,kside = 1, τ = 2
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Figure A.2: kshelf = 0.76,kside = 1, τ = 3
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Figure A.3: kshelf = 0.76,kside = 1, τ = 5
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Figure A.4: kshelf = 0.76,kside = 1, τ = 6
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Figure A.5: kshelf = 0.76,kside = 1, τ = 7
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Figure A.6: kshelf = 0.76,kside = 0.5, τ = 2
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Figure A.7: kshelf = 0.76,kside = 0.5, τ = 3
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Figure A.8: kshelf = 0.76,kside = 0.5, τ = 5
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Figure A.9: kshelf = 0.76,kside = 0.5, τ = 6
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Figure A.10: kshelf = 0.76,kside = 0.5, τ = 7
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Figure A.11: kshelf = 0.76,kside = 0.1, τ = 2
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Figure A.12: kshelf = 0.76,kside = 0.1, τ = 3
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Figure A.13: kshelf = 0.76,kside = 0.1, τ = 5
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Figure A.14: kshelf = 0.76,kside = 0.1, τ = 6
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Figure A.15: kshelf = 0.76,kside = 0.1, τ = 7
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