
An iterative fragment-scheme for the ACKS2

electronic polarization model: Application to

molecular dimers and chains

Patrick Gütlein,† Jochen Blumberger,‡,¶ and Harald Oberhofer∗,†

†Chair for Theoretical Chemistry and Catalysis Research Center, Technische Universität

München, Lichtenbergstrasse 4, D-85747 Garching, Germany

‡Department of Physics and Astronomy, University College London, London WC1E 6BT,

UK.

¶Institute for Advanced Study, Technische Universität München, Lichtenbergstrasse 2 a,

D-85748 Garching, Germany.

E-mail: harald.oberhofer@tum.de

Abstract

The treatment of electrostatic interactions is a key ingredient in the force-field based

simulation of condensed phase systems. Most approaches used fixed, site-specific point

charges. Yet, it is now clear that many applications of force fields (FFs) demand more

sophisticated treatments, prompting the implementation of charge equilibration meth-

ods in polarizable FFs to allow the redistribution of charge within the system. One

approach allowing both, charge redistribution and site specific polarization, while at

the same time solving methodological shortcomings of earlier methods, is the first-

principles-derived atom condensed Kohn-Sham density functional theory method ap-

proximated to second order (ACKS2). In this work we present two fragment approaches
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to ACKS2, termed f-ACKS2 and a self-consistent version, scf-ACKS, that treat con-

densed phase systems as a collection of electronically polarizable molecular fragments.

The fragmentation approach to ACKS2 not only leads to a more transferable and

less system specific collection of electronic response parameters, but also opens up the

method to large condensed phase systems. We validate the accuracies of f-ACKS2

and scf-ACKS2 by comparing polarization energies and induced dipole moments for a

number of charged hydrocarbon dimers against DFT reference calculations. Finally,

we also apply both fragmented ACKS2 variants to calculate the polarization energy for

electron-hole pair separation along a chain of anthracene molecules and find excellent

agreement with reference DFT calculations.

1 Introduction

Nowadays, atomistic or coarse-grained force fields are an essential tool in the materials’

modeling community, enabling an efficient sampling of the phase space of condensed phase

systems.1–4 Whether based on training by ab-initio references or experimental properties,

or—recently—machine learned models, force fields allow molecular simulations of systems

that are too large for treatment with explicit electronic structure methods. They have been

used very successfully for the simulation of biological systems,5–7 catalysis,8,9 and energy

conversion materials like batteries10,11 or organic semiconductors.12,13

In all cases, the accuracy of force field approaches rests critically on their ability to

represent the different types of interaction between atoms or molecules.4,14,15 One key in-

gredient is the accurate description of electrostatic interactions, especially in systems where

small changes in the electrostatic potential strongly influence local properties, as, e.g., in

protein folding16 or excitation energy and charge transport.17,18 Therefore, earlier molecular

mechanics simulations frequently employed an inexpensive, but crude classical point charge

representation of the mean-field electrostatic interactions.19,20 In recent years, though, the

static, isotropic nature and lack of directionality of the simple point charge model were high-
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lighted,21–24 prompting the development of improved electrostatic models by either adding

off-center point charges or higher angular momentum terms like dipole and quadrupole

moments.25,26 Going further and incorporating the electronic many-body polarization in-

duced by local electrostatic potential changes—e.g. due to dynamical fluctuations of other

molecules, presence of excess charge carriers, or external voltages—in a classical interatomic

model framework is a difficult task.21,27 Indeed, polarization corrections so far exhibited

mixed successes compared to well-tuned non-polarizable force field parametrizations.28–31

Popular empirical models for the explicit polarization in force fields are the Drude oscilla-

tor (or core-shell)32,33 and the atomic inducible dipole (or distributed polarizabilities) ap-

proach,34,35 which employ a charge attached to the atomic nuclei by a harmonic spring or

atom-centered inducible point dipoles, respectively, to capture intra-atomic charge rearrenge-

ments. While they are very efficient and easy to implement, they exclude specific atom-atom

charge transfer terms and are difficult to parametrize thoroughly, raising the problem of sys-

tem transferability.36,37 On the contrary, the X-Pol38 (formerly MODEL39,40) method com-

bines a simplified semi-empirical quantum mechanical description of a molecule—including

its polarization—with the efficient force field representation of the intermolecular interac-

tion potential, to approximately maintain the non-classical nature of electrons. Along sim-

ilar lines, force field techniques have been combined with quantum chemical calculations of

molecular fragments to obtain atomic partial charges and molecular fragment dipole mo-

ments on-the-fly (i.e. every few picoseconds for protein simulations).41,42 While these ap-

proaches show promising accuracy and transferability, e.g. protein solvation in water,43,44

they suffer from a much increased computational cost compared to standard force fields.45

Finally, in an attempt to capture charge reorganization and polarization yet at the cost of

standard force fields, a population of fluctuating atomic charges, initially described by the

electronegativity equilibration method (EEM)46 has become a widespread choice for the de-

scription of electronic polarization. In the three and a half decades since EEM’s inception it

has undergone many refinements in the form of the charge equilibration (QEq),47 chemical
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potential equilibration (CPE),48 atom-atom charge transfer (AACT)49 and split-charge equi-

libration (SQE)50 schemes. However, many of these models suffer from overestimation of

the long-range charge transfer due to incorrect kinetic energy contributions to the electronic

many-body response. A recently suggested method for the calculation of electronic polar-

izaton, the atom-condensed Kohn-Sham density functional theory approximated to second

order (ACKS2),51,52 could alleviate these methodological drawbacks.

ACKS2 is a linear electronic response technique derived from first-principles, based on an

atom-projected description of the perturbative Kohn-Sham (KS) density functional theory

(DFT) electron density rearrangements induced by an external potential. In a recent study,

we developed a transferable Cartesian Gaussian basis set representation as first step towards

applying ACKS2 as a general electronic polarization contribution in force fields.53 We found

that ACKS2-calculated induced dipoles and polarization energies of organic molecules due

to simple external electrostatic perturbations were in excellent agreement with the results

of full DFT calculations. This suggests that ACKS2 could be a promising method for the

description of electronic polarization between molecules in the condensed phase. However,

so far ACKS2 has only been used to calculate the polarization response to a static external

electric field, not between two mutually polarizable entities like molecules. Therefore, in

order to make ACKS2 amenable to force field simulations, it is necessary to develop an

approach that describes the mutual polarization of molecules within the ACKS2 framework.

In this study, we introduce a fragment-approach to ACKS2 and treat the simulation

system as an assembly of polarizable molecular subunits. In this approach the intramolecular

and intermolecular polarization energy are accounted for at ACKS2 level under the constraint

that the total charge of each fragment is equal to the charge of the unperturbed fragment.

Hence, similarly to other polarization models, the method accounts for intramolecular but

not intermolecular charge redistribution. In the following section 2 we briefly summarize

the main concepts of ACKS2, before we describe in detail our new ACKS2 fragmentation

approach. The latter is validated against the perturbative KS-DFT parent method in section
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3 on a set of neutral and charged organic dimers, and illustrated further for a chain of organic

molecules carrying an excess electron and electron hole. Finally, concluding remarks are given

in section 4.

2 Theory

2.1 Atom-condensed Kohn-Sham DFT approximated to 2nd order

The atom-condensed Kohn-Sham density functional theory approximated to second or-

der,51,52 a recently developed extension to more traditional charge equilibration schemes,48

was demonstrated to be an accurate, yet transferable first-principles-based method for the

calculation of response properties, like the electronic polarization energies and induced dipole

moments.53 It describes electronic polarization in the presence of an external potential using

a simplified perturbative Kohn-Sham density functional theory approach within the limit of

linear response. The first-principles nature of this method has a number of distinct bene-

fits compared to empirical polarization models, in that all parameters of the ACKS2 model

have a direct physical meaning and can be derived exactly from DFT calculations.51,53 In

the interest of brevity, here we only give a brief overview of the method, necessary for the

derivation of the fragment scheme. For a more detailed description of the method we refer

the reader to references51,52 or our previous work.53

In ACKS2, the response of the electron density, ∆ρ, and the Kohn-Sham potential, ∆vKS,

to an external potential, ∆vext, is expanded in terms of atom centered basis functions gn (hm)

with expansion coefficients cn (dm),

∆ρ(r) =
N∑
n

cngn(r) (1a)

∆vKS(r) =
M∑
m

dmhm(r) . (1b)
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This atom-condensed representation of the electronic structure response is in principle

exact in the limit of a complete basis set. Given the atom-centered basis set expansions

of eq. (1), the parametrized matrix form of the KS-DFT linear response equation, i.e., the

working equation of ACKS2, reads


[ηn,n′ ]N,N −[On,m]N,M [Dn,1]N

−[Om,n]M,N [χm,m′ ]M,M 0

[D1,n]N 0 0




[cn,1]N

[dm,1]M

∆µ

 =


[−Vn,1]N

[0m,1]M

0

 (2a)

Px = −V . (2b)

The right hand side vector with elements [V]n =
∫
drgn(r)∆vext(r) represents the poten-

tial ∆vext of an external perturbation acting on the system, such as e.g. an external field.

The solution vector x = {cn, dm}, collects the expansion series coefficients for the change in

electron density and KS potential. The matrix P on the left hand side of eq. (2) encodes

the reduced KS-DFT ground state response information, condensed according to the choice

of basis set in eq. (1). It contains four different parameters, {ηi,j, χi,j, Oi,j, Di}, which are all

well-defined expectation values of the KS-DFT ground state electronic structure.

Two parameters, ηi,j and χi,j, require KS-DFT ground state orbitals and energies for

their calculation:

ηi,j =

∫∫
gi(r)

(
1

|r− r′|
+

∂2Exc[ρ]

∂ρ(r)∂ρ(r′)

)
gj(r

′)drdr′ (3)

χi,j =

∫∫
hi(r)

(
∂2EKS[vKS]

∂vKS(r)∂vKS(r′)

)
hj(r

′)drdr′ . (4)

The hardness kernel ηi,j accounts for the energetic cost of electronic polarization due to

changes in the electron density ∆ρ. The non-interacting linear response kernel χi,j accounts
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for the energetic cost of electronic polarization due to changes in the Kohn-Sham potential

∆vKS. The remaining two ACKS2 parameters, Oi,j and Di, are independent of the KS

electronic structure and depend only on the choice of the basis functions in eq. (1). Oi,j

is the overlap integral of basis functions for density and KS potential response: Oi,j =∫
gi(r)hj(r) dr, accounting for the energetic contribution of concerted changes of electron

density and KS potential. Di =
∫
gi(r) dr and ensures the conservation of total charge.

With these parameters, the total ACKS2 polarization energy of the system can be ex-

pressed as53

∆Epol. =
1

2

N,N∑
n,n′

cnηn,n′cn′ +
1

2

M,M∑
m,m′

dmχm,m′dm′ −
N,M∑
n,m

cnOn,mdm +
N∑
n

cnDn . (5)

2.2 Fragment-ACKS2

We here introduce a fragment-approach to ACKS2, termed fragment-ACKS2 or f-ACKS2.

The key idea here is to divide a large condensed phase system into smaller polarizable sub-

units or fragments, typically molecules, and account for the total electronic polarization in a

simulation cell by means of the individual fragment responses. Specifically, in this study the

f-ACKS2 technique is applied to evaluate the dielectric response contributions to the inter-

molecular interactions in dense phase media. Therefore, as illustrated for a benzene molecular

dimer in fig. 1, fragments are chosen to represent the entire simulation cell and consecutively

parametrized in a vacuum reference framework. This means, the f-ACKS2 matrices for each

fragment are calculated individually from the KS-DFT electronic ground state of an isolated

molecule in vacuum. Additionally, an effective interaction potential of the isolated ground

state charge density of each fragment is developed, which is used as external perturbation to

simulate the effect of neighbouring molecules in dense phase media. Solution of the f-ACKS2

equations then yields the electronic polarization of a vacuum-level parametrized fragment

embedded in a dense phase environment represented by vacuum-level charge potentials. This

way, the f-ACKS2 approach follows the spirit of force field techniques to treat contributions
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f-ACKS2 scheme

i) set polarizable units

f-ACKS2 

fragments

(e.g. molecules)  

A B

ii) evaluate parameters

• f-ACKS2 
matrices


• interaction 
potentials


vA (r) vB (r) 

PB PA 

iii) assemble and polarize

mutual

f-ACKS2

polarization

A B

Δv

ΔEpol, Δµ xA xB 

Figure 1: Illustration of the methodological steps of the f-ACKS2 approach for the mutual
polarization of two benzene molecules.

to the total energy on different footings based on e.g. chemical connectivity—bonded or non-

bonded—or distance measures—long-range vs. short-range. It provides a computationally

efficient tool to account for the electronic polarization between fragments, like molecules in

the condensed phase, and hence is ideally suited for use in molecular mechanics simulations.

In the following, the ACKS2 foundations of the three practical steps—i) fragmentation, ii)

parametrization and iii) mutual polarization—depicted in fig. 1 are assessed, starting from

the viewpoint of an ACKS2 matrix formulation of the entire simulation cell.

In a nutshell, the system cell fragmentation step is justified by theoretical arguments to

decouple the response between different fragments (sparsification), to change the ACKS2

framework from an embedded molecule to a vacuum-level reference electronic structure and

to set a suitable charge constraint. The parametrization step is concerned with the calcula-
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tion of the f-ACKS2 matrix elements and an efficient yet accurate inter-fragment interaction

potential. The fragment polarization step involves the solution of the f-ACKS2 matrix equa-

tions and numerical implementations to allow possible coupling between different fragments,

as well as correct evaluation of the response properties.

Step i), the partitioning of a simulation system in κ polarizable fragments is a new

concept to the ACKS2 theory, inspired by other constraint and fragmentation techniques

like fragment-orbital DFT.54 Similar schemes have been reported as ad hoc corrections in

charge equilibration schemes, where a molecule has been partitioned topologically in small

sub-units to avoid the erroneous superlinear scaling of molecular polarizabilities with increas-

ing size.49,55 The choice of fragments is in principle arbitrary, e.g. following atom proximity,

chemical connectivity or functional grouping. The use of molecules as polarizable sub-units

arises naturally in molecular condensed phase system like organic crystals or solvated pro-

teins. The f-ACKS2 technique represents a sparsification approach to the total electronic

response, which in the present study contains three conceptual approximations (fragmenta-

tion of the ACKS2 equations and methodological implications are derived in detail in the

supporting information). First, all ACKS2 matrix elements (Oi,j, ηi,j, χi,j) related to ba-

sis functions located on different fragments are set to zero, which prohibits the coupling of

the electronic response between different fragments. Note, any intra-fragment matrix ele-

ments are unchanged. The overlap matrix elements Oi,j (between density basis functions and

KS potential functions) generally depend on the radial decay of each function and the dis-

tance between them, which leads to small overlaps for well-separated molecular fragments.

Following the theorem of Unsöld,56 ACKS2 matrix elements of the non-interacting linear

response kernel χi,j related to different molecular fragments—i.e. at a large distance and

small electronic overlap between different atomic sites—are approximately zero.51 Similarly,

the exchange-correlation contributions to the hardness kernel ηi,j for semi-local functionals

such as PBE57 rapidly decay with increasing interatomic distances, yielding negligible inter-

molecular contributions to the ACKS2 matrix. Only the classical electrostatic interaction
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contribution to the hardness kernel is long-range in nature and goes well-beyond typical in-

termolecular distances in dense matter. However, the electronic response in dielectric media

(like an organic molecule) to an external potential and especially its induced change of the

potential at other fragments is reasonably small, and setting these contributions to zero is

a valid first approximation (depending on the system polarizability). The fragmentation

(sparsification) and its practical impact on the ACKS2 (intermolecular vs. intramolecular)

matrix elements are illustrated for a molecular dimer of benzene, see section 3.1. As model

refinement to f-ACKS2, mutual fragment response interactions due to classical electrostatic

contributions is implemented in an iterative, self-consistent field approach introduced in

section 2.3.

The second approximation in our fragmentation approach concerns the evaluation of the

ACKS2 parameters for the individual fragments. Executing and postprocessing a DFT cal-

culation for the entire simulation cell at every molecular dynamics or Monte Carlo simulation

step (and then set all inter-fragment matrix elements to zero anyways) is computationally

prohibitive in force field methods. One route to circumvent this is to sample a reasonable

number of relevant structures of the molecule embedded in the dense phase environment

and extract an estimate of their exactly calculated ACKS2 parameters (e.g. via averaging,

interpolation, or even machine-learning). In this study we opt for an even more transferable

approach, where the parameters of each fragment are derived from a reference DFT calcu-

lation of a single molecule in vacuum. Other fragments otherwise present in dense matter is

introduced by an approximate Coloumb response interaction potential (like a simple point

charge model), very much in the spirit of other force field techniques. Furthermore, a vac-

cuum reference parametrized f-ACKS2 model allows the evaluation of electronic polarization

contributions to the intermolecular interactions, which will be studied for a set of small

(partially charged) aromats below.

The third, and last, approximation concerns the constraint of the total charge due to

electronic rearrangemenets present in the ACKS2 method, c.f. last row in eq. (2), which
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necessitates a translation to fragment contributions in the f-ACKS2. Practically, this yields

two distinct choices. In a straightforward approach, a constraint is imposed on the overall

polarization charge, i.e. summation over all fragment charges is constant, which allows

charge-transfer between different sites. Thereby, charge equilibration is achieved in the entire

system and the responses of the individual fragments are effectively coupled by charge-

transfer energetics (any implementation requires a numerical solution of a coupled set of

linear equations). Alternatively, a charge constraint is imposed for each individual fragment

in f-ACKS2 preventing charge transfer between different sites. This is the approach taken

in this work. While it is expected to be a good approximation for the (adiabatic) ground

state of non- or weakly-polar systems, it is the natural choice for the modelling of the charge

localized (or (quasi)-diabatic) electronic states of electron transfer reactions58 and charge

transport in the condensed phase.59–61

Step ii), the parametrization process of the f-ACKS2 response matrices follows the stan-

dard ACKS2 model for each of the κ fragments in vacuum. The perturbation of a given

fragment A by the other fragments B is modeled by a sum of fragment potentials vAfrag,

∆vAext(r) =
κ∑

B 6=A

vBfrag(r) . (6)

The idea of an effective potential representation vBfrag here is a general concept and can

be tuned to specific numerical needs and applications. In order to avoid costly real space

integrals in the determination of the perturbation vector V, we chose a discrete represen-

tation based on fixed atom-centered point charges (fc), i.e. vBfrag = vBfc . The latter rep-

resents a simple Coulomb interaction term, but neglects higher fixed multi-pole terms or

exchange-correlation contributions between the fragments. While it would also be possible

to introduce, e.g. atom-centered multipoles, to describe fragment-fragment interactions, our

benchmark results presented in section 3 show that already such a simple representation is

able to capture most of the induced polarization effects.

Step iii), computing the (non-self-consistent) response for each individual fragment again
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self-consistent 
f-ACKS2

add. interfragment

coupling to Δρ

(non-self-consistent) 
f-ACKS2

interfragment

coupling to ρ0

vA

vBA

B vA

vBA

B

SCF 

Figure 2: Illustration of the effective interaction treatment in f-ACKS2 and scf-ACKS2.

follows standard ACKS2 methodology.

[VA]n =
κ∑

B 6=A

∫
gAn (r)vBfc(r)dr (7a)

PAxA = −VA . (7b)

The solution vector xA contains the expansion coefficients for electron density and Kohn-

Sham potential changes, cAn and dAm, of basis functions located at fragment A, c.f. eqs. (1a)

and (1b). Observables like polarization energy and dipole moment of the individual frag-

ments follow straightforwardly, see.53 The overall response is finally obtained by simple

superposition of the individual fragment electronic polarization,

∆µ =
κ∑
A

∆µA (8a)

∆Epol. =
κ∑
A

∆Epol.
A . (8b)
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2.3 Self-consistent fragment-ACKS2

With the introduction of a fixed atom-centered point charge representation vBfc , we provide

an effective interaction potential between f-ACKS2 fragments based on a simplified electronic

ground state charge distribution. However, the influence of mutual electronic polarization

interactions between different fragments have not yet been accounted for. Illustrated in fig. 2,

the presence of fragment A and its effective ground-state KS potential polarizes fragment B,

which in turn induces local potential changes and a response of fragment A, in turn changing

the potential on fragment A, and so on. In total, this yields a contribution vBresp to the local

potential of a fragment due to the polarization of all other fragments in the system

∆vAext(r) =
κ∑

B 6=A

vBfc(r) +
κ∑

B 6=A

vBresp(r) . (9)

A straightforward way to introduce coupling of the mutual polarization response interac-

tions is the addition of a is the addition of a Coulomb potential due to the response density,

vBresp =
∑N ′

n′ cn′
∫

1
|r−r′|gn′(r′)dr′,

∆vAext =
κ∑

B 6=A

vBfc(r) +
κ∑

B 6=A

N ′∑
n′

cBn′

∫
1

|r− r′|
gBn′(r′)dr′ . (10)

Note that the mutual response interaction term shown here for fragment A includes the f-

ACKS2 expansion coefficients cBn′ of the other fragments B. Thus, the new working equations

cannot simply be solved by a single matrix inversion of κ response-independent fragments,

as in f-ACKS2, because now, all fragment perturbations include the polarization of each

other and the individual fragment coefficients are interdependent. The interdependence of

the (atomic) inducible multipole moments leads to a large, yet sparse ACKS2 set of linear

equations for the total system (all fragments). The number of equations scales with the

number of basis functions and would introduce a considerable bottleneck in calculations on

large clusters/condensed phase systems. The blocks on the diagonal represent individual
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fragments (here parametrized from molecules in vacuum). All inter-fragment off-diagonal

elements introduce an approximate coupling, see second term in eq. (9), which is long-range

in nature due to the 1/r and 1/r3 decay of the electrostatic potential of (point) charges and

dipoles, respectively, and somewhat reduces the actual sparsity of the ACKS2 equations.

The difference between a fully fragmented f-ACKS2 and the coupled working equations is

illustrated for a two fragment system in figure 3.

An exact solution of the sparse polarization matrix is computationally very expensive,

instead it is often approximated to arbitrary accuracy following two general concepts (or

combinations thereof). In iterative solver techniques, the simulation cell is divided into

smaller subunits (with the smallest being an individual site) for which the individual po-

larization linear equations are solved, similar to the f-ACKS2 approach. The response of

the individual sites to an initially estimated charge distribution updates the local electro-

static potential prompting a new response, and so forth until self-consistency is reached.62,63

Alternatively, in time-dependent molecular dynamics simulations, the explicit polarization

degrees of freedom can be propagated directly from an initial solution by Lagrangian meth-

ods, which introduces an additional thermostat for the response.64,65 Here, we employ an

iterative self-consistency scheme, termed scf-ACKS2, where the response of each fragment is

fed step-wise into the external potential of other fragments until self-consistency is reached,

VA,{i} = VA
fc + VA

response(x
B,{i−1}) (11a)

[V A
fc ]n =

κ∑
B 6=A

∫
gAn (r)vBfc(r)dr (11b)

[V A
response]n(xB,{i−1}) =

κ∑
B 6=A

N ′∑
n′

c
B,{i−1}
n′

∫
gAn (r)

1

|r− r′|
gB

′

n′ (r′)drdr′ (11c)

The additional superscript {i} indicates the step number within the iterative scf-ACKS2

scheme. In the scf-ACKS2 scheme, all interaction integral vectors in Vfc and Vresponse are
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scf-ACKS2f-ACKS2

A, B intra-fragment blocks:

parameters from molecule in vacuum

η = A

B

vresp

𝟀 = A

B

0

0

O = A

B

0

0

η = A

B

0

0

𝟀 = A

B

0

0

O = A

B

0

0

vresp

Figure 3: Illustration of the different parameter elements in a direct matrix approach to
f-ACKS2 excluding and including the response coupling vresp (as a function of the charge
rearrengments ∆ρ only) between different fragments for a benzene molecular dimer.

constant and can be stored in memory, whereas the expansion prefactors xA ({cAn} and {dAm})

change with each iteration step, accounting for the mutual polarization response interaction.

Following the update of the perturbation vectors, solution of the ACKS2 matrix equation for

each fragment gives the individual expansion coefficient vectors, PAxA,{i} = VA,{i} ∀A ∈ κ.

Note, the solutions to the ACKS2 matrix equation of each fragment are interdependent, as

defined in eq. (11c). Efficient implementation strategies of the iterative solvers—including

initial guesses to the solution, preconditioning and propagation algorithms, e.g. flavors of

Jacobi and conjugate gradient methods—to compute reliable explicit polarization properties

at reasonable computational cost is a matter of ongoing research.62,63,66 Focusing on a proof-

of-principle in the present study, we include an intermediate linear mixing step for an update

of the ACKS2 density and KS-potential expansion coefficients xA mediated by a constant

mixing parameter τmix < 1,

xA,{i} → τmix · xA,{i} + (1− τmix) · xA,{i−1} . (12)

The iteration of the mutual electronic polarization interaction between different fragments
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is continued until self-consistency is reached, ensured by some termination criterion like

the maximum change of coefficients to be smaller than some threshold, (maxn({|xA,{i}n −

x
A,{i−1}
n |}) < τthreshold)∀A.

The scf-ACKS2 scheme is initiated by solution of the f-ACKS2 equations for each frag-

ment where the external perturbation includes the fixed charge distribution interaction po-

tential vBfc . That is, the expansion coefficients in the potential eq. (10) are set to zero for

the first step of the iterative scheme, c
B,{0}
n′ = 0. Hence, the initial polarization of each

fragment contains the electronic response due to the interactions with the fixed point charge

distribution of all other fragments. In principle, SCF convergence can in some cases further

be improved by using a different mixing constant τinit 6= τmix, for the first few steps. In prac-

tice, though, for most systems considered here this proved unnecessary, cf. supplementary

material.

The electronic response of the total system is obtained by summing up the polarization

energies of the individual fragments, but corrected for the double counting of the mutual re-

sponse polarization interaction contributions, where x represents the self-consistent solution

in the scf-ACKS2 scheme,

∆Epol.
scf−ACKS2 =

κ∑
A

∆Epol.
A − 1

2

κ∑
A

κ∑
B 6=A

xA ·VA
response(x

B). (13)

3 Results

3.1 Parametrization of f-ACKS2.

First, we highlight the impact of the above discussed approximate treatment of the f-ACKS2

parameters for a molecular dimer of a benzene taken from a single crystal (Pbca),67 where

each molecule represents one fragment. In fig. 4, the distributions and distance-dependence

of the various matrix elements of the total dimer are color-coded to illustrate the relative

importance of the individual contributions. Panel A displays the large difference of the
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exchange-correlation contributions to the hardness, ηxc, for a semi-local functional (PBE)

and a fast decay with inter-atomic distance. In Panel B, the Coulomb hardness distributions,

ηH, of inter- and intra-fragment are of similar shape, but slightly shifted by about half an

order of magnitude. The slow relative decay of these matrix elements reflects the (non-

negligible) long-range nature of the classical electrostatic interaction contribution of the

response. Panel C demonstrates similar behavior of the distributions of the non-interacting

linear response kernel, χ, with respect to intra- and interfragment contributions. However,

there is an extended tail in the intra-fragment distribution about two orders of magnitudes

larger than the inter-fragment counter-part, which can be expected to dominate the response

contributions. The same is reflected in the rather rapid relative decay of the matrix elements

with respect to inter-atomic distances. A similar, but less pronounced effect is visible in the

distribution and distance plot of the overlap matrix elements O. In fig. 5, the difference

of same-fragment ACKS2 matrix elements parametrized from the DFT electronic structure

of a molecule embedded in the simulation cell versus the molecule in vacuum is illustrated.

While both f-ACKS2 matrix elements exhibit broad distributions, they are at least one order

of magnitude smaller than the largest (dominating) values displayed in fig. 5. Note that the

slightly different distributions for the matrix elements of fragment A and fragment B are a

consequence of the effective overlap of basis functions due to their relative orientation.

3.2 Electronic polarization in molecular dimers A-B+

As a first demonstration, we apply the f-ACKS2 model for the electronic polarization be-

tween two charge-constrained molecules. Illustratively, we consider dimers of fairly small

organic molecules such as benzene (Pbca),67 naphthalin (P21/a),68 anthracene (P21/a)69

and tetracene (P1̄),70 where the first molecule (fragment A) is charge neutral, while the

second molecule (fragment B) carries a charge of +1.0e. The dimer geometries are extracted

from their respective single crystal structures, taking into account two or three different next

nearest neighbour site dimers. With this, we aim for a realistic test case of the electronic
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polarization of a molecule by an electron-hole constrained to another molecule (and vice

versa), as e.g. encountered during charge transport in organic semiconductors.

In a first step, we account for fixed-charge distribution interactions between the fragments

and exclude any mutual polarization response interactions. The approximate fixed-charged

interaction is represented by atom-centered point charges derived from an electrostatic po-

tential fit of the KS-DFT ground state charge distribution, c.f. fixed point charge potential

in eq. (6). The respective data are labelled ACKS2(PC) in fig. 6 and therafter. The full

electronic response reference data to validate the ACKS2(PC) simulation setup are obtained

from a perturbed KS-DFT calculation of the charge-constrained molecules. Therein, the ap-

proximate intermolecular interaction potential comes in two flavors: a full Coulomb potential

due to electron density and nuclear cores (DFT(FC)) and an atomic point charge approxi-

mation of the latter (DFT(PC)) via electrostatic potential fitting. The former is based on

a fragment-orbital (FO) DFT implementation54 in the FHI-AIMS code,71 which provides a

tool to get a self-consistent KS-DFT calculation of one molecule in the presence of the exact

Coulomb potential of the self-consistent charge distribution of another molecule. Further

methodological and numerical details of the DFT validation setup and properties are given

in the supporting information. A comparison between the different DFT models, DFT(PC)

and DFT(FC), allows us to gauge the error made by approximating the full Coulomb elec-

trostatic interaction potential by point charges. On the other hand, the difference between

DFT(PC) and ACKS2(PC) is the true test for the accuracy and validity of the ACKS2

eletronic polarization model with respect to the DFT parent method.

Figure 6 illustrates the polarization energies and induced dipole moments for each frag-

ment and provides comparison of the f-ACKS2 response model to the DFT data. Note that

the response of fragment B to the non-charged non-polar fragment A is very small and hence

more prone to small numerical inaccuracies due to the f-ACKS2 approximations. Assess-

ment of the polarization of fragment A by the positively charged molecule B is less subject

to numerical issues and hence of greater significance here. Generally, the trends of the polar-
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ization energy and the dipole moment agree well for fragment A, despite the different levels

of interaction potentials and electronic polarization response representations applied here.

Following the individual trends, we can decompose the influence of the different levels of elec-

tronic response treatment for these molecular dimer systems. DFT(PC) introduces a point

charge simplification to the full Coulomb intermolecular interaction potential in DFT(FC).

Hence, the differences between the DFT(FC) and DFT(PC) trends, black and blue in fig. 6,

represent an estimate of the validity of the first order multipole analysis fragment interaction

representation of the full Coulomb potential. For the small organic molecule dimers in fig. 6,

the mean unsigned realtive errors for the response—polarization energy and induced dipole

moment—of fragment A by the DFT(PC) model are 19% and 10%. Extension of the multi-

pole expansion series by including higher angular momentum terms like dipole moments and

quadrupole moments could provide a simple conceptional ansatz to improve the interaction

potential for even higher accuracies.72 The ACKS2(PC) model introduces an approximate

electronic response representation to the full KS-DFT polarization DFT(PC), both consid-

ering a point charge intermolecular interaction potential. The trends of the polarization

properties from both methods agree well with a slight offset due to underestimation by the

ACKS2 approach, yielding a relative mean unsigned error of 24% and 22% for the polar-

ization energies and induced dipole moments, respectively. Introduction of a larger or more

well trained basis set provides a pathway to improve the current ACKS2 model. Considering

fragment B, the ACKS2(PC) response matches the DFT(PC) polarization quite well, while

both partly show significant deviation from DFT(FC). Indeed, condensing the Coulomb in-

teraction potential into atom-centered point charge representations is quite inaccurate for

large non-polar molecules and can yield tremendous differences in the local perturbation

potentials.73,74

So far, we disregarded the mutual interaction between the response densities on each

fragment, however it can be crucial in non-polar system with strong electrostatic fields such

as e.g. a (partly) localized charge on a neighbouring fragment. Figure 7 illustrates the change
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of electronic polarization by addition of the iterative polarization response interaction of scf-

ACKS2 and its validation reference KS-DFT based on a full Coulomb perturbation potential.

Note, the scf-ACKS2 model includes different levels of approximations to the electrostatic in-

termolecular interaction treatment, a simple point charge representation for the fixed-charge

distribution and an ACKS2 basis set dependent representation of the mutual polarization

response, c.f. eq. (10). The response property trends of scf-ACKS2 generally exhibit good

agreement with the DFT validation data. Considering a self consistent polarization response

induces small changes of the polarization energies for fragment A and B, leading to further

energetic stabilization of the charge, which is about an order of magnitude smaller compared

to the polarization energy due to the fixed charge contribution in f-ACKS2, illustrated earlier

in fig. 6. The induced dipole moment of fragment B also increases notably, while it remains

approximately constant for fragment A. Fragment A does not undergo significant electronic

rearrangements during the iteration process, because the response density on the charged

fragment B is very small. In contrast, the local potential changes drastically for fragment

B compared to the simple fixed-charge contribution by the neutral fragment A and hence

increases its electronic response significantly compared to fig. 6.
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Figure 4: Comparison of inter-fragment and intra-fragment ACKS2 matrix parameters (de-
fined in section 2.1) and their dependence on the distances between the centre of the basis
functions for the nearest neighbour benzene molecular dimer of a single crystal.67
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3.3 Electronic polarization in A+-B− anthracene dimers.
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Figure 8: Structure and stacking geometry of anthracene molecular dimers.

We investigate the mutual electronic polarization of two anthracene molecules in different

relative orientations and distances, where anthracene molecular fragment A and B have a

charge of +1e and -1e, respectively. This is a simple model for electronic polarization in

an adjacent electron-hole pair or charge transfer exciton. Both anthracene molecules are

aligned with their long axes in the y direction, with the second anthracene placed next to

the first, shifted along the x-, y- or z-axis to sample a number of different dimer configurations

(cf. fig. 8). The non-self-consistent f-ACKS2 response to a fixed point charge intermolecular

interaction model is again validated by DFT(PC) and DFT(FC). The response properties,

induced dipole moment and polarization energy, are illustrated in fig. 9 for different relative

arrangements of the anthracene molecular dimer.

The simulation models for the electronic polarization show good agreement across all dif-

ferent relative arrangements of the anthracene molecular dimer. In fig. 9a, the KS-DFT elec-

tronic polarization by the approximate fixed point charge interaction potential, DFT(PC),

slightly underestimates (overestimates) the polarization energy of fragment A (fragment B)

compared to a full Coulomb representation, DFT(FC), while induced dipole moments exhibit

near-perfect coincidence for both methods. Similarly to the previous section, the f-ACKS2
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model tends to underestimate the response properties for all geometries. A more detailed list

of the relative deviations, see table 1, reveals a trend of increasing relative mean unsigned

error in the ACKS2 model with rising polarization perpendicular to the molecular bonding

plane of the anthracene fragments. We expect the latter two effects to be a consequence of

the small ACKS2 basis set representation employed.53

We include the mutual polarization interactions between the response of the different

fragments to obtain a self-consistent electronic polarization and illustrate the respective

change of induced dipole moments and polarization energies in fig. 9b. The trend of the

scf-ACKS2 response changes matches those of the DFT reference very well for the parallel

motion along the x-axis, while f-ACKS2—and in consequence the scf-ACKS2—still struggle

to represent the motion along the and z-axis and shearing of the molecular dimer. We expect

the latter to be a consequence of the underestimation of the response to the fixed-charge

interaction in fig. 9a, which accounts for the mutual polarization interaction contributions.

Table 1: Summary of the relative mean unsigned errors for the electronic polarization
properties of the A+-B− anthracene dimers displayed in fig. 9a, calculated following:

rmueDFT(PC)=
1
N

∑N
i (

x
DFT(PC)
i

x
DFT(FC)
i

− 1) and rmueACKS2(PC)=
1
N

∑N
i (

x
ACKS2(PC)
i

x
DFT(PC)
i

− 1)

rmue [%] ∆µDFT(PC) ∆Epol.
DFT(PC) ∆µf−ACKS2(PC) ∆Epol.

f−ACKS2(PC)

along x-axis
fragment A 0 32 13 19
fragment B 0 24 19 33

shearing
fragment A 0 14 17 20
fragment B 1 24 29 27

along z-axis
fragment A 1 16 22 24
fragment B 2 50 35 34
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3.4 Polarization energy of electron-hole pair in 1D chain.
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Figure 10: Illustration of the electronic polarization of a linear chain of anthracene molecules
containing an electron-hole pair, as a function of the number of separating molecules.

Finally, we study the stabilization of a separated electron-hole pair, located at two dif-

ferent molecular fragments, by the electronic response of its environment. To this end we

consider a chain of 50 anthracene molecules with a stacking pattern as shown in fig. 8, ”along

z”, and a stacking distance of 4.0�A. One molecule of the chain is positively charged and
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another one is negatively charged, all other molecules are neutral, with the number of neu-

tral molecules between the two charged molecules denoted by N . Hence, we consider chains

of the type (A)M -(A)+1-(A)N -(A)−1-(A)M , where (A) denotes an anthracene molecule and

M = 50−N−2
2

. The neutral fixed-charge distribution of the chain is again represented by

fixed atomic point charges, fitted to the KS-DFT-based electrostatic potential of the free

molecules. In order to show screening effects stabilizing the charged molecules we place

them at different separations along the chain, starting with a configuration where they are

directly adjacent to each other, in analogy to section 3.3. The total electronic response of

the anthracene molecule chain is depicted in fig. 10a as a function of N . To focus on the

polarization effect solely due to the electon-hole pair, we subtract the polarization energy of

the chain where all 50 molecules are neutral,

∆∆Epol. = ∆Epol.[electron-hole]−∆Epol.[neutral] (14)

∆|∆µ(z)| =
κ∑
A

∆|µ(z)[electron-hole]| −
κ∑
A

∆|µ(z)[neutral]| . (15)

The total polarization energy as a function of N exhibits a rather unexpected trend.

At first, it strongly decreases with increasing N , goes through an energy minimum at N=3

and then increases to reach a plateau at about N=12-15. We explain this observation

by two opposing trends. At an initially large distance, both the positively and negatively

charged molecule lead to polarization of neutral molecules only, as displayed in fig. 10b

for N=15, and effectively act like independent charge carriers in a large one-dimensional

chain of non-charged anthracene molecules. Once the electron-hole pair separation decreases,

here at N=12-15, the charge carriers start to polarize each other, while at the same time

the polarizability of a negatively (positively) charged anthracene is greater (lesser) than a

neutral molecule. In the present one-dimensional chain, the gain in polarization by the

electron-carrier outperforms loss in polarization by the hole-carrier and yields a net growth
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in polarization energy with decreasing N . On the other hand, several neutral molecules in

the chain are exposed to the presence of two charge carriers for small separations of the

electron-hole pair. Thereby, the dielectric response of the N intermediate neutral molecules

is bumped up linearly due to a simple amplifying superposition of opposite point charge

interaction potentials. However, the anthracene molecules outside the electron-hole pair

perceive the presence of the latter as finite dipole moment, similar to an ideal point dipole

which exhibits stronger locality than an ideal point charge. As N decreases, the dipole

perturbation potential contribution increases and polarization energy decreases, which starts

to dominate eventually at N=3 in the one-dimensional chain here. On the contrary, we find

that the absolute value of the induced dipole moment steadily grows with increasing electron-

hole separation. This effect levels off until it reaches a plateau at N=15-20. For large N

the polarization energy approaches the polarization energy of two non-interacting charges

(dashed line), as it should. The induced dipole moments per anthracene molecule display

a larger effective range-dependency, c.f. N=15 plot in fig. 10b. Hence, the point-dipole-

like contributions to the intermolecular perturbation potential dominate the trend of the

total dipole moment and overshadow any polarizability effects of the charged anthracene

molecules. Figure 10b thus explains the mismatching trends of the polarization energy (dip

at N=3) and the induced dipole moment (no dip) observed in fig. 10a.

Overall, only a few molecules adjacent to the electron or hole carriers significantly con-

tribute to the ∆∆Epol. and ∆|∆µ(z)|. This observed locality of the response in even a low

dielectric system such as the here treated organic semiconductor chain opens up the f-ACKS2

method for use in efficient force field calculations based e.g. on neighbor lists.

Figure 10a further illustrates the impact of polarization response self-consistency intro-

duced in the scf-ACKS2 approach. As expected, the energetic stabilization and induced

dipole moments increase compared to the non-self-consistent treatment. Despite a rather

small difference, the non-iterative f-ACKS2 approach predicts the largest polarization stabi-

lization for a spacing of two molecules, while the scf-ACKS2 yields three spacing fragments.
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Finally, in order to gauge the importance of f-ACKS2/scf-ACKS2 polarization compared

to the total electrostatic energy, we also need to account for the interaction between the two

charge carriers themselves, not currently included in our approach. Instead we compute them

with a simple Coulomb model based on our point charge representation of the electrostatic

potential. A more detailed description of this approximation can be found in the supporting

information. The total electrostatic energy of the molecular chain calculated using this

model is depicted in section 3.4. While the total electrostatic interaction energy in this

system is dominated by the contributions of the (unpolarized) fixed-charge contribution, the

electronic polarization energy as obtained by ACKS2 calculations yields a notable energetic

stabilization, particularly at medium to large electron-hole separations. On the other hand,

the mutual polarization response as described by our scf-ACKS2 scheme is almost negligible

on the energy scales in section 3.4 and may therefore be regarded as a high-accuracy option

for specific simulation targets.
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E c
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fc + f-ACKS2
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Figure 11: Illustration of the total electrostatic interaction energy of a one-dimensional
chain of anthracene molecules based on a simple fixed-charge interaction model (fc) and
f-ACKS2/scf-ACKS2 electronic polarization.
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4 Conclusion

In summary, here we have introduced a novel fragment-based approach to ACKS2 that

allows us to calculate the electron density response, electronic polarization energy and in-

duced dipole moments of molecules in condensed phase molecular systems. We presented a

detailed discussion of the fundamental approximations within the f-ACKS2 approach, with

particular focus on the applied perturbation treatment, based on fixed-charge distribution

interactions. These can optionally be augmented by a self-consistent mutual polarization re-

sponse contribution. Validation of the electronic polarization contribution from f-ACKS2 and

scf-ACKS2 show reasonable accuracy compared to full KS-DFT for different singly-charged

organic molecular dimers of as well as various relative orientations of an electron-hole dimer.

Already a simple point charge representation of the intermolecular perturbation potential

was shown to account for the majority of the molecular polarization. A more accurate

representation of the unperturbed electrostatic potential of molecules through inclusion of

higher order multipole terms can be expected to further improve the f-ACKS2 electronic

response. Additionally, future development of more flexible response basis sets beyond the

simple s-p Gaussian basis used here should further improve the accuracy of the ACKS2

method compared to the parent-DFT method.

Finally, a 1D chain of anthracene molecules showcased the ability of the f-ACKS2 and

scf-ACKS2 approaches to include first-prinicples-based electronic polarization in large molec-

ular systems at a negligible cost compared to explicit electronic structure calculations. The

present work is an important step towards force field development with ACKS2-based elec-

tronic polarization.

5 Methods

Throughout this study, DFT reference calculations as well as the KS electronic structure

dependent ACKS2 parameter evaluations were carried out with the FHI-aims full potential all
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electron DFT simulation package.71 We applied the PBE generalized gradient approximated

density functional and electron spin was treated explicitly. Integrations were conducted using

“tight” integration grids with wave functions expanded in a tier 2 numeric atomic orbital

basis, to ensure the numerical convergence of our results.

6 Contributions

The initial idea to the project was conceived by J.B. and H.O., all authors contributed to

the derivation of the (sc)f-ACKS2 method. P.G. conducted all implementation work and all

calculations presented here. P.G. wrote the first draft of the manuscript, later corrected by

J.B. and H.O.

7 Competing Interests

The authors declare no competing interests.

8 Data Availability

Training data for the Gaussian parametrization as well as raw data of the test-sets are

available for free at the media server of the Technical University of Munich at the following

link https://mediatum.ub.tum.de/1546236.

9 Code Availability

All software used in this work is present as an in-house proof-of-concept Python package to

be made available upon reasonable request.

32



Acknowledgement

The authors gratefully gratefully acknowledge support from the Solar Technologies Go Hy-

brid Initiative of the State of Bavaria. P.G. further acknowledges the support of the Technis-

che Universität München – Institute for Advanced Study, funded by the German Excellence

Initiative (and the European Union Seventh Framework Programme under Grant Agreement

№291763). H.O. acknowledges support from the German Research Foundation (DFG), pri-

ority program 1928 COORNETS, Grant OB425/3-1. J.B. acknowledges TUM-IAS for the

award of a generous Hans-Fischer Fellowship.

Supporting Information Available

References

(1) Plimpton, S. Fast Parallel Algorithms for Short-Range Molecular Dynamics. Journal

of Computational Physics 1995, 117, 1–19.

(2) Sun, H. COMPASS: An ab Initio Force-Field Optimized for Condensed-Phase Ap-

plicationsOverview with Details on Alkane and Benzene Compounds. The Journal of

Physical Chemistry B 1998, 102, 7338–7364.

(3) Brooks, B. R.; Brooks III, C. L.; Mackerell Jr., A. D.; Nilsson, L.; Petrella, R. J.;

Roux, B.; Won, Y.; Archontis, G.; Bartels, C.; Boresch, S.; Caflisch, A.; Caves, L.;

Cui, Q.; Dinner, A. R.; Feig, M.; Fischer, S.; Gao, J.; Hodoscek, M.; Im, W.; Kucz-

era, K.; Lazaridis, T.; Ma, J.; Ovchinnikov, V.; Paci, E.; Pastor, R. W.; Post, C. B.;

Pu, J. Z.; Schaefer, M.; Tidor, B.; Venable, R. M.; Woodcock, H. L.; Wu, X.; Yang, W.;

York, D. M.; Karplus, M. CHARMM: The biomolecular simulation program. Journal

of Computational Chemistry 2009, 30, 1545–1614.

(4) Senftle, T. P.; Hong, S.; Islam, M. M.; Kylasa, S. B.; Zheng, Y.; Shin, Y. K.; Junker-

33



meier, C.; Engel-Herbert, R.; Janik, M. J.; Aktulga, H. M.; Verstraelen, T.; Grama, A.;

van Duin, A. C. T. The ReaxFF reactive force-field: development, applications and

future directions. npj Computational Materials 2016, 2, 15011.

(5) Mackerell Jr., A. D. Empirical force fields for biological macromolecules: Overview and

issues. Journal of Computational Chemistry 2004, 25, 1584–1604.

(6) Vanommeslaeghe, K.; Hatcher, E.; Acharya, C.; Kundu, S.; Zhong, S.; Shim, J.; Dar-

ian, E.; Guvench, O.; Lopes, P.; Vorobyov, I.; et al., CHARMM general force field:

A force field for drug-like molecules compatible with the CHARMM all-atom additive

biological force fields. Journal of Computational Chemistry 2009, NA–NA.

(7) Futera, Z.; Blumberger, J. Adsorption of Amino Acids on Gold: Assessing the Accuracy

of the GolP-CHARMM Force Field and Parametrization of Au–S Bonds. Journal of

Chemical Theory and Computation 2019, 15, 613–624.

(8) Mueller, J. E.; van Duin, A. C. T.; Goddard, W. A. Development and Validation of

ReaxFF Reactive Force Field for Hydrocarbon Chemistry Catalyzed by Nickel. The

Journal of Physical Chemistry C 2010, 114, 4939–4949.

(9) Thiel, W. Computational Catalysis—Past, Present, and Future. Angewandte Chemie

International Edition 2014, 53, 8605–8613.

(10) Yun, K.-S.; Pai, S. J.; Yeo, B. C.; Lee, K.-R.; Kim, S.-J.; Han, S. S. Simulation Pro-

tocol for Prediction of a Solid-Electrolyte Interphase on the Silicon-based Anodes of a

Lithium-Ion Battery: ReaxFF Reactive Force Field. The Journal of Physical Chemistry

Letters 2017, 8, 2812–2818.

(11) Heenen, H. H.; Voss, J.; Scheurer, C.; Reuter, K.; Luntz, A. C. Multi-ion Conduction

in Li3OCl Glass Electrolytes. The Journal of Physical Chemistry Letters 2019, 10,

2264–2269.

34



(12) Rühle, V.; Lukyanov, A.; May, F.; Schrader, M.; Vehoff, T.; Kirkpatrick, J.;

Baumeier, B.; Andrienko, D. Microscopic Simulations of Charge Transport in Disor-

dered Organic Semiconductors. Journal of Chemical Theory and Computation 2011,

7, 3335–3345.

(13) Giannini, S.; Carof, A.; Blumberger, J. Crossover from Hopping to Band-Like Charge

Transport in an Organic Semiconductor Model: Atomistic Nonadiabatic Molecular

Dynamics Simulation. The Journal of Physical Chemistry Letters 2018, 9, 3116–3123.
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