
  

 

 
Abstract— In this study, we propose a dynamic Bayesian 

network (DBN)-based approach to behavioral modelling of 

community dwelling older adults at risk for falls during the daily 

sessions of a hologram-enabled vestibular rehabilitation therapy 

programme. The component of human behavior being modelled 

is the level of frustration experienced by the user at each 

exercise, as it is assessed by the NASA Task Load Index. Herein, 

we present the topology of the DBN and test its inference 

performance on real-patient data. 

 
Clinical Relevance— Precise behavioral modelling will 

provide an indicator for tailoring the rehabilitation programme 

to each individual’s personal psychological needs. 

I. INTRODUCTION 

More than 1/3 of the population over 40 years old faces 
some kind of vestibular disorder leading, in most cases, to 
dizziness and imbalance [1]. Benign paroxysmal positional 
vertigo (BPPV) is the most commonly reported vestibular 
disorder accounted for approximately half of cases [2]. 
Vestibular Rehabilitation Therapy (VRT) has been shown to 
be very effective for persons suffering from dizziness and 
balance impairments; VRT decreases duration and intensity of 
symptoms (e.g. dizziness and postural instability) and lessens 
the number of falls and fear of falling [3-5]. During supervised, 
home-based VRT, behavioral outcomes, such as enjoyment 
and adherence, are associated with interpersonal behaviors 
psychological needs (i.e. satisfaction and frustration) [6]. 

According to the NASA Task Load Index (TLX), the 
subjective workload one individual perceives during his/her 
interaction with various human-machine interface systems can 
be defined as a combination of: (i) the mental demand, (ii) the 
physical demand, (iii) the temporal demand, (iv) the 
performance, (v) the effort, and (v) the frustration [7, 8]. In 
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particular, the frustration level is assessed through the question 
“How insecure, discouraged, irritated, stressed and annoyed 
versus secure, gratified, content, relaxed and complacent did 
you feel during the task?”. The frustration scale in the NASA-
TLX focuses on the psychological impact of a task on the 
subject, and, specifically, frustration, was significantly 
correlated with the overall workload.  Equally important, 
frustration was shown to provide useful information in 
distinguishing among types of activities.  

In the HOLOBALANCE study [9], the estimation of the 
frustration level time course one individual experiences during 
a balance rehabilitation exercise session is treated in the 
context of dynamic Bayesian networks (DBNs). A number of 
literature studies adopt DBNs for representing and modelling 
sequential temporal data and processes, among which human 
behavior inference [10-14]. DBNs may represent a dynamic 
stochastic process using a probabilistic directed graphical 
model (i) considering the degree of uncertainty in the 
examined dynamical system, (ii) allowing reasoning about 
both spatial and temporal dynamics in a system, and (iii) 
combining knowledge elicited by the experts and a 
parameterized (data-driven) solution. 

II. MATERIALS AND METHODS 

A. Theoretical Formulation of Behavioral Modelling as a 

DBN Learning Problem 

As it is shown in Fig. 1, we consider that each exercise 
session encompasses 𝑇 discrete tasks 𝑇𝑎𝑠𝑘𝑖, with 𝑖 = 1, … , 𝑇, 
which define accordingly an equal number of time points 𝑡𝑖. 
The identification of one individual’s frustration level during 
each task can be formulated as a sequence learning problem. 

Let us denote 𝑈(𝑡) ∈ 𝑅𝑑 and 𝑌(𝑡) the vector of input variables 
(i.e. an individual’s context) and the output variable (i.e. 
frustration level), respectively, pertaining to the task 
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performed at time 𝑡. Assuming that one individual’s frustration 

during a task is affected by the current observations 𝑈(𝑡) and 

historical states 𝑍(𝑡−𝑘𝛥𝑡) of the underlying system (i.e. 
behaviour of an individual during a set of consecutive tasks), 
with 𝑘𝛥𝑡 denoting the history length and 𝑘 > 0, the posterior 

probability 𝑃(𝑌(𝑡)|𝑈(𝑡), 𝑍(𝑡−𝑘𝛥𝑡)) can be estimated by 

employing inference and parameter/structure learning 
algorithms of the DBN class. 

DBNs represent and estimate probability distributions over 

trajectories, 𝑃(𝑍(0), 𝑍(1), … , 𝑍(𝑇)), i.e. a system that is 

dynamically changing or evolving over time [15].  The state of 
the system at time 𝑡 is represented by a set of random variables: 

 𝑍(𝑡) = {𝑈(𝑡), 𝑋(𝑡), 𝑌(𝑡)}, t = 0, … , T 

where 𝑈(𝑡), 𝑋(𝑡), and 𝑌(𝑡) represent the input, hidden and 
output variables of the model, respectively. A DBN is defined 
as a pair (𝐵1, 𝐵→), where 𝐵1 is a Bayesian network associated 

with an initial state distribution of the state variables 𝑃(𝑍(0)) 

and 𝐵→ is a two-slice temporal Bayes net (2TBN) which 

defines the transition model 𝑃(𝑍(𝑡)|𝑍(𝑡−1)) (a first order 

Markov model). 𝐵1 and 𝐵→, which convey the stochastic 
dynamics of the examined system, are defined by: 

 𝑃(𝑍(0)),  𝑍(0) = {𝑍1
(0)

, 𝑍2
(0)

, … , 𝑍𝑑
(0)

} 

 𝑃(𝑍(𝑡)|𝑍(𝑡−1)) = ∏ 𝑃 (𝑍𝑖
(𝑡)

|𝑃𝑎(𝑍𝑖
(𝑡)

))𝑁
𝑖=1  

where 𝑍𝑖
(𝑡)

 is the ith random variable (or node) at time 𝑡, and 

𝑃𝑎(𝑍𝑖
(𝑡)

) are the parental nodes of 𝑍𝑖
(𝑡)

 in the current or 

previous slice. DBNs obey the Markov assumption and the 
assumption of time invariance. Thus, by unfolding the 2TBN 
in time, the joint probability distribution for a sequence of 
length 𝑇 is given by: 

 𝑃(𝑍1:𝑇)∏ ∏ 𝑃 (𝑍𝑖
(𝑡)

|𝑃𝑎(𝑍𝑖
(𝑡)

))𝑑
𝑖=1

𝑇
𝑡=1  

B. Methodology of DBN Model Development 

The development of the HOLOBALANCE DBN entails: 

(i) the specification of the state space 𝑍(𝑡), (ii) the specification 
of the structure of the DBN (i.e. inter-time-slice, and intra-
time-slice edges), (iii) the initialization of the state distribution 

𝑃(𝑍(0)) and the conditional probability distributions 

𝑃(𝑍(𝑡)|𝑍(𝑡−1)) (Model 𝑀0), (iv) Expectation-Maximization 

(EM) learning of the model’s parameters (Model 𝑀𝐸𝑀), (v) the 
inference of the probability of frustration given the evidence 

(𝑒) of observed dynamic or static data 𝑃(𝐹𝑟𝑢𝑠𝑡𝑟𝑎𝑡𝑖𝑜𝑛|𝑒), and 
(vi) the evaluation of the performance of 𝑀𝐸𝑀 using well-
defined classification metrics. 

A. Model Specification 

Fig. 2 depicts the current definition of the 

HOLOBALANCE DBN structure; the state variables 𝑍(𝑡) =

{𝑈(𝑡), 𝑋(𝑡), 𝑌(𝑡)} and the cross-sectional (intra-slice) as well as 

temporal (inter-slice) connectivity among them. Frustration’, 
which is defined as a 3-class variable (i.e. Low, Moderate, 

High), constitutes the output 𝑌(𝑡) of the DBN, whereas the 

input 𝑈(𝑡) is drawn on the baseline (static variables) and 
observed (dynamic) data shown in Table I [16]. To reduce 
complexity, the ‘Frustration’, ‘Symptoms’ and ‘Performance’ 
are defined as Leaky Noisy-MAX nodes. Conforming with the 
Markov assumption, the order 𝑘 of the identified temporal arcs 
is equal to 1. We have identified 3 temporal arcs capturing the 
persistent effect of ‘Symptoms’, ‘Frustration’ and ‘Stress’ as it 
is transferred from time slice 𝑡 to time slice 𝑡 + 1. For 
notational simplicity, we assume each sequence is of the same 
length, the sequence length 𝑇 of the process is set to 5. 

B. Model Initialization and Learning 

The state distribution 𝑃(𝑍(0)) and the conditional 

probability tables (CPTs) expressing 𝑃(𝑍(1)|𝑍(0)) (Model 

𝑀0) were initialized using expert knowledge. Learning 
algorithms of the topology of the DBN or its parameters will 
be methodically specified once the HOLOBALANCE dataset 
becomes available. Model selection depends on the 

observability of the state variables 𝑍(𝑡)  (full observability or 

 

 
Figure 1.  Schematic representation of the mapping of an exercise 

session input/output variables to DBNs graphical notation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

TABLE I.  THE DATASPACE IN HOLOBALANCE STUDY 

T
e
m

p
o

ra
l 

V
a
r
ia

b
le

s Symptoms 
Headache symptoms scale; Dizziness rating 
scale; Disorientation; Blurry/jumpy vision 

Stress Level Stress level before / during /after the task 

Prompts Re-instructions 

Qualitative 

Task Data 

Mental demand; Physical and temporal 
demand; Performance score; Adherence to 

instructions 

Treatment 

Variables 

The weekly program with the tasks/exercises 

to be performed daily 

C
o

n
st

a
n

t 
V

a
r
ia

b
le

s 

Personal 

Characte-

ristics 

Socio-demographic information: Year of 

birth, gender, education, occupation, marital 

status, experience with technology, other; 
Social support: Significant others, carers; 

Adherence history: How compliant the 

patient was in previous rehabilitation plans  

Medical 

Condition 

Outcome 

Measures 

The Montreal Cognitive Assessment 
(MOCA); The Rapid Assessment of Physical 

Activity (RAPA); The World Health 

Organisation Disability Assessment 
Schedule 2 (WHODAS 2.0); The Cambridge 

Neuropsychological Test Automated Battery 

(CANTAB); The Activities Specific Balance 
Confidence Scale (ABC-Scale); The Falls 

Efficacy Scale – International (FES-I); The 
EQ5D The Environmental Mobility Scale 

(EMS); The Mini BESTest Functional Gait 

Assessment (FGA); The Dizziness Handicap 
Inventory (DHI) 

Symptoms 

Vertigo, dizziness, nausea, imbalance, falls, 

difficulty walking in darkness, motion 

sickness, visual vertigo, lightheadness, 
drunken feeling, deviation during walking, 

disorientation, cervicalgia, Tumarkin attacks 

 



  

partial observability in the existence of missing values or 
hidden variables) as well as on the prior knowledge of the 
complete topology of the DBN graph.  

C. Model Evaluation 

Let us denote with 𝑃𝑝, the 𝑝𝑡ℎ  patient participating in the 

HOLOBALANCE study. Each exercise session generates a 

sequence of values, with 𝑉𝑖,𝑗,𝑝
(𝑡)

 denoting the value of variable 𝑉𝑖 

observed at time 𝑡 (𝑡 = 1, … , 𝑇) on 𝐷𝑎𝑦𝑗   (𝑗 = 1, … , 𝑁) for 

patient 𝑃𝑝. We recall that 𝑉 ∈ 𝑍 = {𝑈, 𝑋, 𝑌}. A separate 

dataset 𝐷𝑝 = {𝑉𝑖,𝑗
(𝑡)

|𝑡 = 1, … 𝑇,   𝑖 = 1, … 𝑑,   𝑗 = 1, … , 𝑁} is 

constructed for each subject containing the data sequences 
pertaining to daily exercise sessions. DBN model training and 
evaluation can be performed: (i) individually such that 𝐷𝑝 =

{𝑠𝑗|𝑗 = 1, … , 𝑁} = {𝑉𝑖
(𝑡)

|𝑡 = 1, … 𝑇,   𝑖 = 1, … 𝑑, }, and (ii) 

globally by concatenating 𝐷𝑝 for 𝑝 = 1, … , 𝑃, such that 𝐷 =

{𝑉𝑖,𝑗,𝑝
(𝑡)

|𝑡 = 1, … 𝑇,   𝑖 = 1, … 𝑑,   𝑗 = 1, … , 𝑁,   𝑝 = 1, … , 𝑃}. A 

repeated sampling scheme will be employed to build and 
estimate the classification performance of the DBN model, 
considering internal tuning of model’s hyper-parameter. 
Model evaluation will be based on well-defined performance 
measures for multi-class problems [17]. 

D. Inference 

Inference of the 𝑃(𝐹𝑟𝑢𝑠𝑡𝑟𝑎𝑡𝑖𝑜𝑛|𝑒), where 𝑒 denotes the 
evidence of observed dynamic or static data, constitutes a 
filtering problem; the current belief state is computed given all 
evidence from the past  𝑃(𝑋𝑡|𝑦1:𝑡). The Clustering algorithm 
has been currently evaluated for exact inference [16]. 
Nonetheless, considering exact inference is computationally 
intensive in discrete-state models, approximate deterministic 
or stochastic inference algorithms will be examined as well. 

III. RESULTS 

Currently, we have tested the inference performance of the 
DBN model 𝑀0 on 5 real data trajectories. Each patient 
performed up to 36 exercises, which are all the flowchart 
exercises with progressions, using the HOLOBALANCE 
sensing module, whereas ‘Frustration’ was assessed after 
exercise was performed. Fig. 3 depicts the time series of the 

dynamic variables during the last 𝑇 time points of the exercise 
session for 2 indicative subjects, where we observed a 
considerable variation of the frustration level during the 
respective exercises. We can observe that the estimated 
marginal probability 𝑃(𝐹𝑟𝑢𝑠𝑡𝑟𝑎𝑡𝑖𝑜𝑛) time course correlates 
well with the true level of ‘Frustration’, which signifies the 

specified topology of the DBN and the associated CPTs of 𝑀0 
can explain the behavioural dynamics at each exercise. 

IV. DISCUSSION AND CONCLUSIONS 

Behavioral modelling, as it is captured through the 
estimation of the user’s frustration level at each task of an 
exercise session, has been addressed by a DBN of both static 
and dynamic data and their cross-sectional and temporal 
interdependencies. The structure and the parameters have been 
specified based solely on knowledge provided by the 
clinicians, and the resulting DBN was found to produce 
sufficiently accurate estimates of the true frustration level of 
the 5 participants. However, learning primarily the parameters 
of the DBN using each patient’s data trajectories, obtained 
from the HOLOBALANCE study, will reveal the data driven 
CPDs, whereas structure learning will reveal the strength of 
the defined connections (graph topology). Therefore, the DBN 
data modelling pipeline, organized either in an individualized 
or global learning mode, will incorporate (i) parameters 
learning assuming the currently-defined structure, and (ii) both 
parameters and structure learning aiming at validating existing 
edges or mining new ones. Moreover, the DBN model’s input 
space shall be refined during the model training, selection and 
validation phases, especially as regards the effect of the type 
of exercises on the observed variables. An accurate model of 
the frustration, which is experienced during a task by a specific 
user or a group of users, could support physicians in designing 
more effective balance rehabilitation schemes through the 
explainability or interpretability of DBN’s output per se. 
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Figure 2.  HOLOBALANCE DBN specification. 
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