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A bstract

The HERA accelerator will collide 30 GeV electrons with 820 GeV protons. The 
ZEUS and H i experiments are currently being prepared to study the resulting 
interactions.

At the heart of ZEUS, the Central Tracking Detector (CTD) is a large cylin­
drical drift chamber. Using a mixture of axial and stereo sense wires it will 
allow the reconstruction of charged particle tracks in three dimensions.

The first step in full CTD track reconstruction will be to find tracks in just 
two dimensions using information from the axial sense wires only. In normal 
operation this two dimensional pattern recognition problem must be solved sep­
arately at two different stages of processing: a fast online system must provide 
information for trigger processing, while later a highly efficient offline system 
must allow e l s  much information e l s  possible to be extracted from the recorded 
events.

The CTD online pattern recognition system is part of the ZEUS second level 
trigger (SLT) and is required to process one event every millisecond. Our so­
lution to this difficult problem involves a highly parallel algorithm running on 
a large array of transputers. Our discussion of this question is broadened to 
include similar applications in the readout and trigger systems of future detec­
tors.

The CTD offline pattern recognition methodology bases track finding on the 
extension towards the interaction point of seed tracks found in the outer layers 
of the CTD. A high degree of software engineering ensures th a t our design and 
implementation is both robust and flexible. Several complementary options for 
finding seed tracks are supported, including one specially designed to exploit 
vector architectures.

As one possible use of the CTD in early physics analysis a study is made 
of using tracking information to help separate the neutral current and charged 
current event classes.
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Foreword

Pattern  recognition is a broad subject, and for a long time physicists have 
made use of such techniques to help in the analysis of their experimental data. 
The rapid advance in modern computing technology means th a t this base of 
knowledge must be continually updated and adapted, incorporating new ideas 
and techniques. In this thesis I shall attem pt to meet this challenge.

P art I is a brief introduction to the physics of HERA and the design of 
the ZEUS detector. Only after the reader is familiar with some of this general 
material can we settle down to discuss the real point of the thesis: the use of 
pattern  recognition techniques to find tracks in the CTD. This complex task 
must be performed in both the online and offline systems.

P art II discusses track finding in the online environment, tracing the devel­
opment of the CTD SLT through each of its early design phases. It is instructive 
to compare this pattern  recognition task to other real-time image processing ap­
plications: typically these might take a high resolution image (512x512 pixels) 
and search for objects (straight edges). To deceive the human eye, the processed 
information would have to be refreshed at a rate of about about 50Hz. The CTD 
SLT system must take the raw data  from each CTD event (4608 x  50 x  2 pixels) 
and find 2D  tracks (circular trajectories). This has to be accomplished at a rate 
of 1 kHz.

P art III investigates the different problems posed by the offline environment. 
Here our pattern  recognition techniques must achieve a high level efficiency, 
extracting as much information as possible from each event. The history of 
the CTD track reconstruction system is charted through the many stages of its 
design and re-design. A particular emphasis is placed on the development of the 
2D  track finder, and only in the final chapters of this thesis do we dem onstrate 
that this im portant part of the system has an acceptable performance.

The careful reader, trying to contrast the online and offline environments, 
will notice th a t parts II and III of this thesis have been structured to emphasise 
their common themes. He will also notice that the same analysis techniques and 
development tools have played a role in both cases. For many, the online/offline 
comparison will be the most interesting aspect of this thesis.

It is regrettable tha t I am only able to present one short chapter reporting 
a physics study undertaken on my own initiative. This is a sad reflection of the 
fact th a t the completion of HERA has been delayed by over a year during the 
time tha t I have been a graduate student.

David Shaw 
October 1990
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C hapter 1 

P hysics at H E R A

HERA will collide 30 GeV electrons with 8 2 0  GeV protons. Integrated lumi­
nosities of over lOOpb- 1  per year are expected. Plans exist to provide electron 
beams of either helicity, and to accelerate positrons as well as electrons. The 
main accelerator param eters are summarised in table 1 .1 .

In the past, lepton-nucleon scattering has played a major role in advancing 
our understanding of the structure of m atter. The size of the proton was first 
measured by electron scattering at Stanford in 1954 [1], while evidence of its 
composite structure emerged at SLAC in 1968 [2]. Through further experiments 
at SLAC, CERN and FERMILAB [3] this structure was interpreted in terms of the 
quark-parton model [4]. This line of research will be continued at HERA by two 
major experiments, ZEUS [5] and H i [6 ].

1.1 K inem atics
Consider an electron (pe) which collides with a proton (P). Using the four- 
momentum of these particles we define s, the square of the centre of mass 
energy,

« =  (Pe + P )2

Centre of mass energy 314 GeV
Time between bunch crossing 96ns
Luminosity 1.5 x 1031cm-2/s
Nominal interaction region o x ~  400/xm

c y ~  1 0 0 /zm
-2 0 cm < z < 2 0 cm

Table 1.1: Summary of HERA param eters
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This is a Lorentz invariant and may be calculated in any convenient reference 
frame. Let us assume th a t in our chosen frame the energies of the electron 
and proton are E e and E p respectively. At HERA energies it is normally a good 
approximation to neglect the electron and proton rest masses, and so

s ~  4E eEp

After the collision the electron is scattered as a lepton (pi). We define Q2 = —q2, 
the square of the four-momentum transferred by the collision,

Q2 =  ~ ( p e - P i )2

Again this variable is a Lorentz invariant. In our chosen reference frame the 
scattered lepton has energy E i , and is deflected by an angle and so

Q2 ~  4E eEi sin2 —
2

Two other variables are also commonly used,

Q2
2  P  q
P q  
P - p e

The variables x  and y are dimensionless and have a range between 0  and 1 . 
They are often expressed in terms of i/, the energy transfer of the interaction 
in the proton rest frame. If m p is the rest mass of the proton, then

m pv  = P  - q ~  2Ep ^ E e -  E\ cos2 ^  j  (1 .1 )

and so we use

Q2
2  m pi/ 

v
V m ax

Both these variables have an intuitive interpretation: y measures how ‘hard’ a 
collision is as a fraction of tha t kinematically allowed, while in the quark-parton 
model, x  is the fraction of the proton momentum carried by the struck quark.

If we again neglect the proton rest mass, the variables Q2, x , and y are 
related by the equation

Q2 = sxy  (1 .2 )

For a given s, we have two free parameters with which to specify the kinematics 
of an event.

x =

y  =

20



Figure 1.1: Quark-parton interpretation of NC and CC events: an incoming 
electron (e) interacts with a quark (q) from within the proton

1.2 D eep Inelastic P h ysics
Deep inelastic lepton-proton scattering has been studied by the EMC and BCDMS 
collaborations up to Q2 ~  100 GeV2 [8 , 9]. At HERA the accessible kinematic 
region will be greatly extended, with statistically useful event samples available 
up to Q 2 ~  4 x  1 0 4 GeV2 [7].

W ithin the quark-parton model, deep inelastic electron-proton scattering is 
interpreted as a collision between an incident electron and a quark from within 
the proton sub-structure, see figure 1.1. In a neutral current (NC) event, the 
interaction is mediated by the exchange of a 7 /Z °  boson, while in a charged 
current (cc) event, the interaction is m ediated by a W ± boson. These two event 
types are distinguished by the type of scattered lepton present in the final state, 
an electron in NC events and a neutrino in CC events.

Following [10], we can write down expressions for the NC and CC differential 
cross sections in the leading order of the standard electroweak theory,

d ° N C

dxdQ2

do2cc
dxdQ2

47ra  

xQ 4 
4 7ra2 
~zQ4

y 2xF\  -+-(! — y)F2 +

yy xW\  +  ( 1  -  y)W2 +  l y - y ]  xW z

where F, and W, are each functions of x  and Q2, and represent the structure 
functions of the proton for NC and CC events respectively. These are different, 
as in this representation they m ust reflect the internal details of each coupling.
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(pb) ° N C  ° C C
Q 2 > 1 0 2 GeV2 

Q 2 >  103 GeV2 

Q2 > 1 0 4 GeV2

5300 65 
220 44 
3.5 4.6

Table 1.2: NC and CC cross sections at HERA.

Table 1.2 uses [11] to integrate these differential cross sections over typical 
Q2 ranges accessible at HERA. These calculations have to extrapolate the proton 
structure functions from present data, in accordance with theoretical models. 
The direct measurement of these functions is one of the principle physics goals 
of HERA.

Comparing the results of structure function measurements with prediction 
offers an opportunity to confirm current theories and to search for physics be­
yond the standard model. We may

• Probe the proton for further sub-structure down to 1 0 -18m (lO-20m if 
polarisation assymetries are used).

• Make a detailed study of the electroweak interaction, using polarised 
beams to search for right-handed charged currents and new exchange 
bosons.

• Test the QCD predictions for the evolution of the structure functions with
Q2.

• Use multi-jet final states to test perturbative QCD calculations and mea­
sure A q c d -

An accurate knowledge of the high Q2 structure of the proton will be essential 
while designing the next generation of accelerators.

1.3 P hotoproduction  Physics
At very low values of Q2 the cross section for electron-proton scattering via 
photon exchange becomes relatively large (~  100/xb). Such interactions are 
usually referred to as photoproduction, since the Q2 ~  0  GeV2 photons behave 
like a quasi-real photon beam.

The effective rate of these events is suppressed by the finite detector accep­
tance: the incident electron suffers only a small deflection, and at very low Q2 
can only be detected if special apparatus is available further down the beam 
line. Three different mechanisms can give rise to events with high transverse 
momentum (Pt) particles in the final state [1 2 ]:
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1. Point-like couplings between the photon and a quark or gluon from within 
the proton. These processes are known as QCD Compton scattering and 
photon-gluon fusion respectively.

2. Point-like couplings between a photon constituent and a quark or gluon 
from within the proton.

3 . Vector meson dominance, where the photon behaves like a vector meson 
during its collision with the proton. Though this mechanism has the 
largest to tal cross section, it produces relatively fewer events containing 
high Pt particles.

Each of these mechanisms can produce one or more jets of high Pt particles 
in the final state. These events are an im portant background to deep inelastic 
physics in the region Q2 < 500 GeV2 [12], but also provide interesting physics 
in their own right.

The production of charm and bottom  quarks at HERA is dominated by pho­
toproduction via photon-gluon fusion [13]. The study of heavy quark physics 
has many areas of interest:

• Using production to measure the low x  gluon distribution of the 
proton.

• A direct observation of time dependant oscillations in the B°-B°  system.

• Searching for rare decays of charmed and bottom  hadrons.

Attempting to measure the gluonic content of the photon structure function is 
just one other area of interest in photoproduction physics.

1.4 E xotic Physics
The new energy domain accessible at HERA provides an opportunity for the 
discovery of new physics processes. Some of the possibilities have already been 
discussed in the two previous sections. The remaining major areas of interest 
are grouped together in this section.

Leptoquarks have been proposed in many theoretical models which try to 
unify the strong and electroweak forces [14]. These particles carry the quan­
tum numbers of both leptons and quarks and could be formed as resonances in 
electron-proton collisions. This would provide a very clean signal for discovery 
at HERA, provided their mass was not above threshold, y/s =  314 GeV. Lep- 
togluons might be discovered in a similar way, though these objects are more 
theoretically speculative.

Excited states of electrons also provide exceptionally clean signals at HERA. 
Elastic production of these states (ep —► e*p) would leave the proton little
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deflected, while the excited electron would decay leaving only an electron and a 
photon observable at high Pt [15]. Again discovery is limited by the kinematic 
limit, y/s = 314 GeV.

Supersymmetric (SUSY) models characteristically predict the existence of 
scalar partners for all the known quarks and leptons. The production of these 
particles at HERA can produce clear signals based on event topology and missing 
energy. It is normally assumed that any SUSY particles produced decay to 
quarks, leptons and photinos. The latter escape detection, unbalancing the 
observed event in the transverse plane [16]. The possibilities for the detection 
of SUSY particles at HERA depend heavily on the exact model used [17].

After the identification of a new physics process careful experimentation is 
needed to unravel the structure of the interaction. At HERA this will be greatly 
assisted by the use of polarised beams, and the ability to accelerate positrons 
as well as electrons.

1.5 Sum m ary
HERA is an exciting new accelerator facility, offering the scope for a wide range 
of experimental activities. Once again, electron-proton collisions will play a 
major role in the advancement of physics.
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C hapter 2 

The ZEUS D etector

The ZEUS collaboration is preparing a large general purpose detector for use at 
HERA [l]. The main features of this detector are summarised in table 2.1.

Calorimetry 2.2° < 9  < 176.5°
o ( E ) / E  = 0 .35/y/E  ©0.02 (Hadrons) 
a ( E ) / E  = 0.17/y/E  © 0.01 (Electrons)

Charged particle tracking 7.5° < 9  < 170.0°
<r(p)/p =  0.0021p© 0.0029 at 90° 
<7 (6) ~  50pm (impact parameter)

Electron identification 10-4 hadron rejection
Muon identification 10-3 hadron rejection

Table 2.1: Summary of ZEUS detector param eters.

2.1 High R esolution Calorim etry

The energy of any particle or jet of particles is measured using a depleted 
uranium /scintillator calorimeter. The three sections of this high resolution 
calorimeter (FCAL, BCAL and RCAL) are illustrated in figure 2.1. The combined 
system is hermetic, having a polar angle coverage 2.2° < 9 < 176.5°, and an 
effective depth varying from 7 to 5 hadronic interaction lengths in the forward 
and rear directions respectively. Containing 499 tons of uranium , this calorime­
ter absorbs 95% of the energy of 90% of the jets incident on it. The remaining 
energy is measured by an iron/proportional tube backing calorimeter (BAC).

Energy is deposited in a calorimeter when an incident particle produces a 
shower of secondaries. Two mechanisms may contribute to this cascade process:
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Figure 2.1: The ZEUS detector.

E le c tro m a g n e tic  p rocesses: These tend to have a low multiplicity and occur 
on the distance scale associated  w ith  the electromagnetic radiation length, 
X q ~  3.2mm of depleted uranium.

H a d ro n ic  p ro cesses: These tend to have high multiplicity and occur on the 
distance scale associated with the hadronic interaction length, A ~  10.5cm 
of depleted uranium.

If the incident particle is an electron then electromagnetic processes domi­
nate, the shower develops rapidly and is statistically well behaved. However, if 
the incident particle is a hadron both these processes may play a part. Unfor­
tunately, calorimeters do not in general offer the same response to each of these 
mechanisms, and event to  event fluctuations in their relative contributions lead 
to variations in the to tal energy observed. This typically limits the effective 
energy resolution for incident hadrons to cr(E)/E ~  0.5/y/~E.

It has been shown [2] that the energy resolution for hadrons can be optimised 
by adjusting the calorimeter design until its response is approximately equal 
for electromagnetic and hadronic processes. The calorimeter is then said to be 
‘com pensated’. This has been achieved for the ZEUS calorimeter by carefully 
selecting the ratio of the thicknesses of the depleted uranium  and scintillator 
plates. For incident hadrons, the energy resolution will be o {E ) / E  — 0 .35/\ [ E © 
0.02
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2.2 Charged P article  Tracking
At the centre of ZEUS, the inner tracking detectors provide charged particle 
tracking with a polar angle coverage 7.5° < 9 < 170.0°. This system includes 
the vertex detector (VXD), the central tracking detector (C T D ), the forward 
detector (FTD ), and the rear tracking detector (RTD). These are illustrated in 
figure 2.1.

The VXD combines the mechanical simplicity of a jet chamber with the 
high spatial resolution of a time-expansion chamber. A resolution of 35/um is 
achieved by using a relatively low drift velocity (6/um/ns) over an extended 
region of constant drift field, followed by a well defined region of amplification 
near the sense wire. The VXD is cylindrical with inner and outer radii of 100mm 
and 156mm respectively. It offers an active region 1.5m long containing 12 layers 
of sense wires running parallel to the beam direction.

The CTD is a large cylindrical drift chamber, presenting 72 layers of sense 
wires to tracks traversing the whole of its active radius. Spatial resolutions of up 
to ~  100/urn are possible. This sub-detector is described in detail in chapter 3.

The FTD and RTD provide extra tracking coverage in the forward and back­
ward directions respectively. These sub-detectors both contain similar drift 
chamber modules, measuring hits with a spatial resolution of up to ~  100/um. 
Each module is cylindrical, having an outer radius of between 62cm and 123cm, 
and a thickness of 15cm. The FTD contains three modules, each separated 
by 21cm along the beam direction, while the RTD contains only one. A track 
traversing any of these modules, travelling in a forward or backward direction 
would encounter a total of 18 layers of sense wires, each lying in a plane per­
pendicular to the beam direction.

The combined inner tracking system has a momentum resolution of cr(p)/p =
0.0021/? ® 0.0029 for tracks perpendicular to the proton beam direction and is 
able to measure track impact param eters to o (6) ~  50/um.

A separate outer tracking system is used for muon detection (see section 2.4).

2.3 Electron Identification
When an electron enters the high resolution calorimeter it will deposit most of 
its energy in the first ~  25cm. Electron identification makes use of this property, 
also insisting tha t the energy cluster in the calorimeter can be matched to a 
track in the inner tracking system.

To improve the performance of this system for electrons within jets, layers of 
silicon pads are included within the high resolution calorimeter. In the forward 
direction, electron identification is further strengthened by transition radiation 
detector (TRD) modules, located in the spaces between the three FTD modules. 
In the barrel region, dE /dx  measurements from the inner tracking system aid
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electron identification at low energies.
The hadron rejection of this combined system is better than 10-4 for tracks 

travelling in the forward direction.

2.4 M uon Identification

Muons are identified as minimum-ionising particles penetrating through the 
zeus calorimeters. Such tracks are reconstructed by a comprehensive muon 
tracking system. This consists of three stages:

In n e r  tra c k in g  d e te c to rs : Muons are tracked before they enter the high res­
olution calorimeter by the sub-detectors described in section 2.2.

In n e r  m u o n  d e te c to r: Between the high resolution calorimeter and the back­
ing calorimeter muons are detected using two layers of limited streamer 
tubes (FMUI, BMUI and RMUl).

O u te r  m u o n  d e te c to r : After the backing calorimeter muons are again track­
ed using limited stream er tubes (FMUO, BMUO and RMUO). In the forward 
direction this system is augmented into a complete muon spectrometer.

This is illustrated in figure 2.1.
Initial muon momentum is measured by the inner tracking system, while 

an external measure of momentum is made between the inner and outer muon 
chambers. To accomplish this the backing calorimeter is magnetised toroidally, 
with additional toroids in the forward region. Momentum resolutions of cr(p) / p~  
20% are expected for tracks in the forward direction with p =  100 GeV/c. Pion 
rejections of 10-3 should be achieved in this direction up to p =  40 GeV/c.

2.5 D etection  o f Forward Going Particles

The ZEUS luminosity monitor makes use of the bremsstrahlung process ep —► 
ep7 - This is observed using an electron/photon detection system 30m down­
stream  of the beam crossing point in the electron forward direction. The sys­
tematic error on the luminosity is expected to be no more than 5%. This system 
also allows the observation and tagging of electrons scattered at small angles to 
the beam direction during photoproduction events.

Most HERA collisions result in proton debris travelling along the beampipe. 
ZEUS is able to study the leading proton in this debris using a system of six 
roman pots spread over 100m in the proton forward direction.
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2.6 R eadout and Triggering
The readout and triggering environment at ZEUS is dominated by the short 96ns 
beam crossing interval and the high rate of background events. Overcoming 
these problems has presented a major challenge to current detector technology. 
The experience gained while working within this environment will play a vital 
role in the design of detectors for the next generation of accelerators, which 
will have even shorter beam crossing intervals. An outline of the ZEUS online 
systems is presented in chapter 4.

2.7 Sum m ary
ZEUS is a general purpose experiment, well designed to exploit the physics pos­
sibilities of HERA. The construction of an experiment of this scale, by physicists 
from three continents, is a trium ph for the international scientific community.
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C hapter 3 

The Central Tracking D etector

The ZEUS Central Tracking Detector (CTD) is a large cylindrical drift cham­
ber [1]. In this chapter we shall

• Give an overview of the im portant operating parameters of the CTD.

• Discuss track finding in this environment.

3.1 Overview
The CTD forms the barrel of the ZEUS charged particle tracking system, pre­
senting 72 sense wire layers to a track traversing its complete active radius. 
A typical event in the CTD is illustrated in figure 3.1. For tracks perpen­
dicular to the proton beam direction, the expected momentum resolution is 
a(p)/p = 0.0021p ® 0.0029. O ther im portant chamber param eters are sum­
marised in table 3.1.

Position resolution 100-120 /mi (9 dependant)
z resolution (stereo) 1.2 mm
z resolution (timing) 50 mm
Two-track resolution 1.6 mm
Magnetic Field 1.8 Tesla
Lorentz angle 45°
Maximum drift time 500 ns
Active length 2024 mm
Active radius 190-785 mm

Table 3.1: Summary of CTD parameters.
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Figure 3.1: A NC event inside the CTD.

Drift chambers reconstruct points in space by measuring the time taken for 
ionisation deposited by a passing high energy particle to drift to a sense wire. 
Unfortunately the left-right ambiguity of the drift direction leads to the creation 
of an additional ‘ghost’ point associated with each drift time.

The CTD is organised into nine concentric superlayers, each formed by re­
peating a small drift cell of eight sense wires. This geometry is illustrated in 
figure 3.2. Inside a cell the sense wires are arranged to lie in a plane inclined at 
45° to the radial vector at the centre of the cell. The high Lorentz angle thus 
ensures that ionisation drift is approximately tangential.

This CTD design forces most tracks traversing a superlayer to cross a ge­
ometrical boundary either between or within cells. Only real tracks need be 
continuous at such boundaries:

1. Left-right ambiguity is resolved locally, within a superlayer, for track seg­
ments crossing an inter cell boundary.

2. Out-of-time tracks are rejected locally for track segments crossing an inter 
cell boundary or a sense wire plane.

The odd numbered superlayers are axial superlayers. These contain wires 
which run parallel to the beam axis, providing hit information in the r<j) plane.
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Figure 3.2: The cell and superlayer structure in an azim uthal sector of the CTD.

The alternate superlayers contain stereo wires, ro tated  by angles of up to ±5°. 
These allow tracks to be reconstructed in z.

All sense wires in superlayer 1, and half those in superlayers 3 and 5 are 
equipped for additional direct z-readout. This is done by measuring the dif­
ference in arrival time of the charge pulse at each end of the sense wire. This 
z-by-timing system is principally for use in the ZEUS first level trigger system.

3.2 Track finding in th e C T D
The geometry of the CTD suggests a two stage approach to full track finding:

• Find tracks in 2D using information from the axial superlayers.

• Add the information from the stereo superlayers to form 3D tracks.

This thesis will deal most closely with the first of these operations, investigating 
its implementation in both the online and offline environments.

When finding 2D tracks within the CTD we face many problems. The large 
gaps between axial superlayers, and the high rate of hits on wires near the beam 
pipe are ju st two complications which we m ust overcome.
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Before the first stages of pattern recognition are complete, we are not able to 
make the detailed drift time corrections that allow us to access the full position 
resolution of the chamber. Throughout this thesis we shall assume that the 
effective position resolution with which we must work is 130/xm.

3.2.1 C o-ordinate System s

1We now define two co-ordinate systems suitable for use during track finding in 
the CTD.

The CTD Co-ordinate System.

The origin of the CTD co-ordinate system is defined to be at the centre of the 
chamber. The z axis is coincident with the chamber axis, increasing in the 
same sense as the proton beam direction. The x  axis passes through the central 
ground wire of cell 32 in superlayer 1 and the y axis completes a right handed 
orthogonal co-ordinate system.

Cylindrical polar co-ordinates are defined for the CTD as follows:

r2 =  x2 +  y2 0 < r
<f> =  tan -1 (y/x) 0 < <f> < 2tt
9 =  t a n '1 (r / z ) 0 < 9 < n

All distances are measured in centimetres and all angles are measured in radians.

The Local Non-O rthogonal Co-ordinate System .

One local non-orthogonal (LNO) co-ordinate system is associated with each CTD 
cell.

The u axis is defined to lie in the plane of the sense wires, while the v axis 
is parallel to the nominal electron drift direction. The uv plane is parallel to 
the CTD xy  plane. The w axis completes a right handed co-ordinate system, as 
illustrated in figure 3.3, running along the central ground wire of the cell. The 
vw plane is referred to as the reference surface of the cell. All LNO distances 
are measured in centimetres.

In stereo superlayers the w axis is not perpendicular to the uv plane, and 
to further complicate the geometry the u and v axes are rotated as w increases. 
Fortunately, in the approximation that the magnetic field is constant over the 
length of a cell, the angle between the u and v axes remains constant. If the 
electric and magnetic fields take their nominal values this angle is 135°

1 These definitions were recommended in [2]
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Figure 3.3: LNO co-ordinate system.

3.2.2 Track E lem ents
The position and direction of a track element can be specified using a helical 
track model.

A general helix is described by five parameters. However, to uniquely define 
the position and direction of a helical track element we need to specify six 
values. To allow the formation of a non-singular covariance m atrix we choose 
to express each track element at the point where it crosses a suitable reference 
surface. In the CTD it is convenient to use the reference surface of a local cell 
for this purpose (see section 3.2.1). Track element P  may then be defined,

p  = (0,tp , z , e , Q / p t )

where <p and z are the CTD polar co-ordinates of the intersection point, ip is the 
angle formed between the projection of the track element on the CTD xy  plane 
and the CTD x  axis, 0  is the angle between the track element and the z  axis, 
P t is the transverse momentum of the track element, and Q  indicates the sign 
of the particle charge.

The following units and ranges are used:

0 <  <p < 27r rads 
0 <  ip < 27t rads 

\z\ < oo cm 
0 < 0  < 7r rads 

|< ? /P ,|< o o  (G eV /c)-1

If B z is the local axial magnetic field (Tesla) and c is the speed of ligh- 
t (cm /s), then p, the inverse of the local radius of curvature of the track ele-
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Figure 3.4: Param eters defining a 2D track element, 

ment (cm-1), is given by,

p =  B z x c x 10"13 x Q /P t

During two dimensional (2 D)  pattern recognition helical track elements are 
projected on to circles in the CTD xy  plane. These circular track elements, p 
are described by only three parameters which must be specified with respect to 
a reference line. The reference line is chosen as the intersection of the reference 
surface of a suitable cell and the CTD xy  plane.

P =  {<f>^,Q/Pt)

where all variables are defined as before. This is illustrated in figure 3.4.

3.2.3 A nalysing P attern  R ecognition Perform ance
2The evaluation technique tha t has been developed for use in this thesis is 
presented in detail in appendix A. To assess the performance of a track finding 
algorithm we use simulated ‘Monte Carlo’ data. We first a ttem pt to match

2This methodology was first presented in (3]
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each reconstructed track to a Monte Carlo track. Once this assignment has 
been made the quality of the assigned tracks can be assessed.

If all reconstruction was perfect then track assignment would be trivial. 
However, inefficiencies and the contamination of good tracks with incorrect 
points leads to problems. One strength of our evaluation technique is th a t two 
different approaches are used for track assignment. Each of these provides a 
different perspective on the performance of the algorithm  under study.

After assignment, fiducial cuts may be placed on the sample of Monte Carlo 
tracks. This ensures that only tracks in which we are interested are counted 
against efficiency.

We quantify our analysis by dividing Monte Carlo and reconstructed tracks 
into several intuitive categories: nasty tracks, found tracks, split tracks, and 
spurious tracks. The quality of a correctly found track is assessed by considering 
the fraction of true Monte Carlo hits it contains, and the extent to which it is 
contaminated by hits from other tracks or by ghost points from its own. All of 
these concepts are defined fully in appendix A.

3.3 Sum m ary
The CTD is a large general purpose drift chamber. Its geometrical features are 
a great aid to track finding, which can be divided naturally into two stages: 
finding 2D tracks using information from the axial superlayers, adding 3D in­
formation from the stereo superlayers. In this thesis we shall deal primarily 
with the first of these tasks, and will make extensive use of a specially designed 
technique for assessing the performance of pattern  recognition algorithms.
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Part II 

Online P attern  R ecognition
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C hapter 4 

The O nline Environm ent

The online systems of a high energy physics experiment are those which function 
continuously while it is recording data. Such systems must read the raw data 
from each detector channel, compress this information, and eventually gather it 
all together for output and storage. At various stages in this process it may be 
necessary to form a trigger, deciding to either accept or reject an event before 
further readout. This can greatly reduce the volume of data  flowing through 
the system as rejected events can be immediately discarded.

To form a trigger decision it is often necessary to use pattern  recognition 
techniques. This could involve track reconstruction in a drift chamber or cluster 
finding in a calorimeter. Depending on the complexity of the task and the 
time available, a variety of hardware and software techniques are available. In 
the context of this thesis we shall discuss the use of modern programmable 
processors in this role.

This chapter presents the discussion in two parts:

• An overview of the ZEUS trigger system.

• A comparison of three modern processors.

4.1 An O verview of the ZEUS Trigger System
Electron-proton bunch crossings occur within the ZEUS detector every 96ns. 
To appreciate the implications of this, let us consider the ZEUS inner tracking 
detectors: 11,844 channels are read out continuously, each analogue signal being 
digitised by a 100MHz 8-bit ‘flash’ analogue to digital converter (FADC) system. 
This produces a raw data rate of almost 1.2 terabytes per second! The online 
systems face a formidable problem: how to cope with this enormous data rate?

Few bunch crossings produce an event of interest. However, many are associ­
ated with background activity. To reduce this background rate while processing 
such a large amount of data, a multistage trigger architecture is essential: each
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Bunch crossing 10 MH z
First level trigger accepts 1 kH z
Second level trigger accepts 100 H z
Third level trigger accepts 1 ~  3H z

Table 4.1: Design rates for the ZEUS trigger system.

stage having progressively more time at its disposal to decide which events it 
should keep and which can be safely discarded. Table 4.1 shows the design rates 
for each stage of the ZEUS trigger system.

At HERA the most im portant source of unwanted background events are 
beam-gas collisions in the upstream proton beam pipe. A high energy proton 
collides with a residual gas molecule in the beam-line vacuum. This can lead 
to a large spray of particles, and even if the collision occurs up to 80m away 
in the proton upstream  beam-pipe, tracks may find their way into the ZEUS 
detector [2].

There are three principle ways that the trigger system can try  to discriminate 
against beam-gas events:

1. Insisting th a t the event has a large total transverse energy, X \Et\- This 
scalar sum can be measured by the calorimeter.

2. Constraining the primary vertex of the event to be consistent with the 
nominal interaction region. This uses information from the inner tracking 
detectors or from special ‘veto’ scintillators.

3. Searching for high transverse momentum leptons. These might produce: 
activity in the muon chambers, significant electromagnetic deposits in the 
calorimeter, or a large missing transverse momentum, X  Pt observed in 
the calorimeter.

Each stage of the ZEUS trigger system will use some combination of these tech­
niques to achieve the desired trigger rate.

4.1.1 F irst Level Trigger
The ZEUS first level trigger (FLT) has to make a decision every 96ns, with 
a maximum delay, or latency between the event and the decision of only 5/zs1. 
The FLT cannot be formed in software, as even the most powerful programmable 
processors currently available would not meet these stringent requirements.

1This corresponds to the maximum number of events that the hardware is designed to store.
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The FLT relies principally on the fast hardware electronics within two sub­
detectors: the calorimeter and the CTD. The calorimeter uses the fast response 
of its scintillator readout to form a X) \Et \ value. The CTD is able to use its 
special z-by-timing readout to reconstruct tracks in z using a hardware hit 
array. This provides information about the possible position of the primary 
vertex. Further discussion of the ZEUS FLT is beyond the scope of this thesis.

4.1.2 Second Level Trigger
The ZEUS second level trigger (SLT) has to make a decision every 1ms, with 
a latency of 15ms. In this role the advance of modern computing technology 
has made the use of programmable processors possible, though the design and 
implementation of such systems remains a difficult task.

Tracking information will be an im portant part of the SLT. The CTD SLT 
track finder should have the following properties,

• Find large Pt tracks with high efficiency.

• Measure 3D track kinematics as well as possible.

This information can be used to determine event characteristics such as the po­
sition of the primary vertex and charged track multiplicity of an event. Track 
trajectories in the CTD can be correlated with information from other SLT com­
ponents.

In a naive system the CTD SLT would have less than 1ms to complete all its 
pattern  recognition processing. Three design features can ease this problem:

P ip e lin in g : The algorithm is divided into several sequential parts, these may 
be executed by a series of processors connected together by a pipeline.

G eo m etric  p a ra lle lism : A large number of processors are used in parallel, 
executing the same part of the algorithm on data  from different parts of 
the detector.

B uffering : Memory space is provided to buffer data  between the different pro­
cessing stages. This means th a t each stage need only m atch the 1kHz rate 
on average, rather than having to complete its task in less than 1ms for 
each individual event.

These design techniques allow us to add to the processing power of our system 
and to extend the maximum time available for each processing stage. Only the 
overall SLT design, requiring th a t the system have a latency of no more than 
15ms, places a restriction on the number of pipelined stages we can employ and 
the maximum occupancy of our buffers.

Track finding within the CTD SLT is one of the major themes of this thesis, 
and will be discussed in chapters 5 and 6.

45



4.1.3 Third Level Trigger
The ZEUS third level trigger (TLT) is the final stage of the ZEUS trigger sys­
tem. For events accepted by the SLT, data from each sub-detector is gathered 
together by the ZEUS event builder (EB). Packaged events are then passed to 
a processor farm which implements the TLT. This shares many features of the 
offline processing environment, and is discussed fully in chapter 8.

4.2 M odern M icroprocessors
To understand what can be achieved within the time constraints of trigger pro­
cessing, we must first consider the tools at our disposal: a wide range of modern 
microprocessors. In this section we shall compare three types of processor, each 
with its own distinctive architecture.

4.2.1 D igital Signal Processors
A d ig ita l s ig n a l p rocessor (DSP) is a  sm a ll m icrop rocessor o p tim ised  for h ig h  
sp eed  n u m eric p ro cessin g  o p era tio n s .

In 1990 world sales of DSPs are expected to top $375 million, with appli­
cations including image processing, radar and sonar, speech processing, and 
telecommunications [1]. This rapidly expanding market is supplied by a wide 
range of commercial suppliers, including AT&T, Analog Devices, Motorola, and 
Texas Instruments.

Most DSP designs are based on either 16-bit or 32-bit internal architectures. 
The 16-bit designs tend to be the cheaper and faster but are only suited to 
fixed-point arithmetic. The more complex 32-bit designs have the advantage 
th a t they can perform efficient floating-point operations. In 1989-90 fixed-point 
designs were used by 95% of commercial applications [1].

A g en era l p u rp o se  DSP ty p ica lly  co n ta in s at lea st tw o ty p es  o f  sp ec ia lised  
co m p u ta tio n a l un its:

• An arithmetic and logic unit, providing condition testing and basic addi­
tion and subtraction operations.

• A multiplier unit, providing a single cycle multiply/accumulate instruc­
tion.

Each of these would be supported by several independent input and output 
registers, allowing the flexibility needed for the efficient evaluation of complex 
numerical expressions.

Many digital signal processing algorithms call for highly repetitive memory 
access, processed by a small loop of code. To implement such an algorithm in 
an efficient manner three features must be added to the DSP architecture:
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1. Zero overhead looping.

2. Zero overhead address generation.

3. Parallel data  and instruction streams (Harvard architecture).

The first of these is achieved via special looping hardware, the second through 
the use of one or more independent address generators. These normally allow 
each address to be incremented after use, greatly speeding up access to arrays 
of numbers. Maximum computational performance can only be sustained if 
addressing data in memory does not interfere with the ability of the processor 
to fetch its next instruction. In a conventional von Neuman  architecture, data 
and instructions are stored in the same address space and must be fetched 
serially. To overcome this problem DSPs often use a Harvard architecture, with 
multiple on-chip buses supporting parallel access to two separate address spaces.

Modern high energy physics experiments increasingly make use of FADC 
units to digitise the analogue output of their detector channels. The amount 
of data generated in this way can be very large in relation to its information 
content. DSPs are the natural choice to process this da ta  els the first stage of an 
online data  aquisition system, greatly reducing the amount of data that must 
be passed on to the rest of the system.

An exam ple o f a high performance D SP

The ADSP 2100 is an example of a typical general purpose DSP with a 16-bit 
architecture. One design feature that makes it different from many other DSPs 
is that it contains very little on-chip memory. Instead it extends the Harvard 
architecture off-chip by using separate data  and instruction buses to external 
memory. To summarise its architecture, it has

• An off-chip Harvard architecture.

• Three computational units supported by a large register set.

• Zero overhead address generation.

• Zero overhead conditional looping.

• Single cycle execution of all instructions.

• 80ns cycle time (12.5MHz version: ADSP 2100A).

This DSP is notable because of its exceptionally high degree of operational 
parallelism. In a single cycle it can perform and sustain the following:

1. Save the last result to memory.
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2. Test a loop termination condition.

3. Perform a multiply and accumulate instruction.

4. Fetch an operand for the next operation.

5. Increment all address counters.

6. Fetch the next program instruction from cache memory.

The ADSP 2100 architecture underlies a family of DSPs which offer performance 
improvements combined with upward code compatability. The ADSP 2100A 
features a 12.5MHz clock rate, resulting in one instruction being executed every 
80ns. The more recent ADSP 2101 and 2102 update the range offering an 
improved price to performance ratio in some applications.

4.2.2 Transputers
A general process, of which parts may be executed in parallel, can be modelled 
as a network of ‘communicating sequential processes’ (CSP). In such a system 
an arbitrary number of conventional sequential programs cooperate by passing 
messages between themselves.

The OCCAM programming language is a realisation of the CSP model. It 
allows the definition of multiple processes, some of which are allowed to take 
place in parallel. Communication is achieved by passing messages along defined 
channels between the processes.

Algorithms with a high degree of parallelism tend to be complex and are 
subject to two unique problems:

D ead lock : The system never communicates with the outside world because all 
internal processes are waiting to communicate with each other.

Livelock: The system never communicates with the outside world because 
all internal processes are indefinitely busy communicating between them ­
selves.

OCCAM tr ies to  red u ce  th ese  d ifficu lties by p ro v id in g  th e  fa c ility  to  p rogram  in  
a h ig h  level la n g u a g e , w h ile  keep ing  th e  sy n ta x  c o m p a c t en o u g h  to  a llow  th e  
u se o f  form al m e th o d s  to  verify  a lgorith m s.

The transputer is a single chip microcomputer, providing locally a CPU, 
memory and links for connection to other transputers. It is designed for the 
efficient execution of algorithms using the processing model outlined above. Al­
gorithms w ritten in OCCAM may be executed on a single transputer or mapped 
on to a network of transputers to allow truly parallel execution.

The transputer is a ‘reduced instruction set com puter’ or RISC device. In 
such an architecture the limited number of instructions th a t the processor can
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perform are optimised and chosen to correspond to those most often used in 
the intended applications. This leads to simplifications in chip design and an 
improved price to performance ratio.

There are three series of devices within the transputer family:

T 200: Architecture is 16-bit, supporting only fixed point arithm etic in hard­
ware.

T 400: Architecture is 32-bit, supporting only fixed point arithm etic in hard­
ware.

T 800: Architecture is 32-bit, a dedicated computational unit supports floating 
point operations.

Each of these transputers has up to 4 kbytes of on-chip memory and four bi­
directional serial links suitable for connecting to any other transputer. Upward 
code compatability is retained throughout the transputer range, and any of 
these processors can be mixed freely in a transputer network.

The best models within each transputer generation provide serial link data 
rates of 20M bits/s and a cycle time of 33ns. However, it is a mistake to assess 
processor performance solely on the basis of cycle time: the T400 requires up 
to 240 processor cycles to complete a 32-bit floating point multiplication, while 
this is cut to 11 cycles by the T800 floating point unit.

The transputer CPU uses only six internal registers. These m ust be shared 
by all basic operations: performing arithm etic, evaluating logical conditions, 
calculating data addresses and controlling program loops. This is in stark con­
trast to the DSP architectures we discussed earlier. These usually provide sev­
eral registers associated with each computational unit, normally supported by 
special addressing and looping hardware. This allows the DSP programmer to 
make great efficiency gains by the careful hand coding of an application. The 
transputer is not designed for this role, by assumption the parallel algorithms 
for which it is intended are too complicated for this treatm ent.

The transputer’s great strength lies in the ease with which it can imple­
ment complex parallel applications, and in the inherent expandability of any 
transputer network.

4.2.3 The Intel i860
The i860 from Intel is one of the most powerful microprocessors presently avail­
able. Based on a 64-bit design and using RISC techniques, it features

• An on-chip Harvard architecture, accessing separate da ta  and instruction 
cache memories.

• Three computational units supported by a large register set.
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• Automatic incrementation of address pointers.

• Low overhead looping.

• Pipelined execution for instructions taking more than one cycle.

• 30ns cycle time.

These features combine to allow the i860 to support efficient vector operations: 
64-bit numbers from the data cache can be continually input into the pipelined 
floating point unit, which can perform parallel m ultiply/add operations pro­
ducing one result per clock cycle (see chapter 8).

The architecture of the i860 has been presented in such a way as to invite 
comparison with the DSP design presented previously. It is im portant to realise 
th a t despite their apparent similarities, these two devices offer very different 
challenges to the programmer. The DSP has a relatively simple instruction 
set, allowing applications to be coded and optimised directly. In contrast, the 
pipelined structure of the i860 means that it is difficult to program it in this 
manner. Access to the power of this processor is most easily achieved by using 
a high level language and an efficient vectorising compiler.

4.3 Sum m ary
This chapter has given an overview of the online processing environment, with 
particular reference to the ZEUS detector. In the following chapters we shall see 
each of the design techniques and microprocessors we have discussed come to 
play a part in the structure of the CTD SLT and potential applications at future 
accelerators.
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C hapter 5 

Prelim inary Online Study

1The design of the CTD SLT is crucially influenced by the processing power 
required for each type of operation it might have to perform. Only when we 
understand the relative requirements of some basic types of operations can we 
begin to design the final system. To begin our investigations we shall consider 
the three basic components required for track finding within this environment:

1. Finding hits from the raw chamber output.

2. Reconstructing track segments within a superlayer.

3. Matching segments between axial superlayers to form 2D tracks.

To produce timing estimates for these operations we use as reference the 
ADSP 2100 (see chapter 4). Using the experience gained with this processor 
we are able to predict the likely performance of other DSP’s and Transputers.

5.1 Finding H its

5.1.1 Signal and N oise
In order to perform its role, the CTD SLT must be closely integrated into the 
CTD readout electronics. The analogue signal from each sense wire is taken to 
a readout card, where it is digitised by a 100MHz 8-bit FADC system into 10ns 
bins. The maximum drift time within the CTD is 500ns, and so for each wire a 
train of fifty bins is associated with a CTD event.

The signal th a t we wish to extract from this data  is in the form of a pulse. 
Figure 5.1 shows the characteristic shape of such a pulse: a sharp leading edge 
followed by a longer falling tail. The height and width of the leading edge can 
be used to distinguish a genuine pulse from background noise. In addition, it is

1This work was first presented in [1, 2, 3]
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  Threshold

Figure 5.1: A typical digital pulse.

convenient to introduce the concept of a threshold level above which background 
noise seldom fluctuates.

To reduce the amount of data that must pass through the online system, it 
is im portant tha t we find and parameterise pulses at an early stage. We must 
measure two im portant features of each pulse:

D r if t  tim e: The arrival time of the leading edge of the pulse allows us to mea­
sure the position of the passing track. This is the principle of operation 
of any drift chamber.

In te g ra te d  a re a : The integrated pulse area is a measure of the total amount 
of ionisation deposited by the passing track. This varies w ith particle type 
and energy, and forms the basis for particle identification by the dE /dx  
method.

When a pulse has been parameterised in this way it is known as a hit. Hit 
finding is the first stage of programmable processing carried out by the CTD 
online system, it forms the basic input to the CTD SLT.

5.1.2 Sim ulation T im ings
A prototype hit finding algorithm has been implemented on an ADSP 2100 
software simulator. This allows an accurate measurement of the processing 
time required by this basic operation.

The algorithm is a variation of the ‘constant fraction discrim inator’ (CFD) 
technique [4]. We consider a pulse train 50 bins long, where bin I  has a value 
A, and proceed thus:

1. Check a hit-flag indicating whether this channel might contain a pulse.
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Check hit-flag 0.5
Scan 50 bins 1.3
Apply cut on width 1.9
Apply cut on height 2.6
Calculate drift time 2.5
Integrate area 2.2

Table 5.1: Timings for basic hit finding operations.

2. Search through the channel, checking every th ird  bin to see if it is above 
the threshold level (skipping bins increases speed).

3. When such a bin is found, search backwards to find the last bin tha t was 
below the threshold level, this bin is called the pit.

4. Starting at the pit, search forwards until the signal no longer rises, this 
bin is called the peak.

5. Make an acceptance cut on the width, Ipeak — Ipit-

6. Make an acceptance cut on the height, A peak — Apn.

7. If the pulse passes these tests then it is accepted as a hit and we calculate 
the CFD level =  Apn -f- (A peak — Apt<)/4

8. We calculate the drift time by extrapolating between the bins 7 and 7 +  1 
on either side of the CFD level.
Drift time =  [7 +  (C F D  — A j)/(A j+ i — Aj)\ x 10ns

9. The area of the pulse above the CFD level is integrated.

10. To improve the two hit resolution, a special routine is used to search the 
tail of the pulse for potential second hits.

This software has been optimised exclusively for speed of execution.

• ADSP 2100 assembly language has been used throughout.

• All calculations use fixed-point arithmetic.

• A simple algorithm is employed, specially adapted to the ADSP 2100 
architecture.
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/US
Hit pulses =  16 x 0.2 x 11.0

35.2
Noise pulse = 16 x 0.2 x 6.3

20.2
Empty channels =  16 x 0.6 x 0.5

4.8
Total time 60.2

Table 5.2: A summary of hit finding for 16 channels.

The timing results are presented in table 5.1. The figures quoted are indepen­
dent, and so the total time for a given channel is the sum of the operations used. 
For example, a channel containing just one good pulse would require processing 
for 11.0/us to produce a fully parameterised hit, while a channel containing this 
and an additional noise pulse (rejected on a width cut) would take 12.9/us

Consider an architecture where one DSP deals with 16 channels (in chapter 6 
we shall see th a t this is a convenient choice). Most of the events that this system 
would have to process would be beam-gas events. In [5] it was estimated that 
even in superlayer one an average of only 5% of wires will be hit in such an 
event. Let us assume that this figure increases to 20%. In addition to this we 
assume th a t 20% of channels contain wide noise pulses above threshold, the rest 
being empty. The implications of this analysis are summarised in table 5.2. This 
simple calculation assumes that all buffers are infinitely deep so that fluctuations 
are unim portant.

We conclude that a high performance DSP can perform these basic functions 
with a wide safety margin and still have over 900/us left to spend on other tasks. 
These might include helping to find track segments, or implementing a more 
complex and more efficient hit finding algorithm.

5.2 H its —> Segm ents
The superlayer structure of the CTD is well suited to a two stage track finding 
process:

• Find track segments within each superlayer.

• Match segments between axial superlayers to form 2D tracks.

This type of algorithm also has the advantage th a t it can be pipelined and can 
make extensive use of geometric parallelism (see chapter 4). It is expected that
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the first of these operations, track segment reconstruction, will be the most 
time critical. In this section we shall investigate the implementation of this 
operation.

The region of the chamber currently being searched for segments is called the 
pattern  recognition mask. W ithin the CTD, a single cell is the simplest possible 
mask, and conveniently allows us to reconstruct segments using the LNO co­
ordinate system (see section 3.2.1). To achieve the maximum performance we 
choose to redefine the scale on the LNO u axis to be wire units, running from 
—3 to +4 between the inner and outer sense wires respectively. The LNO v axis 
can also be scaled if required. As we shall see, these alterations aid the speed 
and numerical precision of our algorithms.

Unfortunately, the single cell mask is limited in the scope of reconstruction it 
allows. A typical track entering a CTD superlayer leaves its hits spread between 
two adjacent cells, and so to find track segments with the maximum number 
of hits we must use a multiple cell mask. As a further advantage, this would 
allow the direct rejection of segment left-right ambiguity and out of time tracks 
(see chapter 3). We will proceed on the assumption tha t the increased speed 
of the single cell mask is more im portant than its inferior pattern  recognition 
potential.

The segment reconstruction operation can be divided into two stages: 

S eg m en t find ing : Decide which points belong to a segment.

S eg m en t fittin g : Perform a straight line fit to this list of points.

5.2.1 Segm ent Finding
The choice of SLT segment finding algorithm is critically constrained by the 
short processing time available. We will investigate the suitability of each of 
the following algorithms:

1. Road method.

2. Cluster finding in m.

3. Cassel-Kowalski tree algorithm.

4. Segment following.

5. Template method.

6. Minimal segment finding.

The following timing estimates are based on an outline of how each algorithm 
might be implemented on the ADSP 2100. The results are quoted in terms of 
machine cycles, and it is expected th a t these are accurate to about one cycle

57



Operation Machine cycles y,s
Choose pair and form road 
Check one hit from hit list 
Iterate for all hits 
Iterate for all possible roads

4 =  0.32 
10 =  0.80 
x24 
x448
Total time =  oo

Table 5.3: The road method.

per item. All looping and address generation overheads are neglected: this is 
realistic for the ADSP 2100 because of its special hardware (see chapter 4).

This procedure is suitable for comparing the different algorithms, but cannot 
be expected to give as accurate an overall result as direct simulation. The 
relative timing between any two algorithms can be used to estim ate their relative 
performance on any similar DSP or Transputer.

In each of the following discussions we make the general assumption that 
the pattern recognition mask is crossed by two tracks, each leaving eight hits, 
and thus contains a total of 32 left-right ambiguous points.

Road M ethod

This method begins by choosing any two hit points and joining them with a 
straight line. We now check each other hit point in the pattern  recognition 
mask to see if it lies on this line. There is a subtlety here: we perform each of 
these calculations in integer arithm etic, the finite precision of which produces 
a tolerance, or road around the line. We may tune the width of our road by 
changing the scale on the LNO v axis. A segment can be formed from a road 
containing a suitable number of hit points. This procedure is repeated for each 
pair of initial hit points. Table 5.3 gives estimated timings for this method.

It is clear tha t this m ethod could be used, but only if some suitable way of 
restricting our choice of roads was found.

Cluster Finding in m

We join each pair of hit points with a straight line, y = m x  +  c. The lines 
associated with a segment form a cluster in m, c space. For the SLT we must try 
to find these clusters in the fastest possible way: here we consider forming a one 
dimensional histogram in the gradient parameter, m = (t/i — y2) /(x i — x 2). In 
all cases the denominator must be pre-calculated, inverted and stored to avoid 
a time consuming division operation. To allow rapid access to the histogram 
bins, we arrange to use each m  value directly as an address in memory. As we
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Operation Machine cycles fis
Calculate m value 
Increment bin counter 
Store pair on a list 
Iterate for all pairs 
Find maximum from 100 bins

7 =  0.56 
4 =  0.32 
4 =  0.32 
x448
100 x 2 16.00
Total time =  553.60

Table 5.4: Cluster finding in m  (all possible pairs of hit points).

Operation Machine cycles fis
Calculate m  value 
Increment bin counter 
Store pair on a list 
Iterate for all pairs 
Find maximum from 100 bins

4 = 0.32 
4 =  0.32 
4 =  0.32 
x l l2
100 x 2 16.00
Total time =  123.52

Table 5.5: Cluster finding in m  (pairs of hit points one wire layer apart).

again use integer arithmetic, we can tune the tolerance of our histogram bins 
by changing the scale of the LNO v axis.

Let us assume tha t we choose a histogram size of 100 bins. Table 5.4 presents 
timing estimates for this technique using all possible pairs of points, while ta­
ble 5.5 uses only pairs of points one wire layer apart. Notice that in the latter 
case not only is the total number of combinations reduced but also the calcula­
tion of each m  value is simplified.

We see from these tables that this method can be made to run at high speed. 
However, using a histogram in only one dimension would presumably limit the 
pattern recognition performance.

Cassel-Kowalski Tree Algorithm

A link is constructed between each pair of hit points. Two links are joined 
to form an elementary tree if they are consistent with coming from the same 
segment. Segments are reconstructed by joining these elementary trees together 
in a recursive climbing process [6].

The logical structure of this method makes extensive use of arrays and point­
ers. If we only use links between hits one or two layers apart, then in our 
standard mask there are 208 possible links. If we reserve 6 words in memory 
for each link, we will need a total of 2.5 kbytes to complete our data structure. 
Even if it were possible to fill this large data  structure at the rate of one word
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Operation Machine cycles /xs
Calculate current m  value
Predict hit on next wire
Check one hit against prediction
Average number of checks required per wire
Iterate for predictions to all wires
Average number of iterations to find all tracks

4 0.32 
4 =  0.32 
10 =  0.80 
x l.5  
x6 
x2.5
Total time =  32.40

Table 5.6: Segment following.

every few machine cycles, it would still take an unacceptably large amount of 
time. Only after this preparatory stage could the relatively rapid tree climbing 
process begin.

Segment Following

Segment following combines some of the better qualities from each of the previ­
ous methods. This algorithm has the advantage that it works with drift times 
rather than left-right ambiguous points [7].

Starting with a pair of hits one wire layer apart, the difference in their drift 
times is calculated. This is used to predict the drift time of a hit on the next wire 
in the cell. Each hit on this wire is then tested in turn  against this prediction. 
If a hit is found then it is used along with the hit on the previous wire to make 
another prediction. This process is repeated for all wires. We are free to allow 
missing hits along segments, and to insist tha t no hit is used more than once.

Estim ated timings for this algorithm are given in table 5.6. These are very 
encouraging, and as we shall see this method will form the basis of our preferred 
segment finding strategy.

M inim al Segm ent Finding

When evaluating the performance of different segment finding methods, it is 
instructive to compare them  to a simple or minimal strategy.

The hits from all singly hit wires in the mask are placed on to one segment. 
In doing this we must decide which sense of the left-right ambiguity should 
be used for each hit. This decision is made by observing the difference in drift 
times between successive hits, and noting when this value changes sign. Though 
this procedure is inexact, it is very fast.

This algorithm  fails totally on the standard mask we have been discussing, 
but will return  to provide a useful point of reference in the next section and
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later chapters.

5.2.2 Segm ent F ittin g
When a track with Pt =  1 GeV/c traverses a superlayer, it deviates from a 
straight line by only 1.3mm. It is often convenient to represent such a 2D track 
segment as a short straight line within the superlayer. This vector hit has a 
gradient that is approximately tangential to the true track trajectory in this 
region.

The equation of a straight line in the LNO co-ordinate system is

v = m u  +  c

Using square brackets to denote a sum over n hit points (ut, ut) we define A 2

A 2 =  [c +  m u{ -  y{]

If we minimise A 2 with respect to the param eters m  and c, we have a least 
squares fit:

_  [utUt] -  [Uj][vi] _
m n[u?] -  [ut]2 ° n[u}\ -  [ui\2

The error m atrix is given by

i ( k2i -ki\
n(n[uj] -  k P )  V n )

For SLT processing we have made use of A 2 because it can be calculated more 
quickly than a conventional x 2 value.

Our use of the LNO co-ordinate system is important: it allows us to assume 
that all hits are expressed at integer values of ‘wire units’ along the u axis. 
For a given fit this means tha t many terms can be calculated in advance: [ut], 
[u?J, an acceptance cut on A 2. In addition the denominators, n[u2] — [tt,-]2 
and n(n[u2] — [u,]2) can be calculated and inverted in advance, avoiding time 
consuming division operations. As there are only about 200 potentially interest­
ing combinations of u values, the amount of memory required by this structure 
is only ~  2.4 kbytes.

A prototype version of this algorithm has been implemented in assembly 
language on an ADSP 2100 simulator. The minimal segment finding algorithm 
(see previous section) has been used to provide the list of hits to be fitted. The 
timing results are presented in table 5.7. These correspond to fitting a straight 
line to a segment of eight hit points.

When implementing this fit on the ADSP 2100 it was critical to ensure 
that the numerical terms involved did not overflow its 16-bit internal registers. 
This was only possible because of our special choice of axis scale in the LNO 
co-ordinate system. A full dem onstration that this is possible is given in [2].
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Minimal segment finding 3.8
Basic least squares fit 5.8
Calculation of A2 5.1

Table 5.7: Timings for basic segment fitting operations.

5.3 Segm ents —► Tracks
Once we have reconstructed as many segments as possible, we find 2D  tracks 
by matching their corresponding vector hits between axial superlayers. Here 
we shall consider only 2D tracks, found from among the track segments in axial 
superlayers.

In the CTD co-ordinate system, a vector hit is specified by r and 0 ,  the 
polar co-ordinates of its centre, and tp, its direction in the xy  plane (cf. chap­
ter 3). Consider a high momentum track which passes through the origin of 
co-ordinates at an angle V>o5 and has a radius of curvature Rq. For each vector 
hit we define x — 4> ~  Vb which allows a simple representation of the track 
parameters [8]:

r =  2R 0sin x  ~  2Rqx (5.1)

V>o =  $ +  X (5-2)

Our prototype segment matching algorithm makes use of this representation.
The sign of the x value of a vector hit indicates the charge of its parent track,

while within a given superlayer the absolute value of x is inversely proportional
to Pt. We can make use of this natural ordering during track searches by sorting 
our vector hits into order of increasing x-

Vector hits contain a higher quality of information than normal hits, and so 
we anticipate that the pattern  recognition required in this stage of track finding 
will be less time critical than tha t needed in segment finding. We shall therefore 
leave further discussion of our segment matching algorithm until chapter 6, 
where we shall see th a t this assumption is indeed justified.

5.4 Conclusions
From this chapter we can draw three conclusions:

• Basic hit finding can be comfortably achieved using one high performance 
DSP per 16 readout channels.

• Of the segment finding algorithms which we have considered the segment 
following method offers the fastest execution speeds.
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• It is expected tha t segment fitting would take a relatively small amount 
of time compared to segment finding.

The fast execution speed expected for the segment following algorithm encour­
ages us to believe that it would be possible to implement this technique on a 
network of transputers within the SLT environment.

In the next chapter we shall show that this is indeed possible, and tha t this 
algorithm offers both the execution speed and pattern  recognition performance 
necessary for the task.
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C hapter 6 

O nline P roto typ e Study

1We can now design and test a prototype CTD SLT system. In this chapter we 
shall

• Describe the prototype architecture of the CTD SLT.

• Investigate our segment finding strategy:

— Description of algorithm.
— Performance trials.

• Investigate our segment matching strategy:

— Description of algorithm.
— Performance trials.

6.1 P rototype SLT architecture
To place in context the track finding algorithms used in this study we must 
make assumptions about the processor architecture of the CTD SLT. In this 
section we will present the design assumed by this prototype study.

The analogue signal from each sense wire is taken to a readout card (ROC), 
where it is digitised by a 100MHz 8-bit FADC system. Let us assume th a t each 
ROC contains 16 such channels corresponding to two CTD cells. The 18 ROCs 
corresponding to one tt/8  azimuthal sector of the CTD are grouped together in 
a single electronics crate, 16 of which provide coverage for the entire CTD. On a 
FLT accept signal the FADC data on each ROC is stored in a buffer. Hit finding 
is performed by one DSP working on each ROC.

One possible design for the SLT track finding system is illustrated in fig­
ure 6.12. Each box represents one transputer, and illustrates the tasks which it

1This work was first presented in (1, 2]
2 This is one of those favoured most recently (3].
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Figure 6.1: One possible SLT architecture.

m ust perform. At the base of this tree network we find one transputer corre­
sponding to each CTD crate. This implements segment reconstruction for all the 
single cell masks within tha t crate and so processing may begin as soon as hit 
da ta  arrives from each ROC. Segments are matched to form tracks by a second 
series of transputers. These are able to access the vector hits in both their own 
and one neighboring crate, thus using a pattern recognition mask equal to a 7r/4 
azimuthal sector of the CTD. Together these masks overlap to provide complete 
coverage of the CTD for all tracks with Pt > 300 MeV. The final part of the 
network rejects any duplicate tracks, and brings the remaining information to­
gether. The last transputer forms the CTD SLT decision, and passes a summ ary 
of the tracking information to both the global SLT board (GSLTB) and the CTD 
readout system.

The structure of this design makes full use of the great flexibility of a trans­
puter system. This has enabled us to outline a complicated parallel algorithm  
with the confidence th a t it will be easily realisable in OCCAM. If at any future 
tim e we find th a t ex tra processing power is required, it is relatively easy to add 
extra transputers to such a network.
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6.2 Procedure
Using the LEPTO event generator (see appendix B), 1000 NC and 1000 CC events 
were generated with Q2 > 100 GeV2.

Beam-gas background events were simulated using the FRITIOF event gen­
erator [4]. This provided 2000 pp interactions, uniformly distributed between 
—9m < < + lm  along the proton beam line.

Detector response was simulated using the ZEUS trigger Monte Carlo (see 
appendix B). This included the position resolution and two hit resolution of the 
CTD, inefficiencies, noise hits, a realistic magnetic field, and all physics processes 
such as multiple scattering and energy loss.

In addition the ZEUS FLT was simulated. The trigger algorithm used de­
manded th a t the CAL-FLT find J2\^t\ > 10 GeV, and tha t the CTD-FLT find at 
least one track consistent with coming from the nominal interaction point. Only 
events satisfying this trigger condition were used in our study. This included 
99% of the NC events, 93% of the CC events, and a to tal of 93 BG events.

These events have been processed within the ARAXNE framework (see ap­
pendix C). This allows our algorithms to be implemented within an accurate 
reflection of our prototype SLT architecture.

6.3 Trial of Segm ent Finding Perform ance

6.3.1 A lgorithm s

The following segment finding algorithms have been implemented. In all cases 
a single cell pattern  recognition mask is used.

S eg m en t fo llow ing This is our candidate algorithm for SLT segment finding, 
it has already been described in chapter 5. Segments were required to contain 
four or more hits, and to have gaps of no more than one hit due to inefficiencies.

M in im a l seg m en t fin d in g  When evaluating the efficiency of our main seg­
ment finding algorithm it is useful to compare it to the performance of a simpler 
strategy. This minimal algorithm uses less processing time than its sophisti­
cated rival, but offers inferior pattern recognition performance. This algorithm 
was also described in chapter 5.

T ru th  seg m en t fin d in g  To assess the geometrical acceptance of a particular 
segment finding technique, it is useful to compare its performance to th a t of a 
truth segment finding algorithm. This uses Monte Carlo information to achieve 
the best possible pattern  recognition within a given mask.
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(%) NC CC BG
Good
Nasty

34 34 2 
66 66 98

Table 6.1: Percentage of Monte Carlo segments falling within the fiducial region.

As previously noted, each segment found within a single cell mask is asso­
ciated with two left-right ambiguous solutions. In our present SLT system we 
resolve this ambiguity by selecting the solution that forms the smaller angle 
with the radial vector at the centre of the segment. Due to the high inclination 
of CTD cells, this technique is expected to work well for segments from high Pt 
tracks.

Segment fitting is implemented by simply joining a line between the segment 
end points. Eventually the use of a more sophisticated fitting procedure will 
allow a small improvement in the final quality of reconstructed segments.

6.3.2 Q uality and Efficiency R esults
The performance of the segment finder has been assessed using the point match­
ing analysis techniques described in appendix A. These codify some of the 
intuitive ways in which we assess pattern recognition performance. The follow­
ing fiducial cuts are used to define the Monte Carlo tracks whose segments we 
wished to find.

1. Pt > 1.0 GeV/c

2. 19° < 9 < 161°

The first cut excludes low momentum tracks that are of little interest to the 
trigger, while the second excludes tracks not reaching the middle of superlayer 3. 
Table 6.1 shows the fraction of Monte Carlo segments from each data set which 
lie within the fiducial region. For our NC data  sample this region always con­
tained the current electron. The figures quoted in this section have statistical 
errors to within their last digit.

Table 6.2 shows the percentage of good segments which are found by each 
algorithm for the NC and CC data sets. Approximately 10% of the segments 
were classified as spurious while only 0.1% of segments were split within a 
mask. Though the performance of the minimal approach is surprisingly high, 
the segment following algorithm offers a significantly better performance. The
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(%) NC CC
Normal
Minimal
Truth

92 93 
50 32 

99.7 99.9

Table 6.2: Segment finding efficiency.

(%) NC CC
Normal
Minimal

Truth

99 92 
84 66 
99 92

Table 6.3: Acceptance of nominal trigger algorithm using tru th  segment m atch­
ing.

very high performance of the tru th  segment finder indicates th a t our simple 
method for selecting the sense of the segment left-right ambiguity is perfectly 
adequate in this fiducial region.

6.3.3 N om inal Trigger Perform ance
The segment finding efficiency can be placed in context using a ‘tru th ’ track 
finder. The tru th  segment matcher always finds a Monte Carlo track if the 
segment finder produces segments corresponding to tha t track in superlayers 1 
and 3.

Table 6.3 shows the acceptance of a nominal trigger using each of the segment 
finding algorithms. This simple trigger requires that at least one tru th  track is 
found in the event.

The tru th  segment finding algorithm indicates th a t using our present meth­
od, the best we can do in the CTD for CC events is approximately 92%. For both 
NC and CC events the acceptance of the segment following and tru th  segment 
finding algorithms is virtually identical.

6.3.4 T im ing R esu lts
Timing studies were performed on a T800 transputer using our standard FO R ­
TRAN implementation of the segment following algorithm (see appendix C). 
Segment finding was only attem pted in masks containing more than 3 and less 
than 26 hits. Table 6.4 shows the mean time taken by the segment finder to 
process all of the masks th a t would be found within a typical CTD readout crate.

69



(ms) Time per crate
NC 3.78
CC 4.50
BG 3.77

Table 6.4: Mean time for segment finding on a T800 transputer.

In our prototype architecture this operation is assigned to a single transputer. 
These times are accurate to within 0.06ms.

Most of the events tha t the SLT will have to process will be of the BG type. 
For these the average time taken to complete all segment finding within one 
crate cannot be longer then 1ms or it will result in a dead-time in the SLT 
acceptance.

We can see that this implementation of the algorithm seems to be slightly too 
slow. However, these figures should be viewed as an upper limit, as a substantial 
increase in speed is expected when the application is coded in OCCAM. Informal 
studies indicate tha t an increase by a factor of four is possible [5]3.

6.4 Trial of Segm ent M atching Perform ance

6.4.1 A lgorithm
The 2D segment matching algorithm uses the vector hit representation defined 
in chapter 5. W ithin a superlayer vector hits are stored in order of increasing 
X-

Starting with the outermost vector hit in the chamber, we define a road 
based on its t/j0 and x values. W ithin each superlayer, we note the first vector 
hit to fall within this road. If the distribution of these vector hits is acceptable 
as a track, then they are removed from further searches, otherwise only the 
outermost vector hit is removed. In either case the search is repeated until all 
vector hits have been accounted for.

In this present study, tracks were accepted if they contained at least two 
vector hits, one of which had to come from superlayer 1.

6.4.2 Q uality and Efficiency R esults
The performance of the segment matching algorithm has been assessed using 
the analysis concepts described in appendix A. The following fiducial cuts were 
used:

3Since this study was completed, this increase in performance has indeed been achieved
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Tracks (%) NC CC
Found 82.5 57.0
Split 12.4 3.6
Spurious 10.9 17.9
With ghost entries 13.0 13.4
W ith wrong entries 14.2 26.9

Table 6.5: Pattern  recognition performance of prototype SLT track finder.

(%) NC CC BG
Full prototype 99.4% 89.1% 15.0%

Table 6.6: Acceptance of nominal trigger algorithm using the CTD SLT track 
finder.

1. Pt > 0.4 GeV/c

2. 19° < 9 < 161°

The figures quoted in this section have statistical errors to within their last 
digit.

Table 6.5 presents the basic pattern recognition performance of the proto­
type CTD SLT system for our standard NC and CC data  sets. This table has been 
prepared using the point matching analysis technique. Remembering that this 
is only the first prototype of the segment matching algorithm, these results are 
encouraging. The track finding efficiencies of 82.5% for NC events and 57.0% 
for CC events are a firm base upon which we can build.

6.4.3 N om inal Trigger Perform ance

To place the pattern  recognition performance of our prototype system in con­
text, we must assess the trigger efficiency to which it might lead. Following 
section 6.3.3, we define the acceptance of a nominal trigger: an event is ac­
cepted if we reconstruct at least one track with Pt > 1 GeV/c. Table 6.6 shows 
the acceptance rates achieved by our full prototype system. It is reassuring to 
see that the acceptance rates for NC and CC events is close to that obtained 
using the tru th  segments and the tru th  segment m atcher (see table 6.3). This 
is achieved while reducing the BG background rate by a substantial fraction.
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6.4.4 T im ing R esu lts
Timing studies were performed on a T800 transputer, using a FORTRAN imple­
m entation of the segment matching algorithm.

The time required to find one track was ~  0.3ms. Io was argued in sec­
tion 6.3.4 tha t this time would decrease if the algorithm was coded in OCCAM. 
Even without any further improvement this timing result is very encouraging.

6.5 Conclusions
The results in this chapter can be summarised in two important points:

• The segment following algorithm can be used successfully within a sin­
gle cell mask. This simple method combines good pattern recognition 
performance with very fast execution times.

• The performance of the overall track finder is encouraging, offering a 
nominal trigger acceptance close to the best possible.

We can confidently proceed to design the final CTD SLT system based on these 
algorithms. Implemented on a network of transputers, matched closely to the 
sector structure of the CTD, this architecture should provide a flexible frame­
work with sufficient processing power for all our needs.
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C hapter 7

A pplications at Future  
A ccelerators

1The next generation of hadron colliders (LHC and SSC) will produce as many 
as 100 million collisions every second (see table 7.1) [2]. This will require an 
even higher level of performance from the online systems than is necessary 
at HERA. To try to answer this challenge we have designed the first stage of a 
readout system capable of exceptionally high data  transfer rates. To investigate

M ach in e Luminosity Inelastic Bunch Events
— 2 —1 cm * s 1 cross section spacing per second

LI1C/SSC 1033 lOOmb 
lOOnb [W,Z] 

O.lnb [Mir <2M»/] 
5nb [Ma <2MW\

2 5 /16ns 100 million 
100 
0.1
5

Table 7.1: Event rates at high luminosity colliders.

the feasibility of this system we discuss the implementation of hit finding and 
trigger processing within this environment.

7.1 An 80 M b y tes/s  R eadout System
Figure 7.1 illustrates our design, consisting of a transputer-based crate con­
troller ( c c )  reading out the data from a set of readout cards (r c ). This forms 
the basic crate of our system.

Each RC contains a DSP for fast data param eterisation and compaction (hit 
finding). This reduced data is written into a dual port memory (DPM), where

1Tliis work was first presented in [1]
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Figure 7.1: An 80 M bytes/s Readout System.

it can be accessed concurrently by the transputer and transferred to a common 
DPM on the CC card. Address generators are included on the CC and each RC to 
enable direct memory access (DMA) operations along the crate backplane. This 
results in a considerable increase in the data  transfer speeds obtainable, up to 
a projected maximum of 80 Mbytes/s.

Once the da ta  from all RCs is assembled on the CC, it is available for trigger 
processing. In our system this is performed by the powerful i860 microprocessor.

The use of DPMs and a transputer on the CC as the sole controlling processor 
renders bus arbitration unnecessary leading to very simple interfacing logic 
and operating software. The four serial links of the transputer facilitate the 
downloading of programs and inter-crate message passing.

An im portant requirement for any readout system is to provide an adequate 
bandw idth communication link between any individual crate and the rest of 
the da ta  aquisition system. To accomplish this our CC design incorporates an 
Intel i960CA microprocessor, whose 32-bit wide DMA channel can achieve a 
maximum da ta  throughput of 106 M bytes/s.

A full technical specification of the hardware design of our system is given 
in [lj.
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7.2 R eadout and trigger processing software
The high data  transfer performance of our system might cause us to question 
whether it can be properly matched by processing power. In this section we 
will try to show that it is possible to implement at least the basic software 
components of an online system within this high rate environment. This dis­
cussion draws on our experience within the ZEUS collaboration and addresses 
the problems tha t will be present in any similar system.

7.2.1 H it Finding
A typical electronics crate of the type used in high energy physics has about 
twenty front-end cards, each supporting between 5 and 20 separate analogue 
readout channels. The input signals can be digitised using an FADC unit for 
each channel. FADCs operating at 100MHz with a precision of 8-bits currently 
offer the best performance in this application. Each channel is thus converted 
into a section of digital data  typically 50 bins long. The volume of da ta  at 
this stage may be considerable. Processing before readout is therefore highly 
desirable: rejecting unwanted noise, and parameterising pulses as hits.

This task is performed using the DSP on each front-end card. This takes the 
digital data  as input, finds and parameterises all acceptable pulses, and writes 
out a small block of data associated with each hit. This might typically include

• Header information, e.g. channel number.

• Position of the leading edge, height, width and integrated area of the pulse 
and the corresponding errors.

• Special data  for use by trigger processors (see section 3.2).

We shall assume here that each hit is packed into 7 x32-bit words.
The peak readout speed of our system is expected to be 80 M bytes/s. To 

allow the system to have some redundancy we choose an average operating rate 
of 40 M bytes/s. This rate is equivalent to 1.4 M hits/s. Assuming tha t there are 
twenty DSPs per crate, each must produce one hit every 14/zs. This rate places 
considerable constraints on the performance of the individual DSP.

Table 5.1 in chapter 5 shows the performance we have obtained in this role 
with an ADSP 2100 series DSP. From these results we see th a t though the 
desired performance is very high it is just within the boundary of th a t which is 
possible.

Several other DSPs are available th a t might be considered for this role. For 
example, the AT&T DSP 16A has a 33ns cycle time, while the TMS320C30 
(60 ns cycle time) uses 32-bit arithmetic for all computations. We favour the 
ADSP 2101 because the features of its instruction set more than compensate
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for its slower cycle time, while its 16-bit input registers are sufficient to deal 
with calculations based 011 the 8-bit FADC data.

7.2.2 Trigger processing
In addition to hit finding, we propose that special trigger information is also 
computed on each RC and transferred to the crate controller for further pro­
cessing.

As an example of a realistic and non-trivial case, we discuss the use of our 
system for trigger processing in cylindrical tracking chambers. We assume that 
the chamber is placed in a constant axial magnetic field and th a t the primary 
event vertex is at the centre of the chamber.

A conformal transform ation transforms circles passing through the origin of 
co-ordinates into straight lines in conformal space (see chapter 9). The trigger 
processor must solve the problem of how to recognise these straight lines.

Exploiting the processing parallelism ofTered by the presence of 20 DSPs per 
crate, we split the pattern  recognition task into two steps:

1. Find short local segments of tracks.

2. Assemble these segments into full tracks.

Since each RC contains data  from a small volume of the chamber, the resident 
DSP may perform a local search for segments. These may then be transferred 
to the CC where another processor may attem pt to assemble them  into tracks. 
In our design this is done by the Intel i860 microprocessor.

The simplest form of segment finding is the minimal segment finding algo­
rithm  first discussed in chapter 5 and shown to be surprisingly successful in 
chapter 6. Table 5.7 in chapter 5 records the performance we obtained for this 
algorithm. Two possible simple extensions are also illustrated in this table, an 
unweighted least squares fit to the segment parameters, and the calculation of 
the residual to the fit. As these execution times are small and are spread over 
the time taken to find several hits, they constitute only a small overhead to the 
basic DSP task of hit finding. If a more sophisticated segment finding algorithm 
is necessary, an extra dedicated DSP could be added on each RC.

As already stated, we propose to use the Intel i860 to find tracks from 
among the segments supplied by the DSPs. This microprocessor has already 
been discussed in chapter 4.

In conformal space the segments are described by two param eters: m  and c 
in Y  = m X  4- c. However, in the limit Pt —► 00 , c —> 0, and since one is usually 
interested in the tracks with large P t, we may disregard segments whose c value 
is large and proceed to use the m variable for further pattern  recognition. Two 
typical approaches are outlined below:
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C lu s te r in g  m e th o d : A histogram is formed based on the m value of each 
segment, where peaks correspond to track candidates. The histogram can 
either be passed on to the global trigger, or analysed at this stage. This 
algorithm  may make use of the i860 vector library routines.

Fo llow ing  m e th o d : Starting from one segment, an attem pt is made to follow 
its predicted trajectory through the chamber. New segments are added 
to the track candidate if they are consistent with this trajectory. After a 
track candidate is found, we can perform a fit to the parameters m and c, 
and calculate the residual to the fit before its final acceptance or rejection.

We have tim ed the above operations, implemented in FORTRAN, on an i860 
simulator. The Intel vector library routines have been used as a convenient way 
to achieve high performance. Table 7.2 presents our timing results, which are 
based on 25 track segments per crate.

fl s
C lu s te r in g  m e th o d
Form and search histogram (5 tracks) 58.6

F o llow ing  m e th o d
Follow one track 14.9
Unweighted least squares fit (per param eter) 3.7
Calculation of fit residual (per param eter) 8.4

Table 7.2: Timings for two possible segment matching algorithms.

7.3 C onclusions
In this chapter we have shown that two basic operations are possible within our 
high rate environment:

• Hit finding.

• Simple trigger processing.

The feasibility of our system has been dem onstrated using the minimum possible 
number of processors. We hope this success might encourage others to develop 
our system, adding to the processing power until it meets their requirements.
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C hapter 8 

The Offline environm ent

Offline processing is the tool with which high energy physicists perform the final 
reconstruction and analysis of their data. Pattern  recognition techniques find 
many applications in this environment. These usually demand a high level of 
consistency and efficiency.

This chapter is a brief review of the high energy physics offline processing 
environment. We shall concentrate on the challenge posed by two modern 
computing architectures:

• Making use of vector machines.

• Event parallelism and the use of processor farms.

We shall see that modern technology has blurred the distinction between online 
and offline processing.

8.1 Vector Architectures
Vector computing is of particular interest to the high energy physics community:

• It is often available on mainframe com puters1.

• It is easily accessible from FORTRAN programs.

Conventional scalar computing requires th a t each individual operation be 
completed before the next can commence. If we wish to perform the same 
operation for a repetitive sequence of numbers then each must wait its turn. 
Vector architectures divide complex operations into a series of pipelined stages. 
In repetitive operations, each number only has to wait for the first stage to be

1 Vector facilities are currently available on both the CR A Y  X - M P  and the IBM 3 0 9 0  at 
the Rutherford Appleton laboratory.
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free before beginning its journey along the pipeline. The performance of the 
system is now only limited by its slowest stage.

Any section of code which involves a loop and arithmetic using arrays may 
be suitable for vectorisation. Two conditions must be satisfied:

• The loop must access each array in regular steps.

• No calculation may refer to an array element that is altered during an 
earlier part of the loop.

Vectorising compilers automatically check th a t these conditions are satisfied 
before producing vectorised output. The challenge to the programmer is to 
design algorithms tha t are suitable for vectorisation.

8.2 Event Parallelism
In the previous chapters we have seen how modern computing techniques, par­
ticularly the use of highly parallel algorithms, can greatly increase computing 
performance. Thus, for each event the CTD SLT relies on dividing the track find­
ing task between a large array of processors, each fulfilling a specific role. This 
parallel algorithm is possible because it closely follows the physical structure of 
the chamber and its readout.

In contrast, the offline processing environment offers different problems. The 
event da ta  is no longer spread between different sub-detectors and different 
readout channels. The ZEUS event builder (EB) brings the data  from each sub- 
detector into one place. This is the form in which it is eventually stored for later 
use. The natural parallelism that can now be exploited lies in the independence 
of each event. A farm of processors, each running the same sequential recon­
struction program, can process many events a t the same time. The total time 
taken for one event to pass through the system is constrained by the power of 
one processor, bu t the combined rate at which the farm completes events scales 
directly with the number of processor nodes it contains.

This technique can be used in any situation where the event data has already 
been gathered into one place and it is desired to use parallelism to improve 
performance. It is not necessary to perform the difficult task of designing an 
algorithm with internal parallelism: event parallelism can be used instead.

The ZEUS th ird  level trigger (TLT) is based on this concept [1], and illustrates 
the increasing overlap between the online and offline processing environments. 
Positioned at the end of the online processing chain, the TLT comes directly 
after the EB. It will be comprised of a farm of MIPS R3000 processors. It is 
planned th a t the offline reconstruction program will be run on this farm, saving 
a great deal of programming effort, and providing maximum continuity between 
the TLT and standard  offline processing.
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Each R3000 processor provides an equivalent of about 10 VAX Mips. Ini­
tially a farm of about 20 nodes is envisaged, each with 16 Mbytes of memory. 
To allow the offline reconstruction program to run successfully in this environ­
ment it may be necessary to strip it of some of its features, reducing memory 
requirements and increasing processing speed.

8.3 Sum m ary
This chapter has introduced some of the im portant concepts in modern offline 
processing. Performance benefits are possible for vectorisable algorithms, while 
a high degree of parallelism can be achieved by the use of processor farms. In 
the chapters 9 to 12 we shall follow the development of an offline 2D  track 
finding system designed to work well in this environment.
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C hapter 9 

Prelim inary Offline S tudy

lrThere are many different pattern recognition algorithms that might be used 
to find tracks in the ZEUS CTD [3, 4, 5, 6]. Given the detailed design of the 
detector and the general constraints of the offline processing environment, some 
of these methods will perform better than others. We shall investigate two 
highly contrasting strategies, both designed to find tracks in two dimensions:

• The conformal mapping of circular tracks into straight lines.

• The matching of track segments between axial superlayers.

This chapter introduces these techniques, illustrating their different approaches 
to the same problem.

9.1 The Conform al M apping Strategy
A general circle in two dimensions is described by three parameters. If we 
constrain the circle to pass through the origin of the co-ordinate system this 
number is reduced to two. There are several ways of constructing a co-ordinate 
mapping that transforms this class of circle into a straight line in a new space.

The equation of a circle of radius R and centre of curvature (xo,t/o) may be 
written

(x -  x0)2 +  (y -  t/ 0 ) 2 =  R 2 (9-1)

We shall investigate the use of two different possible transformations.

M apping 1
X i  = x / ( x 2 +  y2) Yi = y / ( x 2 +  y2) (9.2)

1This work was first presented in [1, 2]
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Substituting this into the equation of a circle gives

_  R 2 - x j -  yl _
Vo 1 2 ( i2 +  y2) 0 1 /

If we assume th a t the circle passes through the origin of co-ordinates we have 
R 2 — x2 +  j/q ? and so

Y t  =  - - X i  -  l / 2 y 0 (9 .3 )
Vo

which is the equation of a straight line in X \,Y \ space.

M apping 2
X 2 = y / x  Y2 = (x2 +  y2)/2x  (9.4)

Substituting this into the equation of a circle gives

R 2 - x 2 - y 2 , v  
yoY2 —-------—---------h yoX2 — x0

Again we assume the circle passes through the origin of co-ordinates, and so

Y2 = yoX2 +  x0 (^-^)

which is the equation of a straight line in X 2,Y2 space.
In the ZEUS CTD, a typical track has an approximately circular projection 

on the xy  plane. In addition most of these tracks will come from the small beam 
intersection region at the centre of the detector (see table 1 .1  in chapter l).

Taking the centre of the intersection region as our origin of co-ordinates, we 
can use mapping 1 or 2  to form a conformal space transforming our tracks to 
straight lines. We assume that a further stage of processing would then be used 
to find the remaining minority of tracks tha t are either of low momentum or do 
not originate from the primary vertex.

9.1.1 B asic Trials
In designing an algorithm that uses a conformal mapping technique we must 
address two questions:

• Which mapping should we use?

• How should we find straight lines in the conformal space?

To answer these questions PATFND was developed. Supported by its own simple 
CTD simulation, this prototype pattern recognition program allowed the main 
mapping and pattern  recognition options to be tested quickly and efficiently.
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Studies were carried out on a Micro VAX II. The simulation included the 
position resolution and two hit resolution of the CTD, but assumed a constant 
axial magnetic field and neglected all physics processes such as multiple scat­
tering and energy loss. The left-right ambiguity of the CTD was only simulated 
in an approximate fashion. 50 event data sets were generated in the following 
classes:

Single tracks: 1 < P t < 20 GeV/c, 0 <  <f> <  2 t t , 0 < 9 <  n .

Two tracks: P t =  10 GeV/c, 6 = 2nr, A (f> =3 or lOmrads.

M ultiple track events: 4-20 tracks, each with 1 < P t < 2 0  GeV/c, 0  < <j> < 
27r, 0 < 0 < 7T.

Choice of M apping

Mapping 1 has two distinct advantages which are not shared by mapping 2 : it 
is manifestly unbiased with respect to the <f> param eter of a track, and since 
all CTD hits have r > 10cm, it is always non-singular. These features led to a 
simpler implementation in our prototype framework, and to a more robust track 
finding performance. Mapping 1 is therefore chosen as our preferred conformal 
transform ation.

Choice of Straight Line P attern  Recognition Technique

When trying to find a straight line within the conformal space of a CTD event 
we face a considerable combinatoric problem. To build a practical algorithm 
we immediately adopted three simple constraints:

• The search proceeds in an iterative manner. An attem pt is made to find 
one track, if this succeeds the hits it contains are not considered during 
further processing.

• During any given iteration only hit points within a restricted <f> region 
of the chamber are used. This is reasonable, as even tracks with P t ~  
300 MeV are contained i n a A < £ ~ 7r / 4  region of the CTD.

• The first acceptance cut is not made on a fitted x 2 value, but on something 
th a t may be calculated more quickly.

At any given moment, the list of hit points available to be placed on a track 
is called the pattern recognition mask. We will also make use of the concept 
of a road, the region around a track candidate where its hit points might be 
found. Figure 9.1  illustrates a typical CTD track before and after mapping to 
conformal space.

Working within our prototype framework, we have implemented and studied 
three different algorithms for finding straight lines in conformal space:
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Figure 9.1: Hit points from a typical CTD track (track travels from A to B).
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Table 9.1: Summary of results from preliminary conformal trials.

Method Able to resolve 
close tracks ?

T im e/track 
(ms)

1 Yes 300
2 No 2 0

3 Yes 60

1. From the pattern  recognition mask we select the outermost hit point in 
real space. A road is constructed in conformal space between this and 
each other hit point within the mask. The road containing the largest 
number of hit points is used to form a track (if it passes suitable cuts).

2 . We proceed as before, but now each road is formed in turn, starting with 
the road to the innermost hit point in real space. The first road to pass 
suitable cut on the number of hit points it contains is used to form a track.

3. From the pattern  recognition mask we select the outermost hit point in 
real space. A line is constructed in conformal space between this pivot 
point and each other hit point within the mask. The angle that each of 
these links forms with the conformal X  axis is entered into a histogram. 
The largest peak in this histogram is used to form a track (if it passes 
suitable cuts).

In each of these algorithms we first search the pattern  recognition mask for the 
outermost hit point in real space. This is done to try  to take advantage of the 
relatively low chamber occupancy in the outer superlayers of the CTD.

The results of these trials are summarised in table 9.1. Method 2  is rejected 
as it was unable to correctly resolve closely spaced tracks. Method 3 is preferred 
over method 1 because of its greater speed. This pivot and link method is 
therefore chosen as our preferred strategy.

9.1.2 D iscussion  o f R esults
The success of the pivot and link method may be understood by considering 
the behaviour of the link angle measurement error. Each curve in figure 9.2 is 
associated with a pivot point chosen at the centre of a different CTD superlayer. 
The variation of the link error is plotted with respect to the radius of the hit 
point to which this pivot is linked (all curves assume a CTD position resolution 
of 130/um). We observe th a t for a wide range of link lengths, the effective error 
is relatively constant. This means tha t when we construct the link histogram, 
each bin is able to act as an approximate road for a track candidate lying in the
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Figure 9.2: The error on a link angle as a function of the position in real space 
of the inner hit point: plotted for pivot points at the centre of each superlayer.

appropriate direction. For a given pivot point, this technique is a convenient 
way of searching all possible roads simultaneously.

Any implementation of this method involves highly repetitive loops of code: 
calculating the link angles, forming a histogram, searching it for peaks. The first 
of these tasks is generally the most time consuming. Fortunately it is also com­
pletely vectorisable, making this algorithm highly suitable for implementation 
on such an architecture.

9.2 The Segm ent M atching S trategy
An alternative approach makes use of the superlayer structure of the CTD to 
simplify the pattern  recognition problem. Track finding proceeds in two stages:

• Find track segments within each superlayer.

• Match segments between axial superlayers to form tracks.

In chapters 4 and 5 we saw th a t this structure was of crucial importance to 
the online system, allowing a pipelined and geometrically parallel architecture. 
In the offline environment these considerations are not relevant, though as we 
shall see this approach does retain other useful features.
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To complement the algorithm presented in the previous section, it is im­
portant to ensure that this alternative method does not assume th a t all tracks 
come from the primary vertex of the event.

9.2.1 H its —* Segm ents
Segment reconstruction has already been discussed in chapter 5 for applications 
within the online system. In the present application many of these concepts 
remain unchanged. However, for the initial tests of the offline segment matching 
strategy it is not im portant how much processing time this stage of pattern  
recognition requires, so long as it has a high efficiency for finding segments.

We proceed using a segment pattern  recognition mask comprised of three 
adjacent cells. One such mask is centred on each cell within a CTD superlayer, 
ensuring complete coverage for almost all possible tracks. W ithin this mask we 
try to find as many segments as possible. This is achieved by making a fit to all 
the possible combinations of hit points that might reasonably be expected to 
form a segment. This procedure may be optimised to minimise execution time 
during a latter stage of development.

This first stage of pattern  recognition greatly reduces the overall combina­
toric problem which the track finder must overcome. It is also able to take direct 
advantage of the architectural features of the CTD described in chapter 3.

9.2.2 Segm ents —> Tracks
As discussed in chapter 5, a track segment within a superlayer can be interpreted 
as a vector hit. Consider two vector hits Vi and V2, the vector joining their 
centres is S12. We may define the vector and dot products:

|v i  x S 12| =  | S u  | s in ( - a i)
|v 2 x S 1 2 I =  | S’12 | s in (a2)

Vi • S 12 =  | S 12 | cos(ai) 
v 2 • S 12 = | S12 | cos (0 :2)

Following [3], we define two quantities,

|v i  X S12I +  |V2 x S12I
rj =

e =

\Sl2 |
V l • S12 — V2 • S12

I S12 I

These may be simplified,

77 =  s in (a2) — sin(ai) 
e =  cos(ax) — cos(a2)
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Finally we define

r 2 2 i i=  ?7 + €

-- 4 sin2
C*2 —  « 1

If Vi and V2 are tangents to the same circle then 77 and e are zero. However, 
only their combination, T2 has the property of being definitely non-zero for all 
Vi and V2 not fulfilling this requirement.

As already discussed, tracks trajectories inside the CTD are approximately 
circular when projected onto the xy  plane. F2 is a suitable variable to use to 
test whether any two track segments found in axial superlayers are consistent 
with coming from the same track.

9.3 Conclusions
We have discussed two contrasting pattern recognition strategies:

• Conformal mapping.

-  Assumes the position of the event vertex.

-  Suitable for implementation on vector machines.

• Segment matching.

-  Does not assume the position of the event vertex.

-  Has good combinatoric properties.

In the next chapter we shall make a full quantitative comparison of the perfor­
mance of these two algorithms within the CTD.
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C hapter 10 

Offline P roto typ e S tudy

1The 2D track finding algorithms described in the previous chapter were im­
plemented within the ARAXNE prototype framework (see appendix C). In this 
chapter we shall

• Describe the implementation of each algorithm.

• Present the results of comparative trials.

10.1 A lgorithm s

10.1.1 Conform al M apping Strategy
The following algorithm was implemented making use of mapping 1 from chap­
ter 9.

1. Transform each hit point into conformal space.

2. Enter all points into a list called the mask.

3. Search for tracks until the mask is empty:

(a) A broad azimuthal sector of the chamber is selected, centred on a 
high density of hits in the mask.

(b) All points from the mask which are present in this sector are entered 
into a list called the window

(c) The window is searched to find the outermost hit point in real space, 
which is chosen as the pivot point.

(d) Links are constructed, in conformal space, between the pivot point 
and all the other hit points in the window.

1This study was first presented in [1]
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(e) The link histogram is formed from the angle between each link and 
the conformal X  axis.

(f) A track candidate is formed from the largest peak in this histogram.

(g) The track candidate is refined by adding hit points from the window 
lying in a road constructed between its two ends.

(h) The track candidate is further refined by dropping hit points in cases 
where it contains more than one from the same sense wire layer of 
the detector.

(i) A track candidate is accepted as a track if it passes cuts on the number 
of points it contains and the continuity of their distribution along its 
supposed trajectory.

(j) All points on an accepted track, along with their left-right ambiguous 
partners are removed from the mask.

4. Reconstructed tracks are formed by fitting accepted tracks to circles in the 
r, <f> plane.

10.1.2 Segm ent M atching Strategy  

H its  —► S egm en ts

A segment pattern recognition mask is defined to consist of three adjacent cells. 
One mask is centred on each CTD cell, ensuring that the chamber is completely 
covered by a series of overlapping cells.

Segment finding proceeds as follows:

1. Search each possible mask for segments.

(a) Construct roads between all pairs of points separated by three or 
more wire layers.

(b) Starting with those roads containing the greatest number of hits, fit 
each to y = a +  bx +  cx2 and retain the one with the best x 2 value.

(c) If the absolute value of the fitted x 2 is iess than a suitable cut, 
we accept this candidate as a segment and delete its hits from the 
pattern  recognition mask.

2. Remove any segments whose points are a sub-set of those found on a 
segment from an adjacent mask.

98



S eg m en ts  —► T racks

The variables rj and T2 (see chapter 9) are used to m atch track segments be­
tween super layers. Using a given tolerance for the maximum value of each of 
these param eters, combinations of consistent segments are assembled as track 
candidates. Reconstructed tracks are then formed by fitting these candidates 
in turn to a circle in the r, (f) plane, and making an acceptance cut based on the 
X2 value of the fit. Once a track is accepted its segments are removed from the 
list of those still available.

10.2 Procedure
Events in the CTD were simulated using the SIMPLE Monte Carlo (see ap­
pendix B). This included the position resolution and two hit resolution of the 
CTD, but assumed a constant axial magnetic field and did not simulate physics 
processes such as multiple scattering and energy loss. D ata sets were generated 
in five different classes:
S ingle tra c k s : 1000 single track events were generated in each of the following 

categories, Pt = 1, 4, 6, 8, 15, 30, and 50 GeV/c, 0 < <f> < 2n, 0 = w.

D isp laced  v e rte x : 1000 single track events were generated in each of the fol­
lowing categories, impact parameter =  2.5, 5.0, 7.5, and 10mm In all cases 
the tracks had Pt — 5 GeV/c, 0 < <j> < 2?r, 0 = n.

T w o tra c k s : 1000 two track events were generated with an azimuthal separa­
tion between the tracks of 15, 22, 41, 110, and 2tt mrads. In all cases the 
tracks had Pt = 5 GeV/c, 0 < (f> < 27r, 0 =  7r.

N e u tra l  c u r re n t  ev en ts: 100 NC events were generated using LEPTO (see ap­
pendix B) at each of the following points in the HERA kinematic region,

1. x — 0.5, y = 0.6
2. x = 0.2, y =  0.5
3. x ~  0.02, y =  0.3
4. x  =  0.01, y ~  0.3

These were chosen to vary jet energy and angle, as illustrated in fig­
ure 10.1. This allowed us to test pattern  recognition performance in dif­
ferent characteristic regions of the HERA kinematic plane.

D ata sets 1 and 2 contain events with high energy jets which only enter the 
first few superlayers of the CTD. These jets contain short closely spaced tracks, 
and are a more technically demanding test of pattern  recognition performance 
than data  sets 3 and 4. Data set 4 is characteristic of the most common type 
of deep inelastic events tha t will be observed by ZEUS.
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Figure 10.1: The HERA kinematic plane.

10.3 Q uality and Efficiency R esults
The different da ta  sets were processed in tu rn  by each algorithm. Our results 
were analysed using the techniques described in appendix A. The following 
fiducial cuts were used to define the Monte Carlo tracks in which we were 
interested:

1. Pt > 0.4 GeV/c

2. 19° < 0 < 161°

The first cut ensures th a t we do not consider tracks which spiral inside the 
CTD, while the second ensures that the track reaches at least half way through 
superlayer 3, and so is just within the geometric acceptance of the segment 
matching algorithm  (the conformal mapping algorithm has a slightly larger 
acceptance).

The results are displayed in figures 10.2 to 10.6.

• An understanding is assumed of the analysis concepts defined in ap­
pendix A.

• The global title at the top of the figure identifies the event class from 
which these results were produced.
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• Each figure contains four graphs presenting different efficiency and quality 
factors as a function of the data sets within this class.

• The notation MM means tha t ‘momentum m atching’ track assignment has 
been used to prepare this graph, while PM means that ‘point matching’ 
has been used.

• Binomial error bars are plotted for all points: if y tracks are found from 
a total of n, ay =  \Jy{l  — y/n) .

The individual histogram  titles may be classified and explained,

T rack  fin d in g  efficiency: Percentage of Monte Carlo tracks th a t have a re­
constructed track assigned to them and so are found.

T racks above 96%  c o rre c t: Percentage of assigned reconstructed tracks th ­
at have more than 96% of the hits from their associated Monte Carlo track 
placed on them (for a CTD track at 0 = 90°, 1 hit ~  2.5%).

T racks c o n ta m in a te d  by  g h o sts : Percentage of assigned reconstructed tra ­
cks for which at least one point from the Monte Carlo track has been 
placed on them with the incorrect sense of the left-right ambiguity.

T racks c o n ta m in a te d  by  o th e r  p o in ts : Percentage of assigned reconstru­
cted tracks th a t are contam inated with a least one point from a different 
Monte Carlo track.

S p u rio u s  tra c k s : Reconstructed tracks not assigned to any Monte Carlo
track.

T racks sp lit: Generated tracks th a t have been split into two or more recon­
structed tracks.

S c a tte re d  e le c tro n  efficiency: In NC events, the efficiency for finding the
current electron.

The reader may be guided through the interpretation of these figures:

S ing le  tra c k  ev en ts  (Figure 10.2) Both algorithms achieve a similar track 
finding efficiency. However, we observe a tendency for the segment matching 
algorithm to find a higher percentage of its tracks with more than 96% of 
their correct hits, while the conformal mapping algorithm yields a lower rate 
of contaminated tracks. This is explained by a differing strategy towards the 
acceptance of ambiguous/borderline points: if two points from a single wire 
layer were consistent with a given track, then the segment matching algorithm 
has been implemented to accept the better point, while conformal mapping 
algorithm rejects both. This is a trend repeated throughout these results.
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D isp laced  v e r te x  even ts  (Figure 10.3) The conformal mapping technique 
assumes knowledge of the event vertex. We therefore expect its efficiency to fall 
off as a function of the displacement of the true event vertex from its nominal 
value. This is observed in these histograms and represents the major drawback 
of this method.

T w o tra c k  even ts  (Figure 10.4) Both algorithms perform similarly when pre­
sented with the problem of reconstructing two closely spaced tracks. Each suf­
fers a clear deterioration in performance even for separations of up to lOOmrads.

N e u tr a l  c u r re n t  ev en ts  (Figures 10.5 and 10.6) These figures show the re­
sults for the neutral current data sets. While both algorithms show a deteriora­
tion in performance while handling tracks within jets, it is clear th a t conformal 
mapping does systematically better in the data  sets at higher jet energies. It 
is encouraging to note th a t both algorithms retain a very high efficiency for 
identifying the current electron.

10.4 D iscussion of R esults
Our results can be summarised by two main points:

• The conformal mapping results clearly dem onstrate the disadvantage of 
assuming th a t all tracks come from the nominal interaction region. When 
the position of the real vertex is displaced, this method increasingly finds 
tracks with biased kinematic param eters and of lower general quality.

• The efficiency and quality of the segment matching approach falls more 
rapidly than that of conformal mapping approach in the more difficult 
part of the NC kinematic plane. It is desirable to minimise this system­
atic reduction in performance and eliminate any effects it might have on 
physics analysis.

Unfortunately these points lead us in conflicting directions: while not wanting 
to include the event vertex bias of the conformal mapping algorithm in our 
reconstruction program we are unable to choose the segment matching approach 
due to its unacceptably poor performance in some regions of the HERA kinematic 
plane.

10.5 Conclusions
When this study was originally conceived it was hoped th a t it would allow us 
to adopt one of the algorithms under trial for implementation within the final
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ZEUS reconstruction program: this has not been possible.
We conclude that a new design is necessary, combining the best features in 

each of our prototype algorithms and drawing on the experience gained in these 
trials.
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C hapter 11 

The Offline D esign

1This chapter aims to provide an insight into all stages of the final CTD track 
reconstruction system. It includes

• An overview of the complete CTD track reconstruction methodology.

• A detailed presentation of the CTD 2D track finding system.

This design is a product of the experience gained from the work presented in 
the previous chapters of this thesis.

11.1 Track R econstruction M ethodology

11.1.1 Tw o D im ensional Track F inding
Track finding proceeds in two stages: First a track seed is found, specifying the 
trajectory of a candidate track at a given point in the chamber, this is then 
extended backwards using a progressive track following algorithm.

Seed F in d in g

A seed is defined to have the same kinematic variables as a track, expressed at 
a convenient reference surface near to where the track is thought to leave the 
chamber (see chapter 3).

The seed finder is restricted to search only the list of hit points defined by 
the seed mask. All hits th a t have already been placed on a track candidate are 
removed from this mask.

A principle feature of our design is th a t any number of different algorithms 
may be employed to generate seeds. The choice of algorithm may be steered 
during the course of processing an event, ensuring maximum robustness and 
flexibility.

AThis design was 6rst presented in [1]
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C o n fo rm a l seed  fin d in g  Based on the conformal transformation discussed 
in the two previous chapters, this seed finder aims to make global use of the hits 
in the chamber. Though this method is highly suitable for vectorisation, it has 
the disadvantage of assuming that all tracks come from the nominal interaction 
point, and so it is not kinematically unbiased.

S egm en t seed  fin d in g  This seed finder works by reconstructing a track seg­
ment from among the hit points in an outer superlayer. Fitting these points 
to a circle yields the kinematic parameters of a seed. The pattern recognition 
involved in this type of algorithm is inherently very fast because of the low com­
binatoric background. This method is kinematically unbiased, and can even be 
used for tracks of very low momentum.

Seed E x te n d in g

Taking the seed as a starting point, a track candidate is formed by extrapolating 
back along the trajectory it defines, stepping inwards to each axial superlayer 
in turn. After each step, any hit points falling within a locally defined road are 
accepted as belonging to the candidate. The track param eters are continually 
updated using a Kalman filtering technique [2].

During the seed extrapolation the track candidate is free to use any hit point 
falling within the road it defines, regardless of whether tha t point has already 
been placed on another track candidate. The progressive nature of the track 
search is ensured because all hits used by a new track candidate are deleted 
from the seed mask (see previous section).

11.1.2 T hree D im ensional Track Finding
The even numbered superlayers contain stereo wires. The azimuthal displace­
ment between a segment found in one of these layers and the track to which 
it belongs is a measure of its z co-ordinate. Trying to match such segments 
to two dimensional tracks allows track reconstruction to be completed in three 
dimensions.

11.1.3 Track Param eters E stim ation
Once we have found all possible track candidates in three dimensions, we resolve 
any ambiguities arising where two tracks share a common point. We can now 
apply detailed corrections to individual hit point measurements based on their 
position in z and the trajectory of their parent track.

The final estim ate of the track parameters is made using the Kalman Fil­
ter formalism. This was first published in [3] and discussed for track fitting 
applications in [4].
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The method has several advantages.

1. It needs only to invert matrices of the order of the individual measurement 
vectors.

2. The progressive nature of the technique allows us to recognise kinks in 
tracks and to reject outlying points even at this final stage.

11.2 CTD 2D track finding system
CTD 2D track finding is illustrated in detail in figures 11.1 to 11.6. This is 
just one part of the complete system described in the previous section. These 
figures have been prepared using SASD techniques (appendix D). Processes 
are represented as ‘bubbles’, each of which may in tu rn  be expanded to reveal 
another set of bubbles representing its sub-processes. The figures in this section 
represent several layers of such a structure.

(1) F in d  tra c k s  in  tw o  d im en sio n s  Hits in the axial superlayers are sear­
ched for 2D track candidates.

(1.1) F in d  seed Hit points tha t have not yet been used or rejected by the 
track finding procedure are present in the seed mask. During each iteration of 
the track finder, the current seed mask is searched to try to find one or more 
seeds. Regardless of whether this search is successful at least one point must 
be rejected by being deleted from the seed mask (this precaution ensures that 
the same current mask can never be passed to a seed finder twice, and so an 
infinite loop cannot occur at this point).

(1 .1 .1) T h e  G a rd e n e r  Given the current status of the 2D track search, 
the gardener decides which algorithm shall be used to search the current seed 
mask. The flexibility and robustness th a t this choice brings to the track finder 
is a feature of this method.

(1 .1 .2) F in d  co n fo rm a l seed  This seed finding algorithm  is based on the 
conformal mapping technique developed in chapters 9 and 10. This procedure 
always deletes one or more hits from the seed mask, and may produce a seed.

(1 .1 .2 .1 ) F in d  p iv o t h i t  The hit furthest from the centre of the CTD is 
chosen as the pivot hit. The left-right ambiguous points associated with this 
hit are the pivot points, which are immediately deleted from the seed mask.
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(1 .1 .2 .2 ) F o rm  w in d o w  fo r th is  p iv o t h it  An azimuthal sector of the 
CTD within ± 7 r /2  of either pivot point is defined. This region is bounded by 
the innermost wire layer and extends up to, but does not include, the wire layer 
of the pivot points. Any points in the seed mask which are also in this area are 
placed in the current window. Only points from within the current window will 
be used during this seed finding attem pt.

(1 .1 .2 .3 ) F o rm  left a n d  r ig h t h is to g ra m s  o f links Taking each pivot 
point in turn, a link is constructed in conformal space between it and each 
point in the window. One histogram is formed for the angle of links to the left 
pivot point, another for all links to the right pivot point.

(1 .1 .2 .4) F in d  la rg e s t p e ak  in  left o r  r ig h t h is to g ra m  The largest single 
bin in either histogram is found. The histogram peak is defined to comprise of 
this bin plus a given number of bins on each side.

(1 .1 .2 .5 ) E x tr a c t  k in e m a tic  p a ra m e te rs  fo r seed  c a n d id a te  The pa­
rameters that would be needed to specify a seed are found. These may be 
obtained directly from the position of the peak, or by fitting the points it con­
tains to a circle in real space.

(1 .1 .2 .6 ) A p p ly  a c c e p ta n c e  cu ts  to  seed c a n d id a te  The seed candidate 
is only accepted as a seed if it passes a cut on the number of hits within its 
peak as a fraction of the pivot hit wire layer. If a circle fit has been used to 
derive the seed kinematic param eters, a cut is also made on the fitted x 2 value.

(1.1.3) F in d  seg m en t seed  This seed finding algorithm  finds seeds based 
on track segments found within a superlayer. This always deletes one or more 
hits from the seed mask, and may produce one or more seed candidates.

(1 .1 .3 .1) F o rm  seg m en t m ask  A segment mask is defined to contain a 
centre cell plus a given number of cells on either side. The outermost superlayer 
that contains any hits in the current seed mask is found, and all possible segment 
masks in this superlayer are formed.

(1 .1 .3 .2) F in d  a ll p o ssib le  ro a d s  For each segment mask in turn  a straight 
road of given width is formed between all the eligible pairs of points it contains. 
To be eligible a pair of points must be at least three wire layers apart. Never 
allowing more than one hit per wire layer, all combinations of hits falling within 
a road are noted as segment candidates.
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(1 .1 .3 .3 ) E x tr a c t  seg m e n t p a ra m e te rs  A circle fit is made to each segment 
candidate. This estimates the segment kinematic parameters and provides a x 2 
value which measures the probability of the fit to these points.

(1 .1 .3 .4 ) A p p ly  a c c e p ta n c e  cu ts  to  fo rm  a  seed Once all possible seg­
ment masks in the outerm ost superlayer have been processed, the segment con­
taining the most hits and also passing a cut on its x 2 value is accepted as a 
seed.

(1 .2) E x te n d  seed Taking the seed as its starting point, an attem pt is made 
to form a 2D track candidate using all the axial hit points in the chamber. If 
the attem pt is successful, the track candidate is stored and all its hit points 
(and their left-right ambiguous partners) are deleted from the seed mask. This 
ensures that the track we have found will not give rise to any more seeds.

(1 .2 .1 ) P re d ic t  k in e m a tic s  in n ex t su p erlay e r The intersection of the 
current track candidate with the next superlayer is predicted (if this is the first 
prediction for this candidate then the seed kinematics are used as input).

(1 .2 .2 ) F o rm  lo ca l ro a d  b ased  on p re d ic te d  values Within the new su­
perlayer a road is formed around the predicted trajectory of the track candidate. 
The width of this road is determined by the position resolution of the chamber 
and the calculated error on the extrapolated kinematic param eters. For each 
wire layer up to one hit within the road may be placed on the track candidate. 
If there are two hits from the same wire layer within the road then only the one 
closest to its centre is taken.

(1 .2 .3 ) U p d a te  b e s t e s tim a te  o f k in em atics  The kinematic parameters 
of the track candidate are estimated using all the hits th a t have so far been 
placed on it. If estim ated errors on these new kinematic values mean th a t they 
are no longer consistent w ith the predicted values for this superlayer, then they 
are recorded as the present best estimate of the kinematic param eters, otherwise 
the predicted values are recorded as the best estimate.

(1 .2 .4 ) A p p ly  a c c e p ta n c e  cu ts  fo r th is  c a n d id a te  After the innermost 
superlayer has been searched for hits, a 2D track candidate is only recorded 
if it passes certain acceptance cuts. These are made on the number of hits it 
contains as a fraction of the wire layer of its outermost hit, and on the x 2 value 
of the fit to its final best kinematics parameters. Any hits used on a successful 
candidate are deleted from the seed mask.
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fx m
Conformal Seeds:

* 37
$ 56
Q/Pt 14

Segment Seeds:
<t> 55

490
Q/Pt 5300

Table 11.1: Effect of seed param eter errors on road width after extrapolation 
to the next superlayer.

11.2.1 Com parison of seed finding techniques

The best way to compare the two alternative seed finding techniques is to in­
vestigate the absolute accuracy with which they measure the seed kinematic 
parameters. It is these parameters th a t usually form the basis for the first 
inward extrapolation step from the superlayer in which the seed is found. Ta­
ble 11.1 presents estimates for the contribution the measurement error on each 
kinematic param eter makes to the error on a drift distance predicted in the new 
superlayer. These estimates have been made using tracks simulated in the CTD 
with Pt = 10 GeV/c and 0 =  7r/2, allowing the conformal seeds to be based on 
a fit to around 40 points, while the segment seeds are based on only 8 points. 
All the values quoted remain roughly constant with changes in momentum.

It would be desirable for none of these errors to exceed the position resolution 
of the chamber. This is not the case for segment seeds. The error on Q /Pt for 
segment seeds is large because this type of seed has very little information with 
which to measure track curvature. We can decrease the value of this error by 
constraining the track to come from the nominal interaction region, or simply 
by assuming th a t the track is of infinite momentum. However, both of these 
techniques introduce a kinematic bias and so are undesirable, and in any case 
the error on 0  cannot be reduced in this fashion.

11.2.2 D iscusion  of D esign

The decomposition of 2D track finding into two parts is designed to allow the 
greatest possible pattern  recognition flexibility: new algorithms can be con­
ceived a t any time for use as seed finders or seed extenders. Allowing the 
‘G ardener’ to dynamically steer the choice of seed finding algorithm further 
extends this inherent flexibility.
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To face the combinatoric problems associated with CTD track finding we will 
often want to use ‘fast’ seed finding algorithms. To achieve their high speed 
these will often make assumptions that tend to bias the kinematic parameters 
of the seeds which they find. It is the role of the extend seed stage to filter 
out such kinematic imperfections, and to ensure that only track candidates of 
a certain minimum quality are accepted. The seed extender is able to do this 
because it is isolated from the earlier combinatoric difficulties, and so can be 
implemented in a kinematically unbiased way, while retaining an acceptable 
execution speed.

As we saw in chapter 8, it is planned to use the offline reconstruction program 
to implement the ZEUS TLT. This may require that a special ‘fast’ version of 
the program is available. Our new design is ideally suited to this role, allowing 
us to make use of many different seed finders, including ones specially adapted 
for the TLT. One option would be to derive seeds from SLT tracks, allowing 
an immediate partial reconstruction of the event. In all cases we could rely on 
our extend seed algorithm to ensure that our tracks were of a consistently good 
quality.

11.3 Conclusions
In this chapter we have presented a new design for the CTD tracking system, 
with particular emphasis on 2D track finding. Building on our previous experi­
ence, this combination of algorithms allows great flexibility and is suitable for 
adaptation to the TLT environment.
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C hapter 12 

Offline Perform ance S tu d y

^ h e  CTD 2D track finding system described in the previous chapter has been 
implemented within ZEPHYR, the ZEUS physics reconstruction program (see 
appendix D). In this chapter we shall:

• Study the performance of this new track finding system.

• Present execution times for the vectorised conformal seed finder.

12.1 A lgorithm s
The algorithms described in chapter 11 have been implemented within ZEPHYR. 
In this preliminary version the following features were incomplete:

• Only conformal seed finding was available.

• All fitting was done using an iterative circle fitter [2], no Kalman tech­
niques were used.

• During extend seed steps, the errors on extrapolated track parameters 
were neglected.

12.2 Procedure
Detector response was simulated using MOZART (see appendix B). This in­
cluded the position resolution and two hit resolution of the CTD, but assumed a 
constant axial magnetic field and neglected all physics processes such as multiple 
scattering and energy loss. This was done for two reasons:

• To allow a direct comparison with the results presented in chapter 10. 
These used the SIMPLE Monte Carlo and did not simulate these features.

1This study was first presented in [l]
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• Tracks and hits generated in this way are statistically well behaved. This 
greatly facilitates program testing (see appendix D).

D ata sets were generated in three different classes:

S ing le  tra c k s : 1000 single track events were generated in each of the following 
categories, Pt = 1, 3, 10, 32, and 100 GeV/c, 0 < <f> < 27r, 9 =  tt.

T w o tra c k s : 1000 two track events were generated with an azimuthal sepa­
ration between the tracks of 10, 50, 100, and 27r mrads. In all cases the 
tracks had Pt =  10 GeV/c, 0 < <j> < 27r, 0 = n.

N eutral current events: 100 NC events were generated using LEPTO (see ap­
pendix B) at each of the following points in the HERA kinematic region,

1. x — 0.5, y =  0.6

2. x  =  0.2, y = 0.5

3. x  =  0.02, y =  0.3

4. x = 0.01, y =  0.3

These data  sets have been chosen to allow direct comparison with those 
used as part of the study in chapter 10. As before, they allow us to 
test pattern  recognition performance across a wide region of the HERA 
kinematic plane.

In addition, options were implemented within ZEPHYR tha t allowed us to per­
form other tests with this data:

• The conformal seeder assumes a knowledge of the position of the nominal 
interaction region. By deliberately moving the assumed point we can 
simulate tracks not coming from the primary vertex.

• By selectively dropping hits from particular superlayers in the chamber, 
we are able to simulate tracks at different values of 0.

12.3 Q uality and Efficiency R esults
The different data  sets were processed in tu rn  by our system. The results were
analysed using the techniques described in appendix A. The following fiducial
cuts were used to define the Monte Carlo tracks in which we were interested:

1. Pt > 0.45 GeV/c

2. 19° < 0 < 161°
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These cuts are consistent with those chosen in chapter 10.
Figures 12.1 to 12.6 are designed for direct comparison with the correspond­

ing figures from chapter 10, where their presentation and titles are explained. 
The reader may be guided through the interpretation of these figures:

S ing le  tra c k s  (Figure 12.1) The performance of the track finder is very good. 
The only notable defect is a slight depression for the Pt = 1 GeV/c events in the 
‘Tracks above 96% correct’ graph. This is thought to be caused by our present 
failure to extrapolate errors estimates during the individual extend seed steps.

In c lin ed  tra c k s  (Figure 12.2) This is an extra study, not present in chap­
ter 10. The first data point represents tracks only just reaching superlayer 3 in 
the CTD, while the last data  point represents tracks just reaching superlayer 9. 
The fall in the track finding efficiency for the shortest tracks is clearly due to 
the rising contamination from ghost points and the resultant rise in spurious 
tracks.

D isp lac ed  v e rte x  (Figure 12.3) Even though conformal seeds have been 
used, the sensitivity of the track finding performance to a displacement of the 
event vertex is greatly reduced compared to tha t in chapter 10. Note the dif­
ferent distance scale used in this chapter.

T w o  tra c k s  (Figure 12.4) Again the performance is encouraging. The first 
data  point corresponds to the closest tracks, which are separated by only 10m- 
rads (this is closer than was attem pted in chapter 10). At this distance the 
tracks overlap significantly in the first superlayer. This is reflected in the high 
track finding efficiency achieved despite the contamination on 20% of tracks.

N e u tra l  c u r re n t  ev en ts  (Figures 12.5 and 12.6) The increase in the track 
finding performance for all our NC data sets is very encouraging. It is pleasing 
to note tha t the kinematic matching and point matching analyses are now in 
exact agreement. The increased quality of these tracks compared to chapter 10 
is marked. The percentage of tracks found with more than 96% of their true 
points is depressed by two factors: the general complexity of these events lead­
ing to pattern  recognition ambiguities, and the effect observed in figure 12.1 for 
Pt = 1 GeV/c tracks.

These results are a clear improvement on those presented in chapter 10, and 
are a vindication of our design process.

Though the results are good, we would still like to understand the loss in 
track finding efficiency we observe in NC event sets 1 and 2. As can be seen 
from figure 10.1 in chapter 10, these data sets contain high energy jets with
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a relatively small inclination to the proton beam direction. These jets can 
contain short tracks tha t are very close together, some of which will lie within 
the two hit resolution of the chamber for a significant part of their trajectory. 
To investigate the effect of this on track finding, we introduce an extra fiducial 
cut in our analysis procedure. We exclude all Monte Carlo tracks tha t have 
an initial direction (t/>0) within 15mrads of another Monte Carlo track. Tracks 
closer than this are prone to overlap with each other.

Figure 12.7 has been prepared using the following fiducial cuts:

1. Pt > 0.45 GeV/c

2. 19° < 0 < 161°

3. AV>o > 15mrads

As can be seen, the track finding efficiencies calculated by both the kinematic 
matching and point matching analyses are at around the 99% level for all the 
NC data  sets. We conclude that even in the most demanding NC events we 
find virtually all of the Monte Carlo tracks which are within our geometric 
acceptance.

12.4 V ectorisation

ms
Scalar mode 3.57
Vector mode 1.97

Table 12.1: One seed finding attem pt by the conformal seeder on an IBM 3090.

The Conformal seed finder has the advantage that it is highly suitable for 
implementation on machines with vector architectures.

We have completed a trial in which the core of the Conformal seed finder 
was implemented on the IBM 3090  vector facility at the Rutherford Appleton 
Laboratory. This section of code takes a list of input points, forms the link 
histogram , and searches it for a peak. In our trial we looked for a signal of 
40 points, from among a total of 1000 points. This corresponds to searching for 
one seed in a typical CTD event.

O perating in scalar mode it was found th a t 93% of CPU time was spent 
initialising and filling the link histogram. Happily this section of the code is 
highly vectorisable, its performance in scalar and vector modes is presented in 
table 12.1.

132



1 0 0

1 +
e

♦
• K I0 0

95 95

90 - 90

85 85

80 - 80

75 75

70 70

65 - 65

60 ,  1 ,  . .  ,  l ,  . I  1 1 l  l 60
1 2 3 4

# data set 
Track finding efficiency (KM)

1 2  3 4
# data set 

Track finding efficiency (PM)
10

9

8

7

6

5

4

3

2

1

0 321 4

K 100 

99 

98 

97 

96 

95 

94 

93 

92 

91 

90
# data set

Tracks split (KM)

< 1 I ■ ■ ■ ■ I ■ ■ ■ ■ I ■ ■ ■ ■ l ■ ■ ■ ■ 
1 2  3 4

# data set
Efficiency for current electron (KM)

Figure 12.7: Neutral current events at characteristic points in the HERA kine­
matic plane: excluding tracks lost due to CTD two hit resolution.

133



12.5 C onclusions
This chapter has dem onstrated the strength of the CTD track finding system.

• Excellent track finding performance is achieved over a wide region of the 
HERA kinematic plane.

• Useful opportunities exist to exploit vector architectures.

W ith confidence, we can recommend this track finding system for use in ZEUS 
physics analysis.
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C hapter 13 

A n A pplication  to  P hysics

lrro illustrate the power of the CTD 2D track finding system we shall investigate 
its use in a possible ZEUS physics application. This speculates tha t during 
the early stages of HERA running the ZEUS calorimeter will not be sufficiently 
understood to allow the use of missing energy cuts during the separation of NC 
and CC events. In this chapter we shall

• Discuss techniques for separating NC and CC events.

• Present the separation results achieved using a novel technique based on 
the CTD 2D track finding system.

13.1 Separation o f N C  and CC Events
The separation of NC and CC events within the ZEUS detector has been discussed 
by [2]. This separation technique identifies CC events by inferring the presence 
in the event of a high energy neutrino. To do this, we measure Pt , the vector 
sum of all the transverse momentum observed in the calorimeter. In the ideal 
case this is zero in NC events, and equal to the transverse momentum carried 
away by the unobserved neutrino in CC events.

The finite resolution of the calorimeter means th a t this simple technique 
has to be augmented by placing a cut on the total energy observed in the 
calorimeter and, in the low-rc region, by placing a cut on the isolation of an 
electron candidate

In [2] it was shown th a t NC and CC event sets with Q2 > 1000 GeV2 could 
be efficiently separated from each other using this technique. However, two 
assumptions are made:

1. The calorimeter is effectively hermetic.

1This study was first presented in [l]
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2. Its calibration is well understood.

Both o f these assumptions will eventually be valid at ZEUS, but during early 
running, this may not be the case.

13.2 Separation using 2D Tracks
We proceed on the assumption tha t we must find a way to separate NC and CC 
events based on tracking information. This might be necessary to complement 
imperfect information available from the calorimeter. The performance achieved 
by this method will be a useful demonstration of the power of the CTD 2D track 
finding system.

From our list of 2D reconstructed tracks, we discard all those not consistent 
with coming from the nominal interaction point. For the remaining tracks we 
use this assumed point as a constraint, and calculate two quantities:

P t  The apparent transverse momentum of the track.

ipo The apparent direction of the track at the nominal interaction point.

We now discard all tracks with a Pt less than some suitable value. From the n 
tracks remaining we define the span (S) of an event, by summing over all track 
pairs,

„ _ E« W* -  V-oi f  
S =  —

Only events with n > 3 are considered.
Defined thus, the value of span reflects the differing event topologies: CC 

events containing only one jet will have a low span, NC events will have a 
higher span due to the contributions associated with the current electron, while 
photoproduction events containing jets balanced in transverse momentum will 
tend to have a still higher span. We can use span as a tool with which to help 
separate these event classes.

13.3 Prelim inary Study
As a test of our m ethod we shall try to isolate a sample of CC events in the 
region Q2 > 1000 GeV2.

For a full study of the this problem we would require a simulation of the 
ZEUS trigger system. Unfortunately this is not yet available within the ZEPHYR 
framework. We shall proceed making the reasonable assum ption that all deep 
inelastic events with Q2 >  100 GeV2 are accepted by the trigger system. Certain 
types of photoproduction event will also pass the trigger, and in rare cases these
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may appear similar to CC events. In [3] it was shown tha t in these cases the 
apparent Q2 is usually less than 500 GeV2.

We consider three possible backgrounds to our CC Q1 > 1000 GeV2 event 
sample:

1. NC events.

2. Photoproduction events.

3. CC events with Q2 < 1000 GeV2.

Contam ination sources 2 and 3 will produce events with a real or apparent Q2 
well below th a t of the kinematic range in which we are interested. In the rest of 
this discussion we shall assume that these events can be excluded based on a Q2 
measurement made with whatever residual calorimeter information is available. 
Even if this were not the case, we could argue th a t most photoproduction events 
would have a very high span, while only 1/3 of the CC cross section has Q2 < 
1000 GeV2. To investigate any possible contam ination arising from NC events 
we will test our system using simulated data.

In chapter 12 we measured the performance of the 2D track finding sys­
tem using only idealised data. This assumed a constant axial magnetic field 
throughout the CTD and did not include any simulation of physics processes 
such as multiple scattering and energy loss. To proceed with our study we must 
use the fullest possible simulation of the CTD. Using MOZART (see appendix B), 
we have simulated events in the CTD to include the following effects:

• All physics processes including multiple scattering, energy loss and parti­
cle decays.

• A realistic CTD magnetic field.

• The finite extent of the interaction region.

• Position resolution.

• Two hit resolution.

• Signal propagation delays and time of flight corrections.

This is the fullest simulation of the CTD currently available.
Using these conditions we generated 1000 NC events with Q2 > 100 GeV2 

(simulating the NC events passing the trigger), and 200 CC events2 with Q2 > 
1000 GeV2 (simulating the CC events we wish to recover). These events were 
then processed within ZEPHYR. The following gardening algorithm was used 
(see chapter 11): use the conformal seeder to find seeds until only points in

2Statistically fewer events are needed in the CC sample because of its smaller cross section.
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superlayer 1 remain, then use the segment seeder. The cut Pt > 0.5 GeV/c was 
used when forming the span value.

The present version of the CTD track finding system is not yet optimised 
for use with this fully simulated data. Such optimisation will not be done 
until the full design described in chapter 11 is implemented within the ZEPHYR 
framework. However, given the general robustness of our approach we are not 
surprised to find tha t even this non-optimised tracking system is adequate for 
the present study.

Figure 13.1 shows the value of span for NC and CC events assuming the 
perfect reconstruction of all Monte Carlo tracks. Figure 13.2 plots the same 
quantities obtained using the actual reconstructed tracks. As can be seen the 
separation is very good in both cases, with no NC contamination at values of 
span less than 5. Some entries develop anomalously large values of span. For CC 
events this is thought to be caused by the presence of gluon jets, while for NC 
events a great number of large entries result because the track corresponding 
to the scattered electron is split during track finding.

Using our reconstructed tracks, we find that 67% and 85% respectively of our 
NC and CC samples had n  > 3, and so could be separated using this technique. 
Of these CC events, 83% were in the span region with no NC contamination.

Our NC and CC event samples have associated cross sections of 5300pb, 
and 44pb respectively. We have thus shown that ~  31pb of our CC sample is 
recoverable, in a region where the NC contamination is less than 6pb.

To support this study, we have repeated these measurements using CC data 
sets with Q2 > 100 GeV2 and Q2 > 500 GeV2. Figure 13.3 shows the fraction 
of the cross section in the each of these categories that falls in the region with 
no NC contamination. If this work is to be taken any further, a more detailed 
investigation of the distribution of our signal events in the xQ 2 plane should be 
made.

13.4 C onclusions
This preliminary study encourages us to believe that tracking information is 
a powerful tool for the classification of HERA events. Even in the absence of 
calorimetry, the NC contamination of a high-Q2 CC event sample can be kept 
to an acceptable level. This speculative physics application demonstrates the 
power of the CTD 2D track finding system.
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A p p en d ix  A

A nalysing pattern  recognition  
perform ance

1 W ithin high energy physics, no standard methodology for evaluating the pat­
tern recognition performance of track finding algorithms has emerged. A typical 
approach starts by comparing the reconstructed tracks with a knowledge of the 
Monte Carlo simulated input. Unfortunately this comparison can become com­
plicated and is often not well defined.

In this appendix we present a systematic solution to this problem, designed 
for use within cylindrical tracking chambers. Our technique allows a detailed 
insight into the performance of an algorithm and can be applied to any number 
of events. It has been successfully used to test and develop the online and offline 
algorithms discussed in this thesis.

A .l  O verview of A nalysis Technique

Our evaluation technique begins by making use of Monte Carlo simulated data. 
To access the performance of a track finding algorithm each reconstructed track 
(or track segment) must first be matched to a Monte Carlo track. Once this 
assignment has been made the quality of these reconstructed tracks can be 
assessed.

The complication of the left-right hit ambiguity leads to the definition of two 
track grids. A track grid is a two dimensional array where the points placed on 
a reconstructed track (i) are cross-referenced with the Monte Carlo tracks (j) 
from which they came. One grid is defined such tha t it contains all the points 
(genuine and ghost) placed on reconstructed tracks (gridAii(i,j))- The other 
grid contains only genuine points placed on reconstructed tracks (grtd£R(i,j)).

i Tliis methodology was first presented in [l]
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A .1.1 Track A ssignm ent
If all reconstruction were perfect then track assignment would be trivial. How­
ever, inefficiencies and the contamination of good tracks with incorrect points 
leads to problems. We suggest the use of two parallel approaches for assignment:

• Assignment based on track kinematics (kinematic matching)

• Assignment based on points (point matching).

One strength of our evaluation technique is the two different approaches used 
for matching, and the different perspectives they provide.

K in e m a tic  m a tc h in g  is based on comparing the kinematic parameters ob­
tained from the reconstructed tracks with the kinematic parameters of 
the Monte Carlo tracks. Using the estimated measurement error a x 2_ 
value can be calculated. A reconstructed track is assigned to a Monte 
Carlo track if this x 2 is small.

P o in t m a tc h in g  is based on comparing entries in track grids. For each recon­
structed track the maximum entry in gridm  is found, this is called the 
leading entry. The contamination of a track is then defined as the total 
number of points placed on the track which are not in the leading entry. 
A reconstructed track is assigned to a Monte Carlo track if it passes a cut 
on the ratio of the contamination to the leading entry.

In both approaches any sensitivity to the precise value of the cut should be 
investigated.

After assignment using either approach, fiducial cuts may be placed on the 
sample of Monte Carlo tracks that are considered. These cuts ensure that only 
Monte Carlo tracks in a specified kinematic range are counted against efficiency. 
The track dip angle and the track transverse momentum are good parameters 
to be restricted for cylindrical drift chambers in axial magnetic fields.

To access the general performance of an algorithm we define the following 
track classes (see figure A .l).

• If a Monte Carlo track fails the fiducial cuts it is nasty, otherwise it is
good.

• If a good track has no reconstructed track assigned to it is lost, otherwise 
it is found.

• If a found track has several tracks assigned to it, it is split.

• If a reconstructed track is not assigned to any Monte Carlo track it is
spurious.

Once the assignments have been made counters are incremented for the relevant 
track classes.
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Figure A .l: The classification of Monte Carlo and reconstructed tracks.

A .1.2 Track Q uality
After reconstructed tracks have been assigned they can be assessed for qual­
ity. For reconstructed track i, assigned to Monte Carlo track j ,  the following 
variables are defined:

M o n te  C a rlo  T o ta l: The true number of points on Monte Carlo track j .

C o rre c t E n try :  The to tal number of points correctly placed on reconstructed 
track i, which has been assigned to Monte Carlo track j  ( g r i d i ^ i , j )).

G h o s t E n try : The to tal num ber of points from the correct Monte Carlo track 
j \  placed on the reconstructed track i but w ith the wrong sense of the 
left-right ambiguity (gridAll( i , j )  -  gridLR(i, j ) ) .

W rong  E n try :  The to tal number of points from different Monte Carlo tracks, 
k ±  j ,  placed on reconstructed track i g r td iR (t,k )) .

These variables can then be used to form quality factors which may be his- 
togrammed for later analysis. These can typically by summ arised by three 
im portant values:

149



1. The percentage of found tracks whose correct entry is greater than a given 
fraction of the Monte Carlo total for that track.

2. The percentage of found tracks with a non-zero ghost entry.

3. The percentage of found tracks with a non-zero wrong entry.

A .2 A pplications
The above evaluation technique has been successfully used throughout this the­
sis. The same methodology has been applied to the study of both the online 
and offline applications.

A direct example of the comparative power of our method can be seen in 
chapter 10. In this study, two pattern recognition algorithms were being com­
pared for offline applications. The conformal mapping algorithm assumed that 
all tracks came from the beam-crossing point, while the segment matching algo­
rithm  did not make this assumption. Figure 10.3 illustrates the results obtained 
for five different data samples of single track events. Each data  sample contained 
1000 tracks displaced from the origin by a fixed amount, which differed for each 
data set.

The graph entitled ‘Track finding efficiency (KM)’ was made using the kine­
matic matching approach and shows the track finding efficiency of the conformal 
mapping algorithm falling as expected. However, the graph entitled ‘Track find­
ing efficiency (PM )’, which was made using the point matching approach, shows 
that both algorithms m aintain a roughly constant track finding efficiency. This 
information, combined with that available from the quality factors discussed 
above, allowed us not only to observe the performance of the conformal map­
ping algorithm, but also to understand the exact way in which it was occurring. 
This useful information might have been missed by a simpler and less systematic 
method of analysis.

In the offline studies both algorithms were designed to find tracks compris­
ing of up to 40 points. However, in the studies of the online segment finding 
algorithm the typical track length was only 5 points (see chapter 6). In both 
these contrasting examples it was found that the same basic evaluation approach 
could be applied and gave a good insight into the algorithm performance.

A .3 C onclusions
We have developed a systematic technique for evaluating the performance of 
pattern  recognition algorithms used with tracking chambers. A strength of our 
approach lies in the use of two complementary techniques for assignment. The 
method has been employed successfully throughout this thesis.
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A .4 G lossary of A nalysis Terms
M C  tra c k : A track generated by a Monte Carlo simulation program.

R e c o n s tru c te d  tra c k : A track found by the reconstruction algorithm under 
study.

F id u c ia l reg io n : The region of track kinematic space in which we which to 
test our pattern  recognition performance.

G o o d  tra c k : A MC track lying inside the fiducial region.

N a s ty  tra c k : A MC track lying outside the fiducial region.

F o u n d  tra c k : A good MC track tha t has a reconstructed track assigned to it.

L ost tra c k : A good MC track that does not have a reconstructed track as­
signed to it.

S p lit tra c k : A good MC track that has more than  one reconstructed track 
assigned to it.

S p u rio u s  tra c k : A reconstructed track that is not assigned to any MC track.

G en u in e  P o in ts : Points formed from the correct sense of the left-right ambi­
guity.

G h o s t P o in ts : Points formed from the wrong sense of of the left-right ambi­
guity.

A ll P o in ts  G rid : A grid used to cross-reference all points placed on recon­
structed tracks with their parent MC track.

G en u in e  P o in ts  G rid : A grid used to cross-reference genuine points placed 
on reconstructed tracks with their parent MC track.

E n try : Each element of either grid is termed an entry.

L ead ing  E n try :  The maximum entry in the genuine points grid.

C o n ta m in a tio n : The total number of points placed on a reconstructed track 
minus the number of leading entry points.

P o in t m a tc h in g : Track assignment based on point grids.

K in em a tic  m a tc h in g : Track assignment based on reconstructed and MC tr­
ack kinematic values.
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A ppend ix  B  

M onte Carlo sim ulation

B .l  Sim ulation of H ER A  Physics
For the purposes of this thesis deep inelastic physics processes have been simu­
lated using LEPTO version 5.2 [l].

This program has been used to implement the leading order electroweak 
cross sections [2], with QCD corrections [3]. It uses the quark distribution 
functions given by parameterisation I in [4]. Hadronisation is performed using 
the LUND string model [5].

B.2 Sim ulation of the ZEUS D etector
Simulated ZEUS data can be generated using a variety of different Monte Carlo 
simulation programs. For this thesis, the two most im portant of these have 
been the ZEUS trigger Monte Carlo (ZG313T1) [6], and MOZART (TlZGEN) [7]. 
Both of these programs are based on the GEANT package [8], and share many 
routines in common. In particular they share a common simulation of the CTD.

The simulation of the CTD uses the planar drift approximation (PDA) to 
assign hits and drift times. A CTD cell is partitioned into eight planar drift 
cells, one centred on each wire, and aligned to the nominal drift direction. A 
hit is recorded on a sense wire if a Monte Carlo track enters its planar drift cell. 
The drift time associated with this hit is taken from the point at which the 
track trajectory crosses the middle of the planar cell. This measurement is not 
immediately smeared to represent the CTD position resolution, but is modified 
by adding time of flight and propagation delay effects.

When a track only crosses the corner of a planar drift cell, the procedure 
outlined above can produce drift times th a t correspond to a point outside of the 
real cell. In such cases a more complex simulation will eventually be needed.

When Monte Carlo tracking data is simulated, several steps are normally 
required before it is ready to be passed to a reconstruction program. For the
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GTD these steps include

1. Smearing hit drift times to represent CTD position resolution.

2. Deleting hits to simulate the CTD two hit resolution.

3. Adding hits to simulate noisy channels.

4. Deleting hits to simulate inefficient channels.

These steps are carried out internally by MOZART while for the trigger Monte 
Carlo they are added by utilities in the ZGANA package [9], ZGANA also provides 
a simulation of the ZEUS FLT.

B .3 Fast Sim ulation of the ZEUS D etector
The SIMPLE Monte Carlo [10] provides a fast simulation of the ZEUS detector. 
For applications where detail is not required, this Monte Carlo offers the greatest 
ease of use.

CTD position resolution and two hit resolution are simulated, but a constant 
axial magnetic field is used throughout the CTD region and physics processes 
such as energy loss and multiple scattering are neglected.
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A ppendix  C 

A R A X N E

C .l Overview
ARAXNE was the main development framework for prototype CTD pattern recog­
nition algorithms. It has been used extensively by both the online and offline
groups, providing many useful facilities:

D a ta  s tru c tu re s :  Using the BOS memory management system a comprehen­
sive set of data structures were defined. These allowed the user to handle 
raw data, tracks and Monte Carlo tru th  information conveniently within 
the program. Separate data structures allowed the user to access CTD 
geometry information.

T ra n s fo rm a tio n  u tilitie s : The TCTRAN utility allowed the user to make 
transformations between the different CTD co-ordinate systems.

F i t t in g  u tilitie s : The TCRRPH utility provided a fast circle fit to a set of in­
put points. This could be used to assist any prototype pattern recognition 
algorithm.

In addition to these internal features, ARAXNE was supported by interfaces to
several other im portant programs:

T rig g er M o n te  C arlo : A simulation of the ZEUS detector (see appendix B).

S IM P L E  M o n te  C arlo : A fast simulation of the ZEUS detector (see appen­
dix B).

C T D  E v en t D isp lay : A versatile CTD utility capable of displaying hits, seg­
ments and tracks as well as cell and superlayer geometry.

C A R P : A program for assessing the performance of pattern  recognition al­
gorithms. This program implements the analysis concepts discussed in 
appendix A.
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A complete overview of ARAXNE is given in [1].

C.2 SLT Test System
The interface between the ARAXNE framework and the SLT segment finding 
routines was formed by the DSREAD package [2]. This package was designed 
to reflect the CTD SLT processing architecture, allowing online segment finding 
algorithms to be tested in a realistic environment. Its structure allowed the ac­
tual segment finding algorithm to be downloaded and executed on a transputer 
while the rest of the ARAXNE program ran on the host computer.
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A ppendix  D  

Z E PH Y R

The CTD track reconstruction software is an integral part of ZEPHYR, the ZEus 
PHYsics Reconstruction program.

D .l  Software Tools
To co-ordinate a project on the scale of ZEPHYR, it has been necessary to use 
several modern software engineering techniques.

A D  A M O  is a complete FORTRAN data  system, offering many different ser­
vices to the user [l]. It provides a precise data  definition language (DDL) for 
defining the data structures to be used by a program, together with tools to 
document the data dictionary and check it for consistency. It generates the 
code necessary to support this structure in the final application and provides 
run-time tools with which to manipulate it.

ADAMO stores data in ‘tables’ (all hit points or all tracks), each row of which 
corresponds to one ‘entity’ (a single hit point or a single track). Any individual 
entity may have a ‘relationship’ to an entity in another table (hit points lie on 
a track). ‘Selectors’ may be defined to create sub-sets of the entities in a table 
(only hit points from superlayer l).

SA SD  methodology has been discussed for use at HERA by [2]. The elements 
of this system that we have found most useful for the purposes of design and 
documentation are data flow diagrams, entity relationship diagrams, and struc­
ture charts. Unfortunately we lack a software tool capable of combining all the 
normal SASD functionality with the entity relationship representation used by 
the ADAMO system.

T h e  u se o f  SASD tech n iq u es and  ADAMO h a s g rea tly  fa c ilita ted  th e  im p le ­
m en ta tio n  o f  a  ro b u st re co n stru ctio n  p ro g ra m  ca p a b le  o f  su p p o r tin g  m a n y  in ­
terch a n g ea b le  m o d u les .
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Figure D .l: The TCRECO data structure.

D .2 C TD  D ata  Structures

The da ta  structures within ZEPHYR are maintained, accessed and documented 
using the ADAMO data  system.

Figure D .l illustrates the main data structure used by the CTD 2D  pattern  
recognition within ZEPHYR. Each track candidate entered in the TCCAND table 
is composed of many bits, each stored as an entity in the TCBIT table. In prin­
ciple, the bits of which a track candidate is comprised could include different 
kinds of objects, such as track segments or points from stereo superlayers. How­
ever, all current algorithms associate each TCBIT entity with a hit point from 
an axial superlayer, represented by a relationship between each TCBIT entity 
and a TCAXLY entity. Hit points already entered in TCBIT will not be used 
in further seed finding attem pts. The TCBBIT table acts as a further list of 
TCAXLY entries. This allows hit points to be excluded from further seed finding 
attem pts w ithout placing them  on a track candidate. Each seed is represented 
by a TCSEED entity, which may or may not lead to a track candidate being 
entered in TCCAND.

Figure D.2 illustrates the main data  structures used internally by the confor- 
mal seed finder. The TCCMPT table stores the co-ordinates in conformal space 
of each TCAXLY hit point. When a pivot hit is chosen an entry is added to the
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Figure D.2: The TCCONF data  structure.

TCPIV table and relationships filled between it and its associated left and right 
pivot points in TCCMPT. The entities in TCLBIN and TCRBIN form the bins of 
the link histogram corresponding to the left and right pivot points respectively. 
The TCLLNK and TCRLNK tables act as ‘switch-yards’, indicating in which link 
histogram bin a hit point in TCCMPT falls (TCLLNK and TCRLNK are only used 
if the FitPeak option is selected).

The dataflows drawn in figures 11.1 to 11.6 of chapter 11 can be specified 
in terms of the ADAMO objects associated with these da ta  structures:

T rack  c a n d id a te s :  The TCCAND and TCBIT tables.

Seed m ask : The selector Sel_Seed_Mask on the TCAXLY table.

A x ia l h its :  The TCAXLY table.

2D tra c k  c a n d id a te :  An entry in the TCCAND table w ith its associated en­
tries in the TCBIT table.

B a d  p o in t:  An entry in the TCBBIT table.

Seed: An entry in the TCSEED table.

H its  u sed : Entries in the TCBIT and TCBBIT tables.
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P iv o t h it:  An entry in the TCPIV tab le.

C u rre n t w in d o w : T h e  se lec to r  Sel_TCCMPT_mask on  th e  TCCMPT ta b le .

H i s t o g r a m s :  T h e  TCLBIN, TCRBIN, TCLLNK and TCRLNK ta b les .

P eak : T h e  se lec to rs  Sel_TCLBIN_Peak and  Sel_TCRBIN_Peak on  th e  TCLBIN and  
TCRBIN ta b le s  resp ectiv e ly .

P re d ic te d  k in e m a tic s : The PRED fields of the last TCSDEX entry, and all 
TCAXLY entries with a relationship to any TCSDEX entry.

M e asu re d  k in e m a tic s : The ME AS fields of the last TCSDEX entry, and all 
TCAXLY entries with a relationship to this TCSDEX entry.

B est k in em a tic s : The BEST fields of the last TCSDEX entry, and all TCAXLY 
entries with a relationship to any TCSDEX entry.

D .3 Testing
The aim of this section is to demonstrate that the following packages are un­
derstood and working as specified:

M O Z A R T : The ZEUS offline Monte Carlo program.

T C R R P H : The fast circle fit utility.

T C C M S D : The conformal seed finder.

T C S G S D : The segment seed finder.

T C E X S D : The seed extender.

To ach ieve th is  w e w ill u se  TCANAL, th e  p erform an ce a n a ly s is  package.
We saw in chapter 3 th a t 2D tracks may be specified by three kinematic pa­

rameters, PRecon(i), along with estimates of their covariance m atrix, CRecon(i, j ) .  
Given tha t the measurement error on each hit point is gaussian, and in the ab­
sence of any pattern  recognition mistakes, the form of our fitting procedure 
ensures th a t the reconstructed parameters will also be gaussianly distributed. 
We compare our reconstructed tracks to the true generated tracks, Prrue(*)> ky 
plotting two types of histogram:

N o rm a lised  g a u s s ia n  d is tr ib u tio n s : We use our kinematic parameters for
each track to plot (PRecon(i) -  Prrue(0/ y /c Recon(i, i)) for i =  1,3. When plotted 
over a large number of tracks, the resulting distributions should be a gaussian 
with (7— 1 and mean =  0.
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U p p e r ta i l  p ro b a b ility  o f tra c k  fit: We form a x 2 value for the association
of Prrue with PRec0n• The uppertail probability of this x 2 should be distributed 
evenly between 0 and 1. When plotted over a large number of tracks, the re­
sulting distribution should be flat with mean =  1/2.

We make use of data sets generated under the same conditions as those used in 
chapter 12. For our first test we use a NC data  set with Q2 > 100 GeV2:

T est o f  M O Z A R T : Figure D.3 demonstrates tha t the Monte Carlo data is 
understood. The distance from each true hit point to its associated Monte 
Carlo track is plotted. We expect th a t this histogram should be a gaussian 
with o =  130 fim. This is what we observe.

For the next stage of testing we use single track data sets. We select the 
DropGhost option within ZEPHYR, which ensures tha t only hit points with 
the correct sense of the left-right ambiguity remain for processing by the seed 
finders. This data  should be perfectly gaussianly distributed as it is not possible 
for a pattern  recognition mistake to contam inate a track with an incorrect point:

T est o f  T C R R P H : Figure D.4 demonstrates tha t TCRRPH is working well for 
fits to as many as 40 or as few as 8 hit points.

T est o f  T C C M S D : Figure D.5 demonstrates tha t TCCMSD, the conformal 
seed finder is producing seeds with unbiased, correctly distributed pa­
rameters.

T est o f T C S G S D : Figure D.6 demonstrates tha t TCSGSD, the segment seed 
finder is producing seeds with unbiased, correctly distributed parameters.

In our final test we de-select the DropGhost option and use TCCMSD and 
TCEXSD to process the NC data set:

Test o f T C E X S D : Figure D.7 demonstrates th a t TCEXSD, the seed extender 
is producing tracks with unbiased, correctly distributed kinematic param ­
eters.

We can happily conclude th a t all the major packages of the CTD 2D track finding 
system are working as expected.
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Figure D.3: Test of MOZART: the ZEUS offline Monte Carlo.
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