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Abstract

In molecular dissociation processes the fragments may be produced with kinetic 

energies exceeding the thermal energy of the parent gas molecules. The fragments 

will therefore be highly chemically reactive. The fragments may also be produced in 

electronically excited states, including those forbidden in electric dipole transitions. 

These states, metastable states, must decay through magnetic dipole or electric 

quadrupole transitions and are long-lived. The metastable fragments are therefore 

both fast-moving and long-lived and may travel large distances before decaying. 

Metastable dissociation fragments are thus important in the energy transfer processes 

of complex systems such as planetary atmospheres, lasers, gas discharges and 

plasmas. The Martian emission spectrum is dominated by the electric dipole 

forbidden transition CO(a37r-X1S +), the Cameron bands, in which the upper state is 

populated predominantly by electron impact dissociative excitation of carbon dioxide. 

In this work, metastable fragments produced by electron impact dissociation of 

nitrous oxide, carbon monoxide, carbon dioxide and carbonyl sulphide have been 

studied by the technique of translational spectroscopy. A low work function 

metastable surface detector was used to study the low lying metastable states of 

molecular nitrogen, N2(A3S +U), and carbon monoxide, CO(a37r). A channel electron 

multiplier was used for the selective detection of metastable 0 (5S) atoms. The kinetic 

energy distributions of the product fragments were derived from the time of flight 

spectra obtained and from these the nature of the dissociation process could be 

investigated.
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Introduction

It will be found that everything depends on the composition of 

the forces with which the particles o f matter act upon one 

another; and from these forces, as a matter o f fact, all 

phenomena of Nature take their origin.

R.J. Boscovich (1763)

1.1 Introduction

Electron collisions with atoms and molecules have been the subject of experimental 

and theoretical studies for over half a century. Elastic collisions of electrons with 

atoms and with simple diatomic molecules may be described theoretically by the 

R-matrix method (Burke et al 1987) which has developed from the early quantum 

mechanical treatment of electron-atom scattering (Bom 1926, Massey and Mohr 

1932). A large volume of experimental data complements such theoretical 

calculations. Inelastic electron-molecule scattering processes are more difficult to 

treat theoretically and most information concerning the excitation and ionisation of 

molecules has been derived from experimental studies, especially from electron 

impact spectroscopy.

The least studied electron-molecule collision process is dissociation. In dissociation, 

the molecule is first excited to an unbound potential energy level or to the repulsive 

part of a bound potential energy level before dissociating. The atomic or molecular 

dissociation products may be ground state neutrals, excited neutrals or ions. This 

work is concerned with electron impact dissociative excitation in which one or more 

of the fragments are produced in long-lived or ’metastable’ states. Since the 

fragments are produced with high kinetic energies these metastable fragments may
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travel large distances before decaying and are therefore important in many different 

energy transfer processes.

In this work, the metastable fragments produced by electron impact dissociation of 

nitrous oxide, carbon monoxide, carbon dioxide and carbonyl sulphide have been 

studied by the technique of translational spectroscopy. In this first chapter, the 

classification of molecular states, molecular bonding and the process of dissociative 

excitation are discussed together with a brief review of previous experimental and 

theoretical studies. The study of low-lying metastable states produced by dissociative 

excitation necessitated the development of a tantalum surface detector which uses the 

principle that an incident metastable atom or molecule is capable of causing 

secondary electron emission from the surface. In chapter two, the effect of impurities 

on the surface and the mechanisms by which secondary electron emission occur are 

described together with a review of alternative techniques used in the detection of 

metastable species. The design of the detectors used in this work and the results of 

their calibration by the observation of the direct electron impact excitation of 

molecular nitrogen and carbon monoxide are presented in chapter five.

The basic experimental apparatus is described in chapter three, including descriptions 

of the vacuum system and the design and operation of the electrostatic lenses 

producing the electron beam. The technique of translational spectroscopy, the 

dynamics of the target gas beam and the momentum transferred from the electron 

to the atom or molecule during non-dissociative collisions are discussed in chapter 

four. The dissociative excitation of metastable states of molecular nitrogen from 

nitrous oxide is described in chapter six. Chapter seven discusses the present results 

for electron impact dissociation of carbon monoxide, carbon dioxide and carbonyl 

sulphide. In chapter eight, ideas for future work are suggested.
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The energy of an electron in an atomic orbital depends on four quantum numbers: 

tz, the average distance from the nucleus; /, orbital angular momentum; s, spin 

angular momentum; j \  the coupling of / and s. The axis along which the components 

of orbital angular momentum and spin angular momentum are taken may be defined 

in any convenient direction and the components of / and s along this axis are denoted 

by 771/ and ms respectively. The angular momenta of several electrons in an atom may 

be combined in different ways, producing different classifications of the atomic 

state.

In a diatomic molecule the quantum numbers describing the electron are similar: n 

specifies the size of the orbital and determines its energy; / specifies the orbital 

angular momentum. Due to the electrostatic field along the internuclear axis, the 

orbital angular momentum is quantised along this axis. Therefore the axial 

component of the orbital angular momentum is more important in molecules than the 

orbital angular momentum itself. The axial components of the orbital angular 

momentum are denoted by X where X =  | lz | .

In atoms, lower case Roman letters are used to designate values of I while in 

molecules small Greek letters denote values of X:

atoms I = 0, 1, 2, 3,

s, P, d, f,

molecules lz — 0, ±1, ±2, ±3,

X — 0, 1, 2, 3,

o, 7T, <5, 0,

In atoms, the total orbital angular momentum, /, is given by the sum of the angular 

momenta of the constituent electrons, i.e. / = S /,. In molecules, since the total 

orbital angular momentum is quantised along the internuclear axis, it is more 

convenient to use the axial component, A, defined by A  =  | E Xi, | .
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Upper case Roman letters and capital Greek letters are used to denote / and A  

respectively:

atoms L — 0, 1, 2, 3,

S, P, D, F,

molecules A = 0, 1, 2, 3,

2, n , A,

In molecules the spin-axial coupling is weak, i.e. the electrons in molecular orbitals 

are not strongly influenced by the electrostatic field along the internuclear axis, so 

it is sufficient to use the same notation as for the electronic spin in atoms, however 

the projection of the spin onto the nuclear axis may be denoted by E and by analogy 

with the atomic case, the total angular momentum is n where fi =  A  +  £.

The notation for molecular states is analogous to that for atomic states:

atoms (2s+1) L j

molecules (2j+1) A

The ’g’ and V  suffices in the molecular notation describe the symmetry of the

molecule and will be discussed in section 1.3.2.

1.3 Molecular Bonding

To understand the potential energy levels in molecules and their dissociation, it is 

necessary to give a description of molecular bonding. Four quantum mechanical 

principles are important when discussing atomic and molecular bonding,

1. An electron may only possess discrete quanta of energy.

2. The motion of electrons can be described as wave motion.

3. It is not possible to determine simultaneously both the position of an
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electron and its momentum, the Heisenberg Uncertainty Principle.

4. Each bonding orbital is occupied by two electrons of opposite spin, the 

Pauli Exclusion Principle.

The spatial distribution and the energy of electrons in atoms obey well defined laws 

and may be calculated from the Schrodinger equation and expressed in terms of a 

three dimensional wave function, or orbital, 0 , which depends on the quantum 

numbers w, /, m and the electron spin, s. Definite rules determine which orbitals are 

occupied and which transitions between orbitals are allowed.

In molecules, the orbitals extend over two or more nuclei. The shape and energy of 

these orbitals can also be calculated from the Schrodinger equation and expressed in 

terms of three quantum numbers, n , X and A.

The Schrodinger equation describing molecules is complicated. For a system of 

electrons and nuclei interacting through Coulombic attraction and repulsion the 

Hamiltonian may be written as

H = E  + E  — ■ + r
*  2Ma i  2m

where the first term is the kinetic energy operator for the ath nucleus of mass Ma; 

the second term the kinetic energy operator for the ith electron of mass m; Qa the 

set of nuclear coordinates and qj the set of electronic coordinates. V(Qa,qi) is the 

potential energy of the entire system of electrons and nuclei and consists of all the 

Coulomb interactions between all pairs of charges.

The system potential energy is given by

in which the first term represents the sum of all interactions between pairs of
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electrons, the second, the sum of all interactions between pairs of nuclei and the 

third, the sum of all interactions between electrons and nuclei.

1.3.1 Molecular Orbital Theory

The calculation of the shape of the molecular orbitals from the Schrodinger equation 

is complicated. A good approximation is to consider the molecular orbitals as a linear 

combination of the atomic orbitals (LCAO) of the constituent atoms. For a diatomic 

molecule, the individual atomic orbitals, (px and <p2i may be combined in two different 

ways to form two different molecular orbitals:

<t>V = <t>l + <l>2
$ AMO = 4*1 _ ^

One of the molecular orbitals formed is of a lower energy than the individual atomic 

orbitals and is described as the ’bonding molecular orbital’. The other has a higher 

energy and is termed an ’anti-bonding molecular orbital’. In diatomic molecules, the 

bonding molecular orbital is characterised by a charge distribution between the two 

nuclei, close to the internuclear axis. Two electrons of opposite spin occupy the 

orbital and are said to form a single bond. A a-bond is associated with a-orbitals and 

possesses cylindrical symmetry about the axis but has no angular momentum along 

the internuclear axis. A 7r-bond is associated with n -orbitals, is antisymmetric in a 

plane parallel to, and containing, the internuclear axis and has a positive and a 

negative lobe. A double bond consists of a a-bond and a 7r-bond, while a triple bond 

consists of two n -bonds in perpendicular orientation and a a-bond.
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To illustrate the above description of molecular bonding, it is useful to consider the 

bonding in the simplest of diatomic molecules, molecular hydrogen.

a) Is Bonding

Consider two hydrogen atoms approaching one another. A hydrogen atom has one 

electron associated with the orbital of lowest energy, the Is orbital. This orbital is 

spherically symmetric about the nucleus with the probability of an electron being at 

a particular distance from the nucleus being the same in all directions. As the two 

hydrogen atoms approach one another, the Is orbitals of each atom overlap, with the 

result that two molecular orbitals are formed. The two Is orbitals may be combined 

in two ways:

$ Bm  ~ +

§ AH2 = ^Li

I S C

Figure 1.1 Bonding in molecular hydrogen, formation of the bonding lso g 

orbital and the antibonding lsou* orbital.
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Consider the first case, in which the atomic orbitals are added. The wavefunction <pls 

is positive everywhere, therefore when two Is orbitals overlap the value of the 

molecular wavefunction is increased. The shape of the molecular orbital, 0 BH2» *s m  

ellipsoid, figure 1.1a. The electronic charge between the two nuclei keeps the nuclei 

together and a bond is formed. This molecular orbital is the bonding orbital and is 

denoted by lsag.

Consider the second combination of atomic orbitals. The two 0 ls orbitals will cancel 

between the nuclei. The value of <pAm  therefore be zero between the nuclei,

positive around one nucleus and negative around the other, figure 1.1b. The 

electronic charge is greatest outside the nuclei and enhances the nuclear repulsion. 

This molecular orbital is therefore an anti-bonding orbital and is labelled lsa^ .

In the labelling of these molecular orbitals, o indicates that the orbitals are 

symmetric about the internuclear axis. The orbital of higher energy is denoted by an 

asterisk.

The g and u suffixes denote the symmetry of the molecule under inversion through 

the centre of symmetry. If the diatomic molecule is homonuclear, i.e. consists of two 

identical atoms, then the mid-point of the internuclear axis is a centre of symmetry. 

At any point in such a molecule, the conditions encountered will be exactly the same 

as at a point diagonally opposite through the centre of symmetry. This is known as 

’inversion’. The wavefunction describing the system may or may not be changed in 

sign by inversion.

Consider the lsag and lsau* molecular orbitals in hydrogen. Inversion in the lsag 

orbital causes no change in the sign of the wavefunction since 0 BH2 is positive 

everywhere. This orbital is therefore completely symmetrical, is described as ’even’ 

and denoted by the suffix ’g ’ which derives from the german gerade meaning even. 

In the molecular orbital lsau* there will be a change in the sign of the wavefunction 

following inversion. The orbital is thus antisymmetrical or ’odd’ and labelled ’u’ 

from the german for odd, ungerade.



24

If the diatomic molecule is heteronuclear, that is, the constituent atoms are different 

as in carbon monoxide, inversion has no meaning and the designation of ’g’ or V  

symmetry is unnecessary. However, in triatomic molecules such as carbon dioxide 

containing two identical atoms, inversion must again be considered in the description 

of the energy levels.

b) 2s bonding

The second lowest atomic orbital in hydrogen is the 2s orbital. Two 2s orbitals may 

be combined in the same way as two Is orbitals:

<bBH2 = $2* + ♦a.

•t,AH2 ~ $21 ~ 4>2s

The addition of the individual atomic orbitals results in a bonding orbital, 2sag, 

while the second case results in an anti-bonding orbital, 2scr*u. These molecular 

orbitals are identical in shape to the lsa g and lsa*u orbitals but are larger and higher 

in energy.

c) 2p Bonding

The next atomic orbital in terms of energy is the 2p orbital. The shape of a p-orbital 

is a dumb-bell, figure 1.2. Two p-orbitals can therefore overlap in different ways 

depending on their orientation.

Choosing the internuclear axis of the molecule as the z-axis, the 2p orbital may be 

described as being parallel to this axis, 2pz, of perpendicular to it, 2py. The orbitals 

may then be combined as follows:

(bA1H2 a■e-II

+ $2*

S:
3-e- 4-e-II *̂2pz

** H2 $2py ^2py
<hB2V H2 2̂py + ^2py
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These combinations are shown graphically in figure 1.2. The labelling of the 

molecular orbitals follows the same convention as for combinations of s-orbitals. 

When the resultant molecular orbital is cylindrically spherical about the intemuclear 

axis, the orbital is labelled a. In the combination of the 2py states, the end-view of 

the molecular orbital is reminiscent of a p-orbital, the molecular orbital is thus 

labelled tt. The 2pau* and 2png* are clearly anti-bonding orbitals while 2pag and 2p7ru 

are bonding orbitals.

g>
© o  e x ©

ip.
^difference©qs::::b
Q. P~'G

difference

2P, 2P,

V*.

Figure 1.2 Combination of two 2p orbitals in the bonding of molecular 

hydrogen.
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The energy levels of the molecular orbitals of small molecules such as N2 and 0 2 are 

as shown in figure 1.3a. In smaller molecules such as Li2, Be2 and Bj, the 2sau\  

2pag and 2p7ru orbitals overlap while in molecular hydrogen the orbitals derived from 

the combination of 2s orbitals lie between those from the combination of 2p orbitals, 

figure 1.3b, since in atomic hydrogen the 2s and 2p levels are degenerate.

-pof

* iliOu

150,
Ij 1 5

</>»

~POy

150,

Figure 1.3 Energy levels in a) molecules such as 0 2 and N2 and b) 

molecular hydrogen.

1.3.4 Bonding in Polyatomic Molecules

In polyatomic molecules there are three or more nuclei and at least two intemuclear 

axes. There are, therefore, a greater number of vibrational modes and more allowed 

transitions and since there are fewer forbidden transitions, polyatomic molecules 

have fewer metastable electronic states. The potential energy of the molecule can no
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longer be represented in two dimensions as a function of intemuclear separation, but 

must be considered as a potential surface over the whole molecule. The molecular 

orbitals of polyatomic molecules are said to be symmetrised as they are influenced 

by other bonds in the molecule, and delocalised since they embrace more than one 

nucleus.

Consider the bonding in a hydride, H2A, in which A is an atom having three p- 

orbitals available for bonding. There are two possibilities for bonding, that each 

H(ls) orbital interacts with a separate p-orbital or that each H(ls) orbital interacts 

with a different lobe of the same p-orbital, figure 1.4.

(/>) iso

Figure 1.4 Bonding in the hydride H2A, H(ls) orbitals interact with a) 

different p-orbitals and b) the same p-orbital.

In the first case the bond angle is 900, a! and a2 are the bonding molecular orbitals 

and there is one non-bonding orbital, Nj. The s-orbital of the atom A is non-bonding. 

In the second case, the bond angle is 180°, bj and b2 are the bonding orbitals formed 

and there are two non-bonding p-orbitals, and N2. Note that in this case, the two 

hydrogen electrons are in the same bonding orbital and not paired with electrons 

donated from the atom A.

The near degeneracy of the 2s and 2p orbitals means that they can mix, this process 

is known as hybridisation. Atom A mixes its s-orbital with one of the p-orbitals



forming two new hybrid orbitals at 180° to each other. The hybrid orbitals are 

atomic orbitals because the s and p-orbitals which mix are from the same atom. 

Since the hybrid orbitals form stronger bonds than the unmixed orbitals, it is 

energetically favourable in some cases for hybridisation to occur.

Consider for example the water molecule. The configurations in the constituent 

atoms are H(ls) and 0 ( ls 22s22p4). The oxygen atom contributes six electrons to the 

bonding orbitals while each hydrogen atom contributes one electron. Hybridisation 

of the bonding orbitals occurs resulting in four hybrid orbitals arranged in a regular 

tetrahedron at 109° 28’ to each other. This is termed sp3 hybridisation since one 

s-orbital and three p-orbitals are involved. The hybrid orbitals may be written as

(Jjj = Vz (s + p x + p y + p z )
<t>2 =  1/ 2 ( 5  +  p x -  p y -  p z )
<t>3 =  1/2 (S -  p x + p y -  p z )
<t>4 = Vz (s — p x — p y + p z )

In two of these orbitals an electron from one of the hydrogen atoms is paired with 

a p-electron from the atomic oxygen, while in the other two are ’lone pairs’, pairs 

of electrons originating from the 2s and one 2p orbital in the oxygen atom. The 

repulsive force of the lone pairs, however, pushes the bonding orbitals closer 

together resulting in an angle of 105° between the hydrogen atoms.

Other hybrid orbitals may be formed. In sp2 hybridisation, involving one s-orbital 

and two p-orbitals, the orbitals may be written
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The directions of the bonds lie in the same plane, the angle between any two bonds 

being 120°.

In sp hybridisation, one s-orbital and one p-orbital mix to form the orbitals,

<f>! = as  + \/(l -  a 1) p z 

<t>2 = >/(l -  a 2) s -  apz

where 0 < a < 1. The directions of maximum density in this case lie along the z-axis.

1.4 Potential Energy Curves

Atoms in a molecule do not remain in fixed positions but vibrate about some mean 

position causing changes in the intemuclear distance and thus in the total energy of 

the molecule. The energy of the molecule is usually represented as a function of the 

intemuclear distance. The potential energy of a diatomic molecule in a bound state 

has a minimum at some equilibrium distance, such curves, termed Morse curves, 

may be described by a purely empirical function. The potential energy curve for an 

unbound or repulsive state of a diatomic molecule has no minimum.

This may be illustrated by the states of molecular hydrogen. The variation of the 

energy of the lsag and lscru* molecular orbitals with intemuclear distance is shown 

diagrammatically in figure 1.5. The potential energy of the bonding orbital, or bound 

state, follows the typical Morse curve for a diatomic molecule, the minimum 

indicates bond formation between the constituent atoms. The antibonding orbital, or 

unbound state, has no potential energy minimum.



Energy
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Bonding orbital 
l.«*.

Intemuclear distant:

Figure 1.5 Variation of potential energy with intemuclear distance for the 

lsog and lsou* molecular orbitals in hydrogen.
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1.5.1 Electric Dipole Transitions

The transition probability for the spontaneous emission of electric dipole radiation 

in a one-electron atom is given by

Ae , = 3 -j- £  I<*mt |« - |( /» > |2 1.1
3  7T EqWC Sjc mi,mk

in which the initial and final states are denoted by i and k respectively, gk is a 

statistical weight introduced to account for the degeneracy of the upper level.

This derivation assumes that the spatial extent of the electron charge distribution in 

the atom is small compared with the wavelength of the light emitted. If this is valid, 

phase differences in the contributions to the emitted electromagnetic wave from 

different regions in the atom may be neglected. This is the ’electric dipole 

approximation’ in which only the first term of the expansion

exp ( - i k . r ) = 1 -  i k . r  + V2 ( ik . r )2 -  .... ^

is required.

When the matrix element in equation 1.1 is finite the emitted radiation is electric 

dipole radiation. However, if the matrix element is zero the relative phases of the 

contributions from different regions in the atom cannot be neglected and higher 

terms in the expansion 1.2 must be included. The second term represents magnetic 

dipole radiation and the third term electric quadrupole radiation.

Excited atoms and molecules decay via electric dipole transitions after typically 

10'8s. Electronically excited states which cannot decay through electric dipole 

transitions must lose their energy by an electric quadrupole or magnetic dipole 

transition. It will be demonstrated in sections 1.5.2 and 1.5.3 that the lifetimes of



the atoms or molecules in such states are typically >50^s.  Such states are known 

as metastable states because of their long lifetimes.

1.5.2 Magnetic Dipole Transitions

The second term in the expansion of exp (-ik.r) in equation 1.2 gives rise to 

magnetic dipole radiation.

The power radiated by a classical oscillating magnetic dipole is

where n is the magnetic moment operator.

The quantum mechanical expression for the magnetic dipole transition probability, 

AM1, is given by

and /i is given by

1.5

Substituting 1.4 and 1.5 in 1.3 gives
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The magnetic moment operator /x is given by

H = _£* (l + 2s) 
2m

= -(x . (/ + 2s)

For a many electron atom, the single electron operator in 1.6 is replaced by a 

summation over the valence electrons, giving

\ i  = - \ i R ( L  + 2S )

From 1.1 and 1.6, the ratio of the transition probability for magnetic dipole radiation 

to electric dipole radiation is given approximately by

A U l 1

=
fjLl

2
fZ(X)

A E1 [ e r j < ^  y
~  10- 5

where Z is the nuclear charge and a is a fine structure constant such that

e 2 1a =
47i z 0 t i c  137

Thus if the electric dipole transition probability is ~ 1 0 8s*1, the magnetic dipole 

transition probability is — 103s'1 and if electric dipole transitions are allowed, the 

effect of the magnetic dipole transition on the lifetime of the state will be negligible. 

If electric dipole radiation is forbidden, the lifetime of the state will depend solely 

on the magnetic dipole transition probability. The lifetime will thus be — 10'3s, hence 

the term ’metastable’.



1.5.3 Electric Quadrupole Transitions

The expression for the vector potential A(r,t) of an oscillating distribution of current 

and charge contains contributions from both magnetic dipole and electric quadrupole 

distributions. These are therefore expected to radiate at similar rates and 

consequently electric quadrupole radiation must be considered in addition to magnetic 

dipole radiation.

The power radiated by a classical electric quadrupole source is

c k 6
1440 tce0 ^p E2 = E  l < ? J 2 1 J

where Qafi are the components of the electric quadrupole moment tensor.

The electric quadrupole transition probability is obtained in a similar way as for 

magnetic quadrupole radiation, giving

0)u
3601T£0f ir  8k mitmk

where ra and r̂  are the Cartesian components of the electron position vector r and 

6ap is the delta function.

For a many electron system the electric quadrupole operator is

Q = -«  £  -  rf(t>)

where <p is the unit tensor.

The ratio of the transition probability for electric quadrupole radiation compared 

with that for electric dipole radiation is given by
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Thus, if the electric dipole contribution to the lifetime is zero, lifetimes of a 

metastable state decaying by electric quadrupole radiation is of — 10'2s.

1.5.4 Selection Rules

The selection rules for electric dipole, magnetic dipole and electric quadrupole 

transitions in both atoms and molecules are summarised in table 1.1.

Table 1.1 Selection rules for electric dipole, magnetic dipole and electric 

quadrupole transitions.

Selection Electric Magnetic Electric
Rule Dipole Dipole Quadrupole

1 A /  = 0,±1 
0 <-/- 0

AJ  =  0,±1 
0 *~h* 0

AJ  =  0,±1,±2 
0 * - h 0  
h h 
0 1

2 > II o 1+
*

AM =  0,±1 AM =  0,±1,±2

3 Parity
Change

No Parity 
Change

No Parity 
Change

4 A/ =  ±1 A/ = 0 Al  =  0,±2

5 AS  = 0 > Co II o AS  = 0

6 A L = 0,±1 
O ^ h O

AL =  0 AL  =  0,±1,±2 
O ^ h O  
0 +-h 1

Selection rules (1), (2) and (3) are rigorous. Rule (1) is derived from the fact that 

the photon possesses intrinsic spin angular momentum, h, and, by the principle of 

conservation of angular momentum, the change in the total angular momentum of 

the atom is limited. The angular symmetry properties of the atomic wavefunction
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lead to rule (2). Rule (3) is derived from symmetry requirements in reflection 

through the origin.

The other three selection rules are not rigorous, having been derived by using 

hydrogenic wavefunctions. Rule (4) applies if both the initial and final states can be 

described by a single configuration of electrons. Rules (5) and (6) apply only in 

Russell-Saunders (LS) coupling. This approximation is only valid when the spin-orbit 

interaction is much smaller than the electrostatic force between the electrons. The 

transition probability for electric dipole radiation is only non-zero if those selection 

rules summarised above are satisfied. For example consider atomic oxygen, the 

ground state configuration is 2p4, giving the levels shown in figure 1.6.

10
9 . 5 0 -
9 . U *

S
5s

4 . 1 9  •

5 5 7 . 7  
(E2)

1 . 9 6

2 9 7 . 2
( M 1 )

1D

6 3 0 . 0  / 6 3 6 . 3
i I Ml )

L_L_ 5p _

Figure 1.6 Energy levels in atomic oxygen showing transitions by magnetic 

dipole and electric quadrupole radiation.
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Since each of these levels has even parity, by the selection rules for electric dipole 

transitions, decay of O^Sq) or 0 ( lD2) to the ground state O^Pj) by electric dipole 

radiation is forbidden. In the absence of collisions, these levels may only decay by 

magnetic dipole and electric quadrupole transitions. The transitions proceeding by 

electric quadrupole and magnetic dipole transitions are indicated on figure 1.6. The 

states O^Sq) and are metastable with lifetimes of Is and 100s respectively.

1.6 Dissociation of Molecules

Dissociation of molecules may be divided into three categories;

1. Dissociative recombination

a T>n + A* + BCABC + eF -  A
E A + BC

The incident electron is captured by the target ion, the molecule is formed 

in an excited electronic state which subsequently dissociates giving atomic 

and/or molecular fragments of which one or more may be in excited states.

2. Dissociative ionisation

A* + BC + er + er XJ7 
ABC + e„ -  1 E' iEE A + BC + ef + ^E_6E 

A* + BC + €j
ABC + hv _+

A + BC* + e

Dissociative ionisation may be initiated both by electron and photon impact. 

The incident electron, or photon, has sufficient energy <5E to dissociate the 

molecule leaving one or more of the fragments as ions.
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3. Dissociative excitation

A* + BC + €F . p 
ABC + e ,  -  , £_8£

j4 + BC + e£_8£

a nn  i A* + BC ABC + hv -  ,
i4 + BC*

The incident electron or photon provides the energy SB necessary to 

dissociate the molecule AB and to promote either fragment A or BC to an 

excited electronic state A* or BC*.

In each of these three processes, the fragment molecules may be electronically, 

vibrationally or rotationally excited. The importance of dissociation processes lies in 

the nature of the dissociation products. The energy released when the molecular bond 

is broken is carried away by the collision products as kinetic energy. The fragments 

are therefore fast moving or ’hot’, the line widths associated with the decay of the 

dissociation products are highly Doppler broadened, equivalent to temperatures in 

excess of 30,000K (Zipf and Wells 1980).

1.6.1 Mechanism of Dissociative Excitation

As discussed in section 1.4, the electronic states of molecules may be represented by 

the potential energy of the molecule, V(r), as a function of the intemuclear 

separation of the atoms, r. In this representation, one atom is considered as fixed 

on the r=0 axis while the other is allowed to oscillate along the r axis. In 

dissociative excitation the initial step involves the electronic excitation of the target 

molecule either through direct or exchange scattering by the incident projectile. The 

Franck-Condon principle states that transitions between electronic states take place 

so rapidly that the intemuclear distance between the atoms does not change, 

therefore a transition from one electronic state to another occurs vertically on a 

diagram of V(r) as a function of r. Figure 1.7a shows the transition between two 

states of the same equilibrium intemuclear separation. The transition occurs between
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the v = 0  vibrational level to the v’=0 level in the higher lying electronic state. When 

there is a small difference in the intemuclear separation, figure 1.7b, the transition 

occurs from the v = 0  level to the v’ = l level in the upper state. Figure 1.7c shows 

two states which have a large difference in the equilibrium separation. The transition 

occurs from the v = 0  level to the v’=3 vibrational level.

Enerjy

£
r  - 0

£

r ' - 0

io) ib) if)

Figure 1.7 The Franck-Condon principle, a) transition between two states 

of the same equilibrium intemuclear separation, b) transition between two 

states in which the upper state has a slightly larger intemuclear separation 

and c) transition between two states in which the upper state has a much 

larger intemuclear separation.

For dissociation to occur from such a bound state, the excitation must occur to the 

repulsive part of a bound potential energy curve. Dissociation will therefore be likely 

if the potential energy curve of the excited state has a minimum at large intemuclear 

separation. Clearly the molecule will also dissociate if the excitation occurs to a 

purely repulsive state.
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Figure 1.8 Predissociation in a molecule, excitation of the molecule occurs 

to vibrational levels in a higher-lying bound state which is crossed by an 

unbound state.

Predissociation arises when the potential energy curves of a molecule intersect, 

figure 1.8. Consider a transition occurring from abound state into vibrational levels 

of a higher lying bound state which crosses an unbound state. If the transition occurs 

to vibrational levels (a), (b), (c) or (d), the molecule relaxes radiatively. If the 

vibrational levels (e) or (f) are populated, there is only a small probability that the 

molecule will cross over to the unbound state and thus dissociate. In the higher 

vibrational levels, (g), (h), (i) and (j), the molecule spends most of its time at the 

ends of its motion and therefore when the molecule is excited to one of these 

vibrational levels, the probability of the molecule crossing over and dissociating is 

large.
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1.6.2 Kinetic Energy Distributions of the Metastable Products

Excitation from a bound state to both an unbound state and to the repulsive part of 

a bound potential energy curve is shown in figure 1.9. Each process gives rise to a 

characteristic kinetic energy distribution of the fragments, these are also shown in 

the figure.

(0) t o

o o oR RR

Figure 1.9 Diagram showing excitation of the molecule to dissociating 

states and the derivation of the characteristic kinetic energy distributions of 

the fragments in each case.

In excitation to the repulsive part of a bound state, the kinetic energy distribution 

of the fragments shows a finite probability of the fragments being produced with 

zero kinetic energy. In the production of CO(a37r) from the dissociation of carbon 

dioxide, the mean fragment kinetic energy is ~0.2eV , ten times thermal energies.

When the electron excites the molecule to a purely repulsive state, the excited 

molecule subsequently dissociates and the kinetic energy distribution of the
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fragments shows a minimum kinetic energy with which fragments may be produced. 

In the production of 0 (5S) atoms from the dissociation of carbon monoxide, the peak 

kinetic energy is 4eV, equivalent to a velocity of approximately 5kms_1.

1.6.3 Angular Distribution of Dissociation Products

When an electronic transition occurs to a purely repulsive state, the molecule 

dissociates. The time taken for the dissociation is small compared with the rotational 

motion of the molecule and therefore the dissociation products travel in a direction 

characteristic of the vibrational motion of the molecule.

If the probability of excitation of the molecule to the unstable state depends on the 

orientation of the molecule with respect to the incident electron beam, the products 

will exhibit a corresponding angular distribution.

Anisotropies were first observed in the product protons from electron impact 

ionisation of molecular hydrogen (Sasaki and Nakao 1935a,b, 1941). Improved 

measurements revealed a cos2y distribution where y is the angle with respect to the 

incident electron beam. This agreed with their Bom approximation calculation for 

excitation of molecular hydrogen for H2(1S +g) to H2(3S +U).

Dunn (1962) deduced symmetry principles for dissociative attachment in diatomic 

molecules and generalised these to dissociative excitation and ionisation. These give 

a qualitative description of the dissociation processes. Dunn states that the 

interaction potential is a scalar sum of Coulombic terms and therefore any 

symmetries existing prior to the collision will be preserved by the collision products.

Considering dissociative capture, the incident electron beam may be considered as 

a plane wave, exp(ik.r), which is symmetric with respect to all rotations about k and 

to reflection in planes containing k, figure 1.10. If the target molecule has an axis 

aligned along the k direction, it will also have symmetry with respect to rotations
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about k and reflection in planes containing k, figure 1.10a. For dissociation 

fragments to be produced along the k direction, the final anti-bonding orbital must 

have the same symmetries. A homonuclear molecule has symmetry with respect to 

reflection in a plane which is perpendicular to k and which contains the intemuclear 

axis and has symmetry to a rotation of 180° about k, figure 1.10b. If dissociation 

products are to be produced perpendicular to k, the initial and final molecular states 

must have the same symmetry with respect to these operations. If the target molecule 

is heteronuclear and has an axis aligned perpendicular to k, the only symmetry is 

reflection in a plane containing both k and the axis of symmetry, figure 1.10c.

»  C K )

<b>
k

(c)
k

N.V1

Figure 1.10 Symmetries involved in dissociation processes.

Dissociative excitation is more complicated because the scattered electron must be 

represented by a spherical outgoing wave and no definite symmetries are observed. 

However, at energies at which the Bom approximation is valid the scattered electron 

can be described as a plane wave and the scattered and incident waves combine to 

give exp(iK.r), where K = k - k’. K may now be considered as the symmetry axis 

for the collision.

The symmetry of the dissociation products has important consequences in experi­

mental studies. In the dissociation of molecular oxygen, for example, if the final 

molecular state is Oj^IIu), the transition probability for the molecule when aligned 

in the direction of the electron beam is zero. Therefore if the products are detected
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at right angles to the incident electron beam, the cross section for the process will 

be overestimated.

Dunn’s selection rules must also be taken into account when determining the excited 

molecular states involved in dissociation. For example, considering again molecular 

oxygen dissociating to give the atomic fragments 0 (XS) and 0 (yP) which are 

observed at an angle of 90° to the incident electron beam. Possible dissociating 

molecular states are E+U g and IIu g. s +u states may be discounted since the ground 

state of molecular oxygen is 3S'g and the transition — ► +  is strictly forbidden in 

electron impact excitation. ng may be discounted since, according to Dunn’s rules, 

the matrix element is zero for excitation from £'g to IIg at an observation angle of 

90°. Dunn’s rules also state that the matrix element for excitation from Z'g to !!„ is 

finite at this observation angle. The dissociating molecular state is therefore

1.6.4 Spectral Line Shapes

It has been known for some time that dissociative excitation of molecules causes 

broadening of the associated emission line profiles (Zipf and Wells 1980). Poland and 

Lawrence (1973) studied the Doppler broadening of dissociatively excited O(1304A) 

from electron impact on molecular oxygen and carbon dioxide. Freund et al (1976) 

measured the broadened Balmer line shapes produced by electron impact dissociative 

excitation of molecular hydrogen. Both studies found the lines to be highly Doppler 

broadened, equivalent to environmental temperatures >20,000K.

There is a lack of detailed data describing broadening of such spectral lines and 

consequently such broadening has been neglected in the study of planetary 

atmospheres. The effective line width of the dissociation products is large compared 

with that expected for thermal oxygen atoms. The dissociatively excited atomic 

oxygen therefore behaves as if it were ’optically thin’, i.e. the excited atoms do not 

trap photons resulting from the collision and the photons escape from the collision 

region.
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Zipf and Wells (1980) calculated the spectral line shapes for radiation emitted by the 

excited atomic oxygen produced by electron impact dissociation from oxygen, carbon 

monoxide, carbon dioxide and nitric oxide. They used previously published time of 

flight spectra, P(t), (Wells and Zipf 1972, Wells et al 1978), from which they 

deduced the radial velocity distribution of the oxygen atoms, F(v), taking into 

account the in-flight decay

F (v ) = t 1 P ( t )  e (,/,)

where r is the radiative lifetime of the excited state. Zipf and Wells identified the 

state detected as 0 (5S) which has a radiative lifetime of 185/xs (Wells and Zipf 1974, 

Johnson 1972).

The spectral line width is related to the radial velocity distribution (Rogers and 

Biondi 1964) by

S ( 6 0 )  =  f  F <y'> dv

where S(<5b) is the spectral line shape and 60 is the Doppler shift in wave number,

8i> = \>0 Vz

and is the wave number of the emission line, vz is the line of sight velocity of the 

atomic oxygen and c is the speed of light.

When the spectral line widths for the dissociatively excited oxygen atoms are 

compared with thermal Doppler profiles, the temperature of the Doppler profile is 

typically in the range 20,000K to 60,000K depending on the incident electron energy 

and the parent molecule.
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It was the need to interpret the growing volume of airglow data collected since the 

beginning of space exploration about 30 years ago that rekindled interest in the 

experimental study of dissociation processes. In this section, an overview of 

investigation of dissociative excitation by electron and photon impact is given. 

Details of studies of carbon monoxide, carbon dioxide, carbonyl sulphide and nitrous 

oxide will be given in chapters six and seven.

1.7.1 Experimental Electron Impact Dissociation Studies

Time of flight techniques have been used to study those fragment atoms or molecules 

produced in metastable or high lying Rydberg states. These studies are limited to 

fragments of lifetime greater than lO^s, i.e. those which remain in excited states 

long enough to reach the detector. Time of flight studies give information concerning 

the kinetic energy distribution of the fragments from which the Doppler line widths 

and parent potential energy curves may be deduced. The lifetimes of the product 

metastable fragments may also be determined from the kinetic energy spectra (Mason 

1990).

Experimental studies have been restricted mainly to dissociation of molecular 

nitrogen, molecular oxygen, carbon dioxide and carbon monoxide. A comprehensive 

list of other molecules studied has been given by Zipf (1984). A detailed review of 

experimental studies of the dissociation of molecular hydrogen is given by Compton 

and Bardsley (1984), and of molecular nitrogen by Field and Franklin (1970). 

Publications after 1984 include new investigations of molecular oxygen (Mason and 

Newell 1990a) and of nitrous oxide (Mason and Newell 1989).

Experimental results currently available are often contradictory in their results and 

conclusions. Particular difficulty has been found in the interpretation of the results 

of those experiments in which one of the fragments is produced in more than one
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metastable state. Individual metastable states may be selected using a laser to ionise 

the metastable state (Schohl et al 1991). A state selective detector may also be used 

which discriminates between the states either on the basis of the work function of 

the detector or by using a particular excimer reaction (Kiefl et al 1983, Kume et al 

1986a,b). Such detection methods are described in chapter two.

Another problem concerning the detection of metastable species is the calibration of 

the detector. The detection efficiency to each metastable species, or to different 

metastable states of the same species, will not be the same. Absolute measurements 

of the production cross sections requires the detector to be calibrated and monitored 

throughout the experiment since impurities on the surface may alter the detection 

efficiency. The method of detection of metastable species will be described in detail 

in chapter two, and the design, operation and calibration of the detectors used in this 

work in chapter five.

The in-flight decay due to the finite lifetime of the metastable products affects the 

time of flight spectra and will be reflected in the kinetic energy spectra. To 

compensate for this, the lifetimes of the metastable states concerned must be known. 

Some lifetimes are well defined, for example N2(alng) for which population by 

cascade from higher lying states is negligible, while others are uncertain, for 

example, the lifetime of CO(a37r) lies between 10/zs and 10ms depending on the 

vibrational levels populated.

1.7.2 Experimental Photon Impact Dissociation Studies

The photodissociation of a wide variety of molecules has been studied (e.g. Ashfold 

et al 1979) using photons of energy less than — 18eV. The photon has an intrinsic 

spin of one unit while the spin of the electron is h , therefore different states may be 

excited in collisions with photons than in collisions with electrons. Photodissociation 

studies therefore complement electron impact studies.
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1.7.3 Theoretical Studies

Few calculations of these dissociation processes have been carried out since during 

the initial excitation of the molecule, the electron is promoted to a state lying in a 

continuum of states which are too numerous to be included in current theoretical 

calculations. Presently, theoretical electronic excitation cross sections for the simple 

diatomic molecules at low incident electron energies are being generated using new 

computational techniques such as the R-matrix code (Branchett and Tennyson 1990, 

Branchett et al 1991, Burke et al 1987). These methods are likely to be extended to 

describe the more complicated electron-polyatomic molecule interactions and 

eventually will include dissociative excitation.

At high incident electron energies, however, dissociative excitation and ionisation 

may be treated by the Bom approximation. The only theoretical study of dissociative 

excitation in the relevant energy range for this work concerns the dissociation of 

molecular hydrogen. Chung and Lin (1978) calculated cross sections for direct 

excitation of molecular hydrogen using the close-coupling method and used these to 

make deductions concerning the dissociation of hydrogen.

1.8 Importance of Dissociative Excitation

The importance of dissociative processes arises since they are a source of kinetically 

energetic atoms, molecules and ions, chemically active metastable species and 

short-lived excited states. In industrial gaseous discharges and in laser systems 

pumped by a pulsed beam of high energy electrons, a high proportion of the atoms 

or molecules are in metastable states, produced either by direct electron impact 

excitation or dissociative excitation. Dissociative excitation is also relevant to a 

number of interdisciplinary problems such as plasma chemistry and the study of 

planetary atmospheres.
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Measurements in the environment surrounding the Space Shuttle have indicated the 

presence of regions of enhanced ionisation (e.g. Raitt et al 1984). The numerical 

solution of rate equations for processes occurring in this environment by Lai et al 

(1988) demonstrated that metastable states of gases substantially contribute to the 

rapidity of the ionisation processes. Since the metastable states are long-lived they 

effectively store energy so that in subsequent collisions with low energy electrons 

these metastable states are rapidly ionised.

1.8.2 Planetary Atmospheres

Dissociative excitation is important in the upper atmosphere where the density is 

sufficiently low to make collisional de-excitation negligible. Dissociative excitation 

occurs both by photon and electron impact. Typical electron concentrations in the 

terrestrial upper atmosphere are in range 104 to 106cm'3, figure 1.11, and are 

sufficiently high for electron impact processes to be significant.

Many spectral features in the airglow originate from transitions in electronically 

excited species, many of which involve emission via magnetic dipole or electric 

quadrupole transitions. An important example is the 0 ( 1S - *D) transition in atomic 

oxygen which is responsible for the 557.7nm line in both the terrestrial aurora and 

airglow. A knowledge of dissociation processes is required if such complex systems 

are to be explained and modelled. Subjects of environmental concern at the moment 

include the changes in the terrestrial ozone layer and the prediction of energy 

degradation in the atmosphere after the sudden production of large fluxes of 

secondary electrons as in nuclear explosions and auroral substorms. The interpreta­

tion of a large volume of airglow data from other planetary atmospheres is also of 

interest.
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a) Titan

Titan is the largest satellite of Saturn and is one of the two satellites in our solar 

system to have an atmosphere. The atmosphere is composed predominantly of 

nitrogen, 97%, with a variable methane content and traces of water, carbon dioxide 

and hydrocarbons. The airglow, figure 1.12, has been modelled by Strobel and 

Shemansky (1982) by considering transitions in atomic nitrogen, molecular nitrogen 

and nitrogen ions produced by electron impact excitation, dissociation and ionisation. 

This model compares well with the ultraviolet emission spectrum obtained from 

Voyager 1. A significant feature is the Lyman-Birge-Hopfield band of molecular 

nitrogen, involving the metastable N^aVg) state.

b) Mars

The Martian atmosphere is composed predominantly of carbon dioxide, the surface 

temperature and pressure are variable over time and latitude but average 217K and 

5torr. The airglow spectrum was observed from Mariner 9, figure 1.13 (Barth et al 

1972). The Cameron band system of carbon monoxide, the spin forbidden transition 

CO(a37r - X1S +) (Cameron 1926), is the dominant feature of the Martian airglow.

The possible sources of CO(a37r) are

(a) photodissociation of carbon dioxide,
C02 + h v ( X < m .2 n m )  -  CO(a3tz) + O(T)

(b) electron impact dissociation of carbon dioxide,
C02 + e~ (E>\\ .5eV)  -  CO(a3n)  + 0 ( T )  + e~

(c) electron impact excitation of carbon monoxide,
CO + e~ -* CO(a3n ) + e~
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Figure 1.12 Emission spectrum of Titan showing the Lyman-Birge-Hopfield 

lines, NjCa^g - X1S +g). The overplotted spectrum is the model calculated 

assuming that the emission features are the result of electron impact 

excitation, dissociation and ionisation (Strobel and Shemansky 1982).
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Figure 1.13 Emission spectrum of Mars showing the Cameron bands, 

CO(a37i - X1̂ ) ,  and the Fourth Positive bands, COCA1!! -  X1S +), (Barth 

et al 1972),



(d) dissociative recombination of C 02+,
C 02* + e~ -  CO(a3n )  + O (r)
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(e) photo-excitation of carbon monoxide,
CO + h \  (*<203.0nm) -  CO(a3n )

Fox and Dalgamo (1979) calculated the importance of each of these sources to the 

production of CO(a37r) in the Martian atmosphere. Production of CO(a37r) by process

(e) is negligible since the concentration of carbon monoxide in the atmosphere is 

negligible and scattering of sunlight is optically forbidden. Table 1.2 compares the 

production rates of four Martian airglow features for each production process at an 

altitude of 100km.

Table 1.2 Contributions of different collision processes to the Martian airglow (Fox 

and Dalgamo 1979).

Band System Source Total

(a) (b) (c) (d) (e)

Cameron
CO(a37r -  X!S +) 1830 2350 90 650 4920

Fourth Positive
CCKA1! ! -  XJ2 +) 75 65 21 73 231

Fox-Duffendack-Barker
C02+(A2H -  X2ng) 2035 400 840 3275

Ultraviolet Doublet
C02+(B2Z+u -  X2ng) 925 240 45 1210
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Fox and Dalgamo also calculated the altitude profiles of the major sources of the 

Cameron bands, figure 1.14, and showed that the main source of emission below 

135km is electron impact dissociation of carbon dioxide, while the main source above 

135km is photodissociation.

The Fourth Positive band system arising from the transition COCA1 II - X1S +) is also 

an important feature in the Martian airglow (Barth 1969). COCA1 II) lies at 8.02eV 

and is populated via the same mechanisms that populate the CO(a37r) state. Fox and 

Dalgamo (1979) calculated the altitude profiles for the Fourth Positive bands, figure 

1.15, and showed that the dominant production process are dissociative 

recombination and dissociative excitation by electron impact and photons.

1.8.3 Lasers

Modelling of complex systems such as gas lasers requires data on a wide range of 

collision processes including dissociation processes. Formation of metastable species 

by direct and dissociative excitation influences energy transfer processes occurring 

in the cavity. Little and Browne (e.g. 1987,1988,1989) have modelled the processes 

occurring in carbon monoxide and carbon dioxide lasers and have investigated the 

radiation induced and laser oscillation induced perturbations in the system. Little and 

Browne (1989) observed the intensity of the Swan bands, C2(d37rg - a37ru), in a CO- 

He-Xe laser and related increases in the intensity of these bands to an increase in the 

dissociation of carbon monoxide. They showed that the dominant dissociation process 

involves collisions between metastable CO(a37r) molecules and ground state 

molecules.

CO(a37i) + CO(X'2+)  -  C02 + C

Dissociation by electron impact is also important

CO + e~ -+ C + O + e~
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Recombination of the atomic carbon produced in these dissociation processes leads 

to the radiation observed in the Swan bands.

1.9 Summary

In this chapter, classification of molecular states, molecular bonding and the concept 

of metastable species have been reviewed as a background to the discussion of 

dissociation of molecules. A brief guide to the previous experimental studies of 

electron impact and photon impact dissociation and the problems associated with 

such experiments has been given. The studies most closely related to this work are 

reviewed fully in the results chapters, six and seven. A theoretical treatment of 

dissociation is complicated and at present only simple molecules such as hydrogen 

have been studied. The importance of dissociation processes has been illustrated by 

examples from planetary atmospheres, plasmas and lasers.
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Review of Methods of Detection of Metastable Species

The bearing o f this observation lies in the application o f it.

Charles Dickens (Dombey and Son)

2.1 Introduction

Electron impact excitation of atoms and molecules has been widely studied both 

experimentally and theoretically since the 1920s. Such collision processes have 

traditionally been studied experimentally by observing the residual energy and 

angular dependence of the electrons scattered out of the interaction region. This 

technique has been successfully applied to many excitation processes, but is not as 

useful in the study of near threshold excitation, dissociation or ionisation processes. 

These collision processes may, however, be monitored by observing directly the 

metastable products of the collision (e.g. Freund 1971a, Borst and Zipf 1971a, Brunt 

et al 1976).

In this chapter, several methods for the detection of the metastable collision products 

are outlined and examples of each discussed. Particular attention is given to the 

detection of metastable species by secondary electron emission from a metal surface 

since this technique has been used in this study of electron impact dissociative 

excitation.
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2.2.1 Introduction

In a collision between a metastable atom (or molecule), A*, and a ground state target 

atom (or molecule), B, energy may be transferred from the metastable atom to the 

target by a resonant process,

A* + B -+ A + B*

If the excitation energy of the metastable atom is greater than the ionisation potential 

of the target, Penning ionisation of the target occurs,

A* + B -  A + B+ + e~

Penning ionisation was first used as a means of identifying the metastable products 

of electron impact on atoms and molecules by Cermak (1966) and has since been 

refined as a detection technique by Hotop and Niehaus (1970) and Weissmann et al 

(1984).

The apparatus used by Cermak consisted of a vacuum chamber in which the 

metastable beam was produced by electron impact on a target gas beam, and a gas 

cell filled with a ’detector’ gas, figure 2.1. Several detector gases were chosen so 

that they formed a series of increasing ionisation potentials, table 2.1. By filling the 

gas cell with each detector gas in turn and observing the formation of ions as the 

metastable beam passed through the gas cell, Cermak was able to determine the 

excitation energy of the metastable species.

Table 2.1 summarises Cermak’s results for metastable species of molecular 

hydrogen, nitrogen and carbon monoxide produced by electron impact, a ’/ ’ indicates 

the detection of ions.
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Figure 2.1 Schematic diagram of the experimental arrangement used by 

Cermak (1966). Tj is the beam of unknown metastable molecules, E the 

incident electron beam and T2 the beam of detector molecules. B is the 

collision chamber. Grids Pp P2 and Gs remove charged particles and 

scattered electrons from the molecular beam while positive ions are collected 

on grid G.

Table 2.1 Penning ionisation of selected detector gases by unknown metastable

species Cermak (1966). Ionisation potentials (eV) are given in brackets.

Detector NO cyclo c 2h 4 CH3OH C2H2 C2I
Gas (9.2) c3h 6 (10.5) (10.8) (11.4) (11

Metastable (10.2)
Species

h 2 / / / / ✓ X

n 2 / / / ✓ / X

CO / / ? X X X

22606053
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From these results, Cermak was able to conclude that the excitation energies of the 

metastable species produced in the experiment were in the following ranges,

H2* 11 .4 -11 .6

N2* 11 .4 -11 .6

CO* 10.2 - 10.8

Since more than one metastable state may be produced during electron impact 

excitation of these molecules, this excitation energy must be that of the highest lying 

metastable state excited. For example, in electron impact excitation of molecular 

nitrogen, three metastable states may be excited, N2(A3Z+U), N2(dl7rg) and N2(E3S +g) 

of excitation energies 6.17eV, 8.55eV and 11.79eV respectively. Therefore this 

information alone is not sufficient to identify the metastable fragments produced.

Cermak therefore also measured the ion flux as a function of the incident electron 

energy used to excite the metastable beam. The threshold and shape of these 

excitation functions were then used in the determination of the metastable state 

produced.

2.2.2 Identification o fN 2(E3E+g)

To illustrate the use of Penning ionisation as a method of detecting metastable 

species, the identification by Cermak of the N2(E3Z+g) metastable state will be 

described.

The excitation functions for the detector gases NO, C3H6 and C2H2 all revealed a 

sharp peak at 12.6eV, figure 2.2. Cermak attributed this peak to a new higher lying 

metastable state capable of ionising all three detector gases. This metastable state 

must therefore have an excitation energy of between lOeV and 12eV. The excited 

states of molecular nitrogen in this energy range are N^C3!^), N2(E3S+g) and N2(5II) 

together with vibrational levels of the states N^aVg) and N2(aM2*u).
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Figure 2.2 Excitation functions for the Penning ionisation of NO, C3H6 and 

C2H2 molecules by metastable molecular| nitrogen.
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Figure 2.3 Efficiency curves for the excitation of metastable states of 

nitrogen (Cermak 1966).
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The efficiency curve corresponding to the peak at 12.6eV is sharply peaked, figure 

2.3. This sharpness was explained by Cermak as being due to the resonance capture 

of the exciting electron by the target nitrogen molecule and the subsequent 

decomposition of the unstable negative ion formed

N2C^g) + e- - (W2T  - Nl(1) + e-

The efficiency curve for this 12.6eV feature therefore does not have any similarities 

with the efficiency curves derived for the lower lying N2(aVg) and N2(a,1S‘u) states 

and therefore cannot be due to these vibrational levels which contribute to these 

curves.

The excited state produced must be long lived if it is to reach the gas chamber. 

Cermak stated that the N2(C3IIU) state is not metastable and decays to the N2(B3Hg) 

state and cannot therefore be this new state.

The excited state must have odd multiplicity. The ionisation of C2H2 detector 

molecules may be represented by

w,*(?) + c 2H2e r )  -  N2( % )  * c tH ;e r> +

The state cannot be a quintet, since a quintet state could not ionise the C2H2 detector 

molecule without violation of spin conservation (Wigner 1927). It must therefore be 

singlet or triplet.

From this, Cermak concluded that the excited state of nitrogen produced was the 

N2(E3Z+g) state. Later work (e.g. Borst 1972, Brunger et al 1988) has shown that the 

N2(E3S +g) state is indeed metastable with a lifetime of 190ms and could therefore be 

the state of nitrogen produced. Moreover, the efficiency curve derived by Cermak 

for production of the higher lying state agrees well with the cross section for 

production of the N2(E3z +g) state deduced by Borst 1972 (see chapter five). Both 

show a resonance-like feature which occurs between lOeV and 13eV although while 

the cross section of Borst falls to zero above 13eV, the curve derived by Cermak,
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rises slowly giving a shallow bump. Such a feature could be due to the incomplete 

separation of the metastable states produced in Cermak’s work.

Penning ionisation is a useful method of detection of metastable species, since it is 

potentially also a method of selecting one of the metastable products of electron 

impact excitation. However identification of the states is not straight forward and 

ions may be produced by processes other than Penning ionisation such as associative 

ionisation,

A* + BC -  ABC+ + e~

Other disadvantages are the bulkiness of the apparatus and the low signal intensities 

due to the use of a secondary collision process. It is also not possible to determine 

the kinetic energy distributions of the metastable collision products by this method.

2.3 Detection by Secondary Electron Emission

2.3.1 Introduction

The technique most widely used in the detection of metastable species is by collision 

with a metal surface. If the internal energy of the metastable species is greater than 

the work function of the surface, it is capable of causing the emission of secondary 

electrons from the surface. The secondary electrons may then be detected by a 

channel electron multiplier.

The emission of secondary electrons from a metal surface by the action of metastable 

species was first observed by Webb (1924) in a discharge of mercury vapour. Webb 

used a pulsed electron beam to excite mercury vapour in the discharge tube and 

studied the duration of the resultant radiation in the discharge. The detector used 

was a four electrode tube connected to an electrometer. His results did not compare 

well with his calculations based on the successive absorption and re-emission of
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radiation through the discharge as proposed by Compton (1922), but were in good 

agreement with the hypothesis that the persistence of radiation was due to the 

formation of metastable states of the vapour (Kannerstine 1924) and that it was these 

metastable atoms which produced the observed photoelectric current at the 

electrodes.

Couliette (1928) repeated Webb’s work using the same apparatus and confirmed that 

metastable atoms did cause secondary electron emission at a metal surface, in this 

case a nickel surface. He also determined that the velocity distribution in the 

metastable gas beam is the same as that in the target gas beam by measuring the 

diffusion rate for both ground state and metastable atoms across the gas cell.

Messenger (1926) placed a quartz window between a source of metastable mercury 

atoms and a nickel detector, thus allowing photons to reach the detector while 

blocking the metastable atoms. In this experiment she demonstrated that the 

secondary electron current was predominantly due to the incidence of metastable 

atoms, with only a few percent of the current due to photons.

2.3.2 Mechanism of Secondary Electron Emission

These early studies led to an interest in the mechanism of secondary electron 

emission from the metal surface. Oliphant and Moon (1930) were the first to propose 

a mechanism for the production of secondary electrons when a metastable atom is 

incident on a metal surface. They postulated that as the metastable atom approaches 

the surface, a three body reaction occurs between the metastable atom, a lattice atom 

and a lattice electron. The result of this reaction is the emission of an electron.

Shekhter (1937) modelled the neutralisation of positive hydrogen ions at a metal 

surface. His theory assumed an Auger type process in which two electrons from the 

metal lattice undergo simultaneous transitions, one to the ground state of the atom 

and the other to the continuum of the metal surface, appearing as a secondary
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electron. Vamerin (1953) extended Shekhter’s theory to include de-excitation of 

metastable species at a surface, postulating that as the metastable atom approaches 

the surface it captures an electron into its ground state and ejects the outer electron. 

Both these theories have been incorporated in more recent theories (e.g. Sesselmann 

et al 1987).

Hagstrum (1954, 1978) made extensive studies of the behaviour of ions at a metal 

surface and measured the secondary electron emission coefficient. In Hagstrum’s 

semi-quantative theory, a metastable atom of excitation energy Em is ionised as it 

approaches the surface if the effective ionisation potential, E„ is greater than the 

work function of the surface, <p. In ionisation of the metastable atom, the outermost 

electron tunnels into the metal lattice. The ion is then neutralised by one electron 

from the metal lattice, while a second lattice electron escapes from the surface.

More recent theories of the mechanism of secondary electron emission are 

refinements of Hagstrum’s theory. Sesselmann et al (1987) describe two routes by 

which de-excitation of metastable species at a surface may occur, (a) resonance 

ionisation followed by Auger neutralisation and (b) Auger de-excitation.

a) Resonance Ionisation and Auger Neutralisation

Resonance ionisation followed by Auger neutralisation occurs when the excited level 

in the metastable atom, Em, corresponds to a vacant level in the metal band 

structure, figure 2.4. As the metastable atom approaches the surface, there is a high 

probability of a resonance transition between the excited level in the metastable atom 

and the vacant level in the lattice. The electron in the excited metastable level 

tunnels into the empty lattice level, leaving a positive ion which is neutralised as the 

hole in the ground state level of the metastable ion is filled by an electron transition 

from the surface. The energy released in this process causes a second valence 

electron to be ejected from the surface.

The rate of resonance ionisation is much faster than that of Auger de-excitation, 

therefore resonance ionisation followed by Auger neutralisation dominates when the
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between the Fermi level, EF, and the continuum, Evac.

(2 )

^  VAC

E

(1)

S U R F A C E
M E T A S T A B L E

A T D M

Figure 2.5 Mechanism of Auger de-excitation. The metal surface has a 

continuum of unoccupied states between the Fermi level, EF, and the 

continuum, Evac.
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electron of the excited metastable state may tunnel into the surface, i.e. when the 

local work function of the surface exceeds the effective ionisation potential of the 

excited level in front of the surface,

* « - * . < ♦

where E, is the effective ionisation potential of the atom, Em is the excitation energy 

of the metastable state and <p is the work function of the surface. Note that the 

effective ionisation potential is lower in the vicinity of a surface than in a free gas 

because of the polarisation effects due to the surface.

b) Auger De-excitation

Auger de-excitation occurs when there is no vacant level in the lattice corresponding 

to the excited level of the incident metastable atom, and consequently resonance

ionisation cannot occur, figure 2.5. An exchange interaction takes place by which a

lattice electron tunnels to the unoccupied ground state of the incident metastable

atom while the electron in the excited level is ejected.

Auger de-excitation dominates if the effective ionisation potential is greater than the 

local work function,

If the excited level is in the band gap of a semi-conductor or insulator or if 

tunnelling of the excited electron is suppressed by the presence of a dense layer of 

molecular adsorbate, resonance ionisation cannot occur and Auger de-excitation 

dominates.

c) Ions Incident on a Metal Surface

When resonance ionisation followed by Auger neutralisation is the dominant process, 

metastable species interact with the surface as ions. In Auger de-excitation, ions 

approaching the surface are resonance neutralised to excited neutrals before impact
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and therefore both metastable species and ions interact with the surface as excited 

neutrals. It is expected therefore that ions and metastable species of the same atom 

would cause similar secondary electron yields and that these electrons would have 

the same angular distribution.

Hagstrum (1954, 1956) measured the secondary electron yield for ions on metal 

surfaces. The values obtained by Hagstrum for helium, neon and argon ions on a 

chemically clean tungsten surface are included in table 2.3 for comparison with the 

determinations of the secondary electron yield for the corresponding metastable 

species incident on the same surface. The secondary electron yields for both ions and 

metastable atoms appear to be similar. Delchar et al (1969) measured the energy 

distributions of the secondary electrons produced by incident metastable atoms and 

incident ions in the same apparatus and showed them to be identical within

experimental error.

The energy distribution of the ejected electrons is determined by the overlap between 

the wavefunctions of the surface and the unoccupied ground state level of the 

incident metastable atom. If electron emission occurs through Auger de-excitation, 

one electron from the target is involved whereas if emission occurs through

resonance ionisation followed by Auger neutralisation two electrons participate. The 

resultant energy distribution of the ejected electrons will therefore be different for 

the two processes. In Auger de-excitation the maximum kinetic energy of the emitted 

electron is (Em - <f>) while in resonance ionisation and Auger neutralisation the 

maximum kinetic energy is (Ej - 2<p).

Analysis of the energy distribution of ejected electrons from a surface following ion 

impact is the basis of ion neutralisation spectroscopy (Hagstrum 1979). The high 

kinetic energy of ions, however, causes other effects which complicate the spectra. 

The use of neutral metastable atoms of thermal kinetic energies has none of these 

disadvantages. Metastable de-excitation spectroscopy has been developed over the 

last fifteen years (e.g. Munakata et al 1978, Johnson and Delchar 1978, Conrad et

al 1979, Boiziau et al 1980, Bozso et al 1983) and is a sensitive method of

investigating surface structure.
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d) Effect of Adsorbates

In experiments performed at pressures > 10'8 torr, the detector surface will be 

covered with a layer of adsorbates. Delchar et al (1969) proposed that a covalent 

bond exists between the adsorbate and the surface, perturbing the ground state of the 

adsorbate and providing an intermediate energy level between the conduction band 

of the surface and the ground state of the incident metastable atom.

This intermediate energy level increases the probability that there will be a vacant 

energy level in the lattice corresponding to the energy level of the excited electron 

in the incident metastable atom. Therefore the dominant process occurring at the 

surface is resonance ionisation followed by Auger de-excitation.

C3)

^  VAC

E r

<2>

S U R F A C E
A D S O R B E D  

ATDM M E T A S T A B L E  
ATDM

Figure 2.6 Mechanism of secondary electron emission from an adsorbate 

covered surface.
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The metastable atom is first resonance ionised and the resulting ion neutralised by 

the transition of an electron from the adsorbate to the ion, figure 2.6. A lattice 

electron is ejected to balance the energy.

Dunning et al (1971) measured the secondary electron yield for metastable helium 

atoms incident on a chemically clean stainless steel surface to be >  1.0, implying the 

emission of more than one electron per incident metastable atom. They proposed that 

adsorbates on the surface having an ionisation potential less than the excitation 

energy of the incident metastable atom were Penning ionised, resulting in the 

emission of two electrons, one from the ionisation of the adsorbate and one from the 

surface.

2.3.3 Effect of Surface Impurities

The first study of the effect of surface impurities was that of Sonkin (1933) who 

investigated the action of metastable Hg(63P0) atoms of energy 4.68eV on tungsten, 

nickel, platinum, iron, molybdenum and tantalum surfaces located in a side arm of 

a discharge tube. To ensure that the secondary electron current was due entirely to 

the incident metastable atoms, he used a quartz window to stop the metastable atoms 

reaching the surface and confirmed Messenger’s result that only a few percent of the 

secondary electron current was due to the photoelectric effect. He also found that the 

response of each of the detectors to the metastable mercury atoms was not correlated 

to the response to photons of the same energy, 265nm.

Sonkin also established in experiments using the tungsten surface that the efficiency 

of secondary electron emission was increased when the surface was outgassed. 

However, following ’flashing’, heating to —2000K, there was a sudden decrease in 

the sensitivity of the surface before a slow recovery. The rate of recovery increased 

when the vapour pressure of mercury in the discharge was decreased and when the 

tungsten was maintained at a temperature of — 1300K.
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To explain these results, Sonkin proposed that flashing drives off oxides, leaving an 

atomically clean tungsten surface of reduced sensitivity to metastable mercury atoms 

and as mercury atoms cover the tungsten surface, the sensitivity drops further. He 

associated the recovery with the deposition of oxygen on top of this mercury surface 

which facilitated the more rapid deposition of further mercury atoms. It is not clear 

why this should cause a recovery in the sensitivity. In the light of more recent 

experiments it seems that the drop in sensitivity is due to impurities being driven off 

the surface, an atomically clean surface not being the most efficient detecting 

surface. The recovery in sensitivity is most probably due to the deposition of more 

impurities onto the surface.

Impurities adsorbed onto the surface will not all be removed by flashing the surface 

since the removal of some would require heating to temperatures above the melting 

point of the surface (Rundel and Stebbings 1972). It has also been noticed in many 

experiments that there are always carbon impurities in a tungsten surface (Stem 

1964, Taylor 1964, Estrup and Anderson 1968). The carbon is not removed from the 

surface by heating since carbon diffuses out from the body of the sample. The carbon 

can be oxidised and removed, however, by heating in oxygen. Vance (1967) 

confirmed this by studying the impact of helium and neon metastable atoms on a 

tungsten surface which was cleaned by flashing at 2300K for 15s before heating at 

1700K for thirty minutes in an oxygen atmosphere of 10"4 torr. The sensitivity 

increased after heating in oxygen, indicating the reduction of carbon at the surface.

Varney (1968) compared three surfaces, atomically clean tungsten, oxidised tungsten, 

and tungsten coated with barium carbonate which was then reduced to barium oxide 

by heating. He found the work functions of pure tungsten and oxidised tungsten to 

be 4.3eV and 6.6eV respectively and proposed that the effect of impurities on the 

surface is to increase the work function. He also demonstrated that the barium oxide 

surface had a low work function, 1.6eV.

The effect of contamination of the surface with contaminants other than air has also 

been studied. These results are summarised in table 2.2
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Table 2.2 Effect of surface impurities on the secondary electron yield from the 

detector surface.

Surface

Tungsten

Tungsten
(110, 111)

Tungsten
(100)

Molybdenum
(110)

Nickel
(100)

Adsorb­
ates

h2, n2,
CO

air

n2

n 2

0 2, CO

0 2, s

Species
Detected

Effect on
Electron
Yield

decrease

Reference

decrease

increase

Hagstrum (1956)

MacLennan (1966)

Dunning et al 
(1971)

He+, Ne+,
Xe+

He*, Ne*

He*

He*

He*

He*, Ne*, decrease Boiziau et al (1976) 
Ar*

no change Delchar et al (1969)

decrease Delchar et al (1969)

He increase Johnson and Delchar 
(1978)

2.3.4 Determination of Secondary Emission Coefficient

Following such investigations of the effect of surface impurities on the sensitivity 

of the metal surface, it became necessary to quantify the response by measuring the 

secondary emission coefficient, or electron yield, which is defined as the number of 

secondary electrons emitted for each incident metastable atom or molecule. It is 

unique for a given metastable state incident on a particular surface, but depends on 

the degree of contamination of the surface. Table 2.3 gives a summary of the 

secondary emission coefficients for metastable states of the noble gases incident upon 

a range of detector surfaces and demonstrates that secondary electron yield varies 

considerably in different experiments.
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Table 2.3 Secondary electron emission coefficients for metastable rare gas atoms on 

atomically clean and adsorbate covered surfaces.

Detector
Surface

He(23S) He(24S) He(21S) + 
He(23S)

N e (3P 0 .2) Ar(3P02)

Platinum,
chemically
clean

0.26 ± 0.037 
0.24 ± 0.041

Platinum, 
gas covered

0.26 ± 0.037 0.48 ± 0.081 0.12 ± 0.021

Tungsten,
atomically
clean

0.32 ± 0.039 
0.14 ± 0.028

0.31 ± 0.039 
0.28 ± 0.063

0.22 ± 0.029 
0.20 ± 0.043 0.08 ± 0.029

Tungsten,
chemically
clean

0.30 ± 0.064 
(He+ 0.296)

0.21 ± 0.044 
(Ne+ 0 .2136)

0.09
(Ar+

± 0.024 
0.0956)

Tungsten, 
gas covered

0.17 ± 0.027

Molybdenum,
chemically
clean

0.11 ± 0.027

Molybdenum, 
gas covered

0.19 ± 0.027

Gold,
chemically
clean

0.29 ± 0.0310 
0.63 ± 0.073 
0.67 ± 0.102

0.46
0.49

± 0.093 
± 0.092

0.56 ± 0.063 
0.57 ± 0.063

0.52 ± 0.063 0.66 ± 0.103

St. steel,
chemically
clean

0.67 ± 0.085 
0.70 ± 0.085 
0.70 ± 0 .115

0.52
0.57
0.51

± 0.075 
± 0.075 
± 0.085

0.92 ± 0 .1 l3 
0.98 ± 0.104

0.92 ± 0 .1 l 3 
0.65 ± 0.085 
0.56 ± 0.065 
0.63 ± 0.105

0.97
1.00

± 0.153 
± 0.124

Copper,
chemically
clean

0.93 ± 0 .1 l3 0.85 ± 0 .1 1 3

Copper-
Beryllium

0.635 0.515 0.445

Cadmium 0.40 ± 0.064 0.39 ± 0.064 0.40 ± 0.064 
0.35 ± 0.064 
0.36 ± 0.073

0.22 ± 0.064 0.32
0.32
0.33
0.33

± 0.034 
± 0.044 
± 0.054 
± 0.053

Sodium 0.14 ± 0.064
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References for table 2.3

1. Dorrestein (1942)
2. Dunning and Smith (1970b)
3. Dunning and Smith (1971)
4. Dunning et al (1971)
5. Dunning et al (1975a)

6. Hagstrum (1954,1956)
7. Hasted (1959)
8. Hasted and Mahadevan (1959)
9. MacLennan (1966)
10. Stebbings (1957)

Two methods have been used in the determination of secondary electron coefficients, 

(a) depletion of the metastable beam by Penning ionisation and (b) by 

photoionisation.

a) Metastable Flux determined by Penning Ionisation

Stebbings (1957) measured the secondary electron yield from a gold surface. The 

apparatus used by Stebbings is shown schematically in figure 2.7. A metastable 

atomic beam, He*, originating from the source, S, was directed through chamber C 

before impinging on the surface detector, W. The current due to the secondary 

electrons from the surface was measured.

Figure 2.7 Schematic diagram of the experimental arrangement used by 

Stebbings (1957) to determine the secondary electron yield from a gold 

surface. S is the source of metastable atoms, the electrodes, E, and a grid, 

G, prevent unwanted charged particles reaching the collision chamber, C. 

The surface detector is W.
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When the collision chamber was evacuated, the metastable helium beam was allowed 

to impinge on the detector. This resulted in a current, Ij, due to Nj metastable atoms 

incident on the surface per second. Thus the current is given by

h  = Y e Nl

where y is the secondary electron yield, and e the charge on an electron.

Stebbings then let argon into the chamber C. Argon was chosen since the ionisation 

potential of argon is less than the excitation energy of metastable states of helium. 

The argon atoms are therefore Penning ionised by the metastable helium atoms,

H e* + Ar -  He + A r+ + e~

The effect is to remove metastable helium atoms from the beam, reducing the 

number incident on the gold surface and the current from the surface. The new 

current is given by

h  = Y « N2

where N2 is the new metastable flux.

The argon ions produced by Penning ionisation were collected, the current due to 

these ions, I3, is given by

I, = e { N , -  N2)

Combining these expressions for the three measured currents gives the secondary 

electron yield,

<v_y
h
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The assumption made in this analysis is that the reduction in metastable flux is due 

entirely to Penning ionisation. Elastic scattering of the metastable helium atoms by 

the argon atoms must also be taken into account. For example, Dunning and Smith 

(1970a) used a similar method to Stebbings’ and made measurements of the electron 

yield for helium metastable atoms incident on a gold surface but including elastic 

scattering in the analysis. The secondary electron yields measured by Dunning and 

Smith were higher than those of Stebbings.

The result of Stebbings was used extensively as a standard in other experiments (e.g. 

Schultz and Fox 1956, Hasted 1959 and Sholette and Muschlitz 1962). However such 

a use of this result is not strictly valid since the sensitivity of the surface depends 

on its cleanliness and the impurities adsorbed onto the surface which are different 

for each experimental arrangement and may change during the course of an 

experiment.

These studies were extended using both a gas cell (Dunning and Smith 1970b, 1971) 

and crossed beams (Dunning et al 1971) to the determination of electron yields from 

chemically clean stainless steel and copper and for atomically clean cadmium and 

tungsten. The cadmium surface was formed by the continuous deposition of cadmium 

from an oven onto a rotating wheel (Dunning 1972) thus producing an 

uncontaminated surface.

Hasted (1959) measured the secondary electron yield for atomically clean tungsten, 

molybdenum and platinum surfaces. Although the surface was cleaned by flashing, 

the vacuum conditions were not good enough to maintain a chemically clean surface. 

Hasted assumed that gas was adsorbed onto the surface to form a monolayer and 

extrapolated his results to zero time after flashing to obtain results for an atomically 

clean surface. This procedure is not valid since the formation of a monolayer is not 

correct (MacLennan 1966) and Hasted normalised his results by reference to 

Stebbings’ result for a chemically clean gold surface. Hasted’s results have therefore 

been included in table 2.3 as gas covered surfaces.



77

MacLennan (1966) also used Penning ionisation to determine the absolute metastable 

flux. He studied the action of helium and neon metastable atoms on a tungsten 

surface. Unlike the gold surface used by Stebbings, MacLennan maintained a high 

state of cleanliness of the tungsten surface by frequent flashing. MacLennan’s results 

for secondary electron yields for metastable helium and neon atoms incident on a 

tungsten surface agree well with those of Dunning and Smith (1971).

The method used by Dunning and Smith (1970a) was extended by Dunning et al 

(1975a) to determine secondary electron coefficients for metastable helium and neon 

atoms incident on a stainless steel surface. The apparatus is shown schematically in 

figure 2.8. The determination of the metastable flux and hence the secondary 

electron emission coefficient is in principle the same as in the work of Stebbings.

Figure 2.8 Schematic diagram of the experimental arrangement used by 

Dunning et al (1975a) for depletion of the metastable beam by Penning 

ionisation. The metastable beam passes through a collimating plate, (1), a 

monitor grid (2) and the front plate (3). (4) and (5) are half cylinders on 

which ions are collected following Penning ionisation. Ions are also collected 

on the grid wires (4a), (4b), (5a) and (5b).

—©

Section  A'A
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Dunning et al (1975a) showed that the secondary electron coefficient determined by 

Penning ionisation depends also on the gas used in the cell. The secondary electron 

coefficients in table 2.3 were obtained using argon in the gas cell. Table 2.4 shows 

the range of values of the electron yield for different gases in the cell.

Table 2.4 Dependence of the measured secondary electron coefficient on the target 

gas used in Penning ionisation (Dunning et al 1975a).

Target He(2JS) He(23S) Ne(3P02) Ar(3P0>2)

Ar 0.57 0.70 0.56

Kr 0.55 0.65

NO 0.55 0.60 0.67 0.79

C 02 0.57 0.59

o 2 0.67 0.75

n 2 0.57 0.70

h 2 0.51 0.57

CO 0.65 0.76

c2h 2 0.65 0.61 0.37

c 2h 6 0.99

n h 3 0.51

h 2s 0.56

c 4h 6 0.77 1.4

n o 2 1.4

The secondary electron yields for metastable helium atoms lie within a range of 20%, 

while those for metastable neon, argon and krypton atoms show a much larger range. 

Dunning et al attributed this large range to processes other than Penning ionisation 

contributing to the reduction in metastable flux. Gases are adsorbed onto the detector 

surface by the formation of a covalent bond in which electrons are shared between 

the adsorbate and the atoms in the metal lattice (Delchar et al 1969). Some of these
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adsorbates are Penning ionised by incident metastable states. Metastable helium 

atoms of excitation energy 19.6eV are capable of Penning ionising essentially all the 

adsorbates while metastable neon, argon and krypton atoms of excitation energies 

16.6eV, 11.6eV and lOeV respectively ionise fewer of the adsorbates.

b) Determination of Metastable Flux by Photoionisation

Dunning et al (1975a) proposed an alternative method of depleting the metastable 

flux by use of a laser. The experimental arrangement is shown in figure 2.9. The 

metastable beam is directed onto a metal surface and causes secondary electron 

emission from that surface, the secondary electrons produced are accelerated and 

detected at a particle multiplier. When a laser beam intersects the metastable beam, 

a fraction of the metastable atoms are photoionised and the photoions are accelerated 

and detected at another particle multiplier. The determination of the metastable flux 

is in principle the same as Stebbings’.

■ PARTICLE MULTIPLIER

PHOTO ION ACCELERATION 
GRIDS

METASTABLE  
ATOM BEAM

LASER BEAM

ELECTRON ACCELERATION 
GRIOS

PARTICLE M ULTPLCR

Figure 2.9 Schematic diagram of the experimental arrangement used by 

Dunning et al (1975a) for depletion of the metastable beam by 

photoionisation.
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The results obtained by Dunning et al by this method were for helium and xenon 

metastable atoms incident on a gas covered stainless steel surface,

He (23S) y = 0.6 ± 0.3 

Xe (3P0) y = 0.02 ± 0.01

The large error is due to a combination of low photoionisation cross sections and the 

difficulty in obtaining a laser of sufficient power. The cw lasers available were not 

of sufficient intensity to ionise sufficient metastable atoms to give a measurable 

change in current. Dunning et al therefore used a pulsed laser of 4ns pulse length 

and lOOkW peak power which necessitated gating the measurement of the currents. 

This resulted in 10% ionisation and an error of 50% in the measurement of the 

difference in electron current measured with and without the laser.

Dunning et al also investigated the variation of the secondary emission coefficient 

with gas contamination of the surface by positioning other surfaces in the metastable 

beam and using the original surface as a reference. They found that while the 

emission coefficient varied by <15% for metastable helium atoms, variations of 

— 300% were found for metastable xenon atoms.

In a second experiment, Dunning et al (1975b) used a tunable dye laser to deplete the 

chosen metastable state. The wavelength of the laser was chosen so as to excite 

either the 3P0 or the 3P2 state of the rare gas atoms to a more highly excited state 

which decays by electric dipole radiation to a state other than the original metastable 

state. Thus the selected metastable state in the beam is depopulated, resulting in a 

reduction of the current due to secondary electron emission at the surface. By this 

method, Dunning et al determined the composition of the metastable beam for a 

range of incident electron energies, and found that the secondary electron yield for 

Ne(3P2) was equal to that for Ne(3P0).



Depletion of the metastable flux by photoionisation has been used recently in the 

experiments by Schohl et al (1991) to determine the secondary electron yield for 

metastable states of the rare gases on several metal surfaces. The experimental 

arrangement is shown in figure 2.10. The method is similar to the crossed beam 

method of Dunning et al (1971). Photoionisation of the metastable atoms causes a 

reduction in the current at the metastable detector, AIg. The photoelectron current, 

is also measured. The secondary electron emission is given by

A  l g <
METASTABLE

ATOM
DETECTOR

A I s  /  A Ip

ION
MONITOR

TRANSVERSE 
cw LASERS

Rg*

1 3 3

FARADAY 
CUP 
A Ip

Rg'

DIFFERENTIALLY- 
PUMPED 

METASTABLE Rg* 
ATOM SOURCE

Figure 2.10 Schematic diagram o f the experimental arrangement used by 

Schohl et al (1991) for depletion o f the metastable beam by photoionisation.

The ionisation was achieved in a two step process. The metastable beam consists of 

two species, 3P0 and 3P2, the laser is tuned to excite the 3P2 state to the higher lying 

3D3 state.
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Laser excitation results in approximately 50% of the atoms present populating each 

state. The 3D3 state is then photoionised. Since the only route by which the 3D3 state 

may decay is by radiative decay back to the 3P2 state, the only mechanism for 

depletion of the 3P2 state is by this two step photoionisation. The photoelectron 

current therefore represents the number of 3P2 metastable atoms ionised and the 

reduction in current at the metastable detector represents the number of secondary 

electrons which would have been ejected had these metastable atoms survived to 

reach the detector.

The main advantage of the experiment of Schohl et al over that of Dunning et al is 

that a cw laser was used, eliminating the need to make time resolved measurements. 

The cw laser used was capable of causing 15% photoionisation. The currents 

measured by Schohl et al were measured in Faraday cups with 100% efficiency while 

the particle multipliers used by Dunning et al were difficult to calibrate accurately. 

The results obtained by Schohl et al are summarised in table 2.5.

Table 2.5 Secondary electron emission coefficients for metastable rare gas 

atoms on metal surfaces (Schohl et al 1991).

Ne(3P2) Ar(3P2) Xe(3P2)
Surface

Polished stainless 
steel

0.30 0.04 - 0.22 0.01 - 0.05

Polished Cu-Be alloy 0.40 0.06 - 0.25

Graphite sprayed onto 
stainless steel

0.35 0.10  -  0.22 0.01 -  0.10

Gold deposited onto 
stainless steel

0.007 - 0.044 0.003 - 0.008

Molybdenum 
deposited onto 
stainless steel

0.02 0.006
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In addition, Schohl et al studied the time dependence of the secondary electron yield 

and found that, in general, there was a decrease in efficiency with time. The 

exception was the gold surface which showed a slight increase in sensitivity over 

time. The coefficients determined for the surface at 300K and at 360K showed that 

heating increased the secondary electron yield and reduced the dependence on the 

surface material.

2.3.5 Borst’s Universal Curve

Borst (1971) proposed a universal curve which related the excitation energy of the 

metastable species incident on the surface to the secondary electron emission from 

the surface, figure 2.11 and table 2.6. The points plotted by Borst on this curve were 

derived from two sources, his own time of flight measurements for CO(a37r), 

N2(A3S +u), N2(a17rg) and He(23S) incident on a Cu-Be-0 dynode and the results of 

Hagstrum (1956) for neon, argon, krypton and xenon ions incident on a tungsten 

surface.

Borst related the count rate at the detector to several experimental parameters; the 

electron beam current, the number density in the gas source and the angle subtended 

by the detector. The count rate is also related to the secondary emission coefficient 

and the cross section for direct electron impact excitation. From known cross 

sections, Borst was therefore able to determine the secondary electron yield from the 

detector.

The secondary electron yields for metastable neon, argon, krypton and xenon atoms 

were deduced from Hagstrum’s results by extrapolating to thermal kinetic energies 

and equating the secondary electron yield for ions with that of metastable species. 

This assumes that the electron yield from a Cu-Be-0 surface is the same as that from 

a tungsten surface and that the electron yield for ions is the same as that for 

metastable states of the same species.
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Table 2.6 Secondary electron coefficients determined

by Borst (1971).

Metastable
Species

Excitation 
Energy /eV

Electron
Yield

CO(a3jr) 6.2 6.0 x 10 s 
(v= l )

n 2(a 3s +u) 7.5 1.2 x 105 
(v=8)

N2(a‘jrg) 9.15 9.0 x lO’3 
(v=3)

He(23S) 19.86 0.15

Ne* 16.5 0.12

Ar* 11.4 3.5 x 10‘2

Kr* 10.0 2.0 x 10'2

Xe' 8.4 5.0 x 10'3

Borst’s justification of this method was that the yield for He(23S) atoms incident on 

Cu-Be-0 was found to be 0.15, in agreement with the value of 0.17 obtained by 

MacLennan (1966) for He(23S) incident on a nitrogen covered tungsten surface. It 

also agreed with the electron yield measured by Hagstrum (1956) for helium ions 

incident on a nitrogen covered tungsten surface. Plotting these results Borst found 

that the electron yield is independent of the gas species and depends only on the 

excitation energy.

However, Borst has been over simplistic in his analysis. As discussed above, 

equating of the secondary electron yields for ions and metastable atoms is valid only 

for an atomically clean surface since adsorbates on the surface modify the emission 

mechanism and ions and metastable species no longer behave in the same way
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(Delchar et al 1969). The secondary electron yield for carbon monoxide may be 

inaccurate since Borst used the cross section of Ajello (1970) which has subsequently 

been shown to be in error (Wells et al 1972).

He

Ne

20
METASTABLE EXCITATION ENERGY ( e V)

Figure 2.11 Borst’s Universal Curve relating secondary electron coefficient 

to the excitation energy of the metastable state or ion incident on a 

particular surface.

However, although this a curve should not be used as a means of calibration of a 

surface, the trend of increasing secondary electron yield with increasing excitation 

energy is certainly valid and has been clearly demonstrated by the results of Dunning 

and Smith (1970b, 1971), Dunning et al (1971, 1975a) and Schohl et al (1991).
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Oliphant (1929) investigated the energy distribution of the electrons emitted from a 

molybdenum target as metastable helium atoms were incident upon it by varying the 

retarding potential between the target and the electron collector. He determined that 

the maximum energy with which an electron is ejected corresponds to the incident 

metastable atom losing all its potential energy to that electron. The electron is 

emitted with a kinetic energy e^ ,

= E pe ~  <t>

where Epe is the potential energy of the metastable atom and 0 is the work function 

of the surface.

Allison et al (1972) investigated the energy distribution and the angular distribution 

of the emitted electrons. The energy distribution agreed qualitatively with that of 

Oliphant. The angular distribution was found to be strongly forward peaked. This 

was explained in terms of the roughness of the surface; if the surface is considered 

to be composed of small spheres, and the possible direction of emission of the 

electron is summed, the most probable direction is that normal to the surface. The 

angular distribution of the emitted electrons was also found to be independent of the 

angle of incidence of the metastable atoms.

2.3.7 Summary

Ever more sophisticated methods of determination of the secondary electron yield 

from surfaces are being developed. However it should be remembered that there can 

be no universal standards for such quantities. The only truly reproducible surface is 

an atomically clean surface, but such a surface is neither readily achievable or 

desirable. It has been shown that even heating to just below the melting point will 

not remove some impurities such as carbon which diffuse out of the bulk of the 

material (Rundel and Stebbings 1972). An atomically clean surface is not necessarily
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the most efficient at detecting metastable species as the impurities on the surface can 

enhance the secondary electron yield, possibly by Penning ionisation of the impuri 

ties by the incident metastable atom (Dunning et al 1971). Heating the surface 

generally results in an increase of the sensitivity (Schohl et al 1991, chapter five).

Any accurate determination of the electron yield needs an accurate determination of 

the metastable flux incident on the surface and an absolute measurement of the 

electron yield from the surface. The method using Penning ionisation to deplete the 

metastable beam (Dunning and Smith 1970) is a reliable method of determining the 

metastable flux when the metastable atoms used are helium or neon atoms. Argon, 

xenon and krypton atoms produce ions by associative ionisation in addition to 

Penning ionisation. The secondary electron yield will be different depending on the 

gas used in the gas cell since these molecules will form part of the adsorbate layer 

on the surface. Those methods which use lasers to deplete the metastable beam are 

advantageous as they selectively deplete one of the components in the beam.

Even when the secondary electron yield has been accurately determined, it remains 

applicable only to that surface, contaminated with those particular adsorbates and for 

the specific metastable species incident upon it.

Nevertheless, secondary electron emission has been widely used as an efficient 

method of metastable detection when absolute measurements are not required and 

has been used in this work to detect the metastable products of electron impact 

dissociative excitation (chapters six and seven).
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2.4.1 Introduction

In this section the detection of metastable species by photoionisation, photoexcitation 

and by specific excimer reactions will be reviewed. The advantage of these methods 

over those discussed above is that each method may be used to detect a specific

metastable state of an atom or molecule.

Weissmann et al (1984) developed a method of state selection of a particular 

metastable state from a mixed metastable beam by intracavity excitation of the 

required metastable state in a cw laser. The components of the metastable beam were 

investigated by observing the Penning ionisation of a suitable gas. They were able 

to demonstrate that this method was capable of producing a state selected beam and 

to determine the proportion of each state in the beam.

Metastable species may also be detected by photoexcitation and ionisation. The 

wavelength of a dye laser is tuned to that required to depopulate one of the 

metastable states in the beam, either by photoionising the atom or molecule or by 

exciting it to a higher lying, short lived state. The fluorescence produced as this state 

relaxes is then detected.

It is also possible to detect metastable species by fluorescence from a surface. This 

relies on an excimer reaction occurring between the metastable atom or molecule and

the surface upon which it is incident. Such reactions have been observed for

metastable benzene on anthracene (Ohshima et al 1985), N2(A3Z+U) on biacetyl 

(Kume et al 1986a), N2(a17rg) on anthracene (Kume et al 1986b) and 0 ( !S) on solid 

xenon (Kiefl et al 1983).
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Phillips et al (1985) measured the production cross sections for the electron impact 

excitation of the metastable Ne(3P0 2) states. The metastable neon atoms were 

irradiated by a dye laser tuned to the wavelength required to promote one of the 

components to a higher lying state, Ne(3D3). The fluorescence emitted as this state 

decayed was detected by a cooled photomultiplier. If atoms in the higher lying state 

decayed back to the original metastable state they were pumped back up to the higher 

state. The intensity and bandwidth of the laser were sufficient to promote all 

metastable atoms to this higher lying state.

Figure 2.12 Diagram of the transitions in neon involved in the work of 

Phillips et al (1985).

Let the original metastable state be state (a), the higher lying level be state (b) and 

the level into which state (b) decays be state (c), figure 2.12. The metastable neon 

atoms are produced by electron impact at a rate which is related to the cross section 

for electron impact excitation. The laser promotes all the required metastable atoms 

to state (b) if the transition (a -*• b) is much faster than the metastable decay rate. 

Then the rate of production of metastable atoms is equal to the rate of population of 

state (b) by photoabsorption and so must be proportional to the rate of fluorescence 

of the (b -► c) transition.

( b )  3 D 3

( c )

( a )
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Phillips et al then set up rate equations for the rate of population of state (a) by 

electron impact and state (b) by laser action and solved these to determine the 

production cross section of state (a). The total cross sections for production of 

metastable neon atoms determined by Phillips et al (1981a,b) are compared with 

those of Teubner et al (1985) and Mason and Newell (1987), figure 2.13.

3.50

-  1.7 5 -

65 65 105
Incident electron energy leV)

125

Figure 2.13 Total cross sections for electron impact excitation of

metastable states of neon, x x x Phillips et al (1981a,b), Teubner et

al (1985) and ■ ■ ■ Mason and Newell (1987).

Teubner et al determined the relative cross sections for production of metastable 

neon atoms by translational spectroscopy. These were then normalised by comparison 

with the relative cross section for excitation of helium since the absolute cross 

section for helium is well established (Bransden and McDowell 1978, de Heer and 

Jansen 1977). They assumed that the secondary electron yield from the detector 

surface was that determined by Dunning et al (1975a). Mason and Newell (1987) also 

used translational spectroscopy to determine the cross section detected metastable 

atoms with a channel electron multiplier. They normalised their data to that of 

Teubner et al (1985) at an incident electron energy of 26eV. The cross sections
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determined by Teubner et al and by Mason and Newell by translational spectroscopy 

agree well in the position of the peak with the cross section determined by Phillips 

et al. The magnitude of the cross sections determined by Teubner et al is also in good 

agreement but falls off more rapidly than that of Phillips et al.

2.4.3 Detection by Excimer Reaction

Detection of metastable species by the observation of fluorescence as the metastable 

species forms an excimer with the surface is limited by the number of metastable 

states of interest which form such excimers. Kume et al (1986a) detected N2(A3Z+U) 

on a biacetyl surface cooled to 77K. It had been noticed that in a mixture of 

N2(A3S +u) and gaseous biacetyl the energy of the N2(A3S +U) state was transferred to 

the biacetyl and phosphorescence was observed (Stedman et al 1968). Thus it was 

expected that phosphorescence would occur in the reaction between gaseous 

N2(A3S +u) and solid biacetyl.

The beam of ground state nitrogen molecules was produced in a supersonic gas 

source before being excited by electron impact. The biacetyl surface was prepared 

by allowing biacetyl to effuse through a multichannel slit onto a copper block cooled 

to 77K.

The emission of wavelength 500nm to 600nm from the biacetyl surface produced by 

collision of the metastable nitrogen molecule was detected by a photomultiplier. No 

emission was observed when the incident electron energy was below 6eV, i.e. below 

the production threshold for N2(A3Z+U).

When the N2(A3Z+U) molecules collide with the biacetyl surface, the energy of the 

N2(A3E+u) molecule is transferred to one of the biacetyl molecules on the surface. 

The emission spectrum observed by Kume et al consists only of phosphorescence 

bands in the region 500 - 600nm. The fluorescence band at <460nm was not observed 

when metastable N2(A3E+U) was allowed to impinge on the surface, but was observed
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when the surface was irradiated by the laser. From this fact, Kume et al deduced 

that the biacetyl molecule is excited directly to a triplet state in the collision with 

N2(A3Z+u). The triplet state to which the biacetyl is excited was proposed as a 

vibrational level of the N2(B3IIU) state which cascades to the N2(A3E+U) state with the 

emission of the phosphorescence observed.

Another triplet state of molecular nitrogen capable of producing such phosphor­

escence is N2(E3Z+g), but lifetime and cross section determinations indicate that the 

concentration of this state at the surface would be 10'3 that of the N2(A3S +U) state. 

N^aVg) was also estimated to be a minor part of the metastable beam, 10'2 the 

concentration of the N2(A3Z+U) state, but its contribution to phosphorescence will be 

negligible since energy transfer from a singlet to a triplet state is spin forbidden.

The efficiency of phosphorescence detection, Yd> rati° ° f  number of

N2(A3Z+u) molecules incident on the surface to the number of photons emitted from 

the surface.

The count rate of phosphorescence, IP, is given by

Ip = y °  N a

where NA is the number of metastable molecules colliding with the surface per unit 

time and is the solid angle subtended by the biacetyl surface.

The biacetyl surface was removed and the transition N2(C3IIu) - N2(B3Hg) was 

observed by measuring the fluorescence as the N^C3!^) molecules cascade promptly 

to the N2(B3Hg) state (Lofthus and Krupenie 1977). Then, the number of N^C3!^) 

molecules produced in the excitation region per unit time, Nc , is given by

Nc = Ic —  2.1
c c a 2

where n2 is the solid angle subtended by the excitation region and Ic is the intensity 

of the N2(C3nu - B3n  ) emission.
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The phosphorescence intensities, IP and Ic , were corrected for the different spectral 

response of the monochromator and the photomultiplier.

Na and Nc are related by

2.2
" c  ° c

where oA and ac are the excitation cross sections for the N2(A3E+U) and N^C3̂ )  

states respectively.

Combining 2.1 and 2.2 gives

and n2 were calculated from the known geometry of the electron impact region. 

oA was taken as the sum of the cross sections for the direct excitation to each of the 

five lowest triplet states, N2(A3Z+U), N2(B3IIg), N2(W3AU), N2(B'3E"V) and N^C3^ ) ,  

the last four of which cascade to the N2(A3Z+U) state.

Kume et al estimated y D to be 1 x 10'3 at an incident electron energy of 12eV, 

comparable to the secondary electron yield from a typical Cu-Be-0 surface as 

estimated by Borst (1971).

Kume et al (1986b) have also studied the fluorescence from an anthracene surface 

at 77K on collision of N ^ tt ) molecules. In this case, energy transfer from the 

singlet state of molecular nitrogen excited a singlet state of anthracene which decays 

to the lowest lying singlet state. No fluorescence from the anthracene surface was 

observed for incident electron energies less than 8.5eV, indicating that N2(A3Z+U) 

does not contribute to the fluorescence. N2(a;1E'u) also contributes to the excitation 

of the anthracene to a singlet state. The ratio of the N^a1̂ )  molecules to the 

N^a^E'J molecules in the work of Kume et al was 3:7.
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Species other than molecular nitrogen have been detected by their reactions with the 

surface. Kiefl et al (1983) used the formation of an excimer between rare gas atoms 

and highly electronegative atoms to detect O^S) metastable atoms produced in the 

dissociation of molecular oxygen. The xenon surface was prepared by directing a 

continuous flow of xenon onto a liquid nitrogen cooled copper block (chapter five).

Kiefl et al observed emission from the xenon surface due to the formation of an XeO 

excimer on the surface,

0 ( 5S ) + Xe + B -  XeO* -  Xe + O + B + hv(500-600nm )

In this reaction, B is the third body necessary to stabilise the excimer. The fast 0 ( !S) 

atoms lose their energy in several elastic collisions close to the surface and form an 

excimer in a three body collision with loosely bound xenon atoms. The excitation 

energy of the 0 ( 1S) atoms is transferred to the XeO molecules thus formed. These 

molecules are incorporated into the xenon lattice before dissociating to a xenon and 

an oxygen atom with the associated emission of light.

2.4.4 Detection by Analysis of Secondary Electrons from a Surface

If there is more than one metastable constituent in a beam incident on a metal 

surface, each will contribute to the secondary electron flux observed. It is expected 

that different metastable states give rise to ejected electrons of different energy 

distributions (Zubek 1986) and therefore electrons due to unwanted metastable states 

may be prevented from reaching the detector by applying electrostatic fields between 

the metal surface and the secondary electron detector.

This was the principle used by Zubek (1986) in the development of a state selective 

detector. The detector, figure 2.14, consisted of a detection surface, a retarding grid 

and an accelerating electrode. The detecting surfaces used were tungsten and 

molybdenum. The retarding grid and the accelerating electrode were made of high
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transmission molybdenum mesh to reduce secondary electron emission from these 

surfaces due to impinging metastable atoms and electrons. The secondary electrons 

were focused into a channel electron multiplier.

Defection Retard ing  Channel
s u r f a c e  grid e l e c t r o n

m ultip lie r

Beam of A cce le ra t in g
m eta s tab le  e lectrode
molecules

Figure 2.14 Schematic diagram of the state selective detector used by 

Zubek (1986).

Zubek and King (1987) used this system to detect selectively the new metastable 

state of mercury first proposed by Newman et al (1985). The detector surface used 

in this experiment was lead silicate glass heated in an atmosphere of hydrogen, as 

used in commercial channel electron multipliers. The work function of this surface 

was estimated to be 7eV. The potential applied to the retarding grid was adjusted to 

allow only the highest energy electrons emitted from the surface to reach the channel 

electron multiplier.

The background due to metastable atoms incident on the retarding grid was estimated 

by recording an excitation function with the detector surface biased positive with 

respect to the retarding grid so that no secondary electrons from the surface reach 

the grid. Two excitation functions were recorded to isolate the unknown metastable
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state of mercury. The first, with no energy analysis, was due to all metastable states 

of mercury with excitation energy > 7eV. The second used energy analysis to allow 

only the highest energy electrons to reach the channel electron multiplier.
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I n c id e n t t t a c t r e n  e n e r g y  (eV)

Figure 2.15 Excitation function of a new metastable state of mercury 

detected at a| lead silicate glass surface detector (Zubek and King 

1987), a) metastable excitation function with no energy analysis of the 

electrons ejected from the detector surface, b) metastable excitation function 

for Hg(3D3) obtained by energy analysis of the ejected electrons and c) 

excitation function for the new metastable state obtained by subtracting (b) 

from (a).

The state corresponding to these highest energy electrons was found to be the 

Hg(3D3) state of excitation energy 8.80eV. Subtracting the second excitation function 

from the first revealed the excitation function for the new state of mercury, figure
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2.15. The excitation energy of this state was found to be 10.53eV. The energy of the 

emitted electrons is not, therefore, related simply to the excitation energy of the 

metastable state.

There are two mechanisms by which secondary electrons may be ejected, by Auger 

de-excitation and by resonance ionisation and Auger neutralisation (section 2.3.2). 

In the first mechanism, the maximum energy of the emitted electron was (Em - <p) 

where Em is the excitation energy of the metastable state and <p is the work function 

of the surface. In resonance ionisation and Auger neutralisation, the maximum 

energy of the secondary electron is (Ej - 2<p) where Ej is the ionisation potential of 

the metastable state. In the experiment of Zubek and King the secondary electrons 

due to the Hg(3D3) state must be produced by Auger de-excitation, and those due to 

the new state by resonance ionisation and Auger neutralisation.

2.5 Summary

In this chapter, several methods of detection of metastable species have been 

discussed. Particular emphasis has been placed on the detection of metastable species 

by secondary electron emission from a metal surface since this method was used in 

the present study of dissociative excitation, chapters six and seven. Detection of 

metastable species by secondary electron emission from a metal surface may be 

applied to most metastable species, unlike the methods of selective detection 

described, the limitation being the development of stable detectors of sufficiently low 

work function. Absolute measurements cannot be made by this method since the 

secondary electron yield for a particular metastable state on a specific metal depends 

not only on the state and the metal but also on adsorbates on the surface and the 

vacuum conditions. However methods have been developed (Schohl et al 1991, 

Dunning et al 1975a) by which the secondary electron yield may be determined in 

situ.
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The Vacuum System and Electron Gun

We have three principal means: observation o f nature, 

reflection, and experiment. Observation gathers the facts, 

reflection combines them, experiment verifies the result o f the 

combination.
Denis Diderot (1753)

3.1 Introduction

In this work, the electron impact dissociation of polyatomic molecules has been 

investigated by studying the product metastable fragments. An electron beam was 

produced in an electron gun consisting of three three-element electrostatic lenses. 

Chromatic aberration in the central lens was used to produce a quasi-monoenergetic 

beam. This electron beam was crossed with the target gas beam and the collision 

products detected.

In this chapter, the design and operation of the electron gun are described. The 

vacuum systems used to evacuate the experimental chamber and the target gas line 

are described. To complete the description of the apparatus, the gas sources used are 

described in chapter four and the detectors in chapter five.

3.2 The Vacuum System

The vacuum system for these experiments is shown schematically in figure 3.1. The 

electron gun, gas source and detection system were mounted in an experimental 

stainless steel vacuum chamber. The chamber was evacuated by a single pumping 

stack bolted directly beneath the chamber and isolated from it by a butterfly valve.
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The pumping stack consisted of an Edwards E04 water-cooled oil diffusion pump, 

a Peltier-cooled chevron baffle, and a liquid nitrogen trap. The baffle and liquid 

nitrogen trap were included to prevent uncondensed oil vapour entering the 

experimental chamber and degrading the electron optics.

The diffusion pump was backed by an Edwards ED75 rotary pump through a 

magnetic valve and a sorption trap. The sorption trap contained activated alumina 

to prevent rotary pump oil entering the high vacuum part of the system. The pressure 

in the backing line was monitored at two positions, one each side of the magnetic 

valve, using two Edwards 6A Pirani gauges. Typical pressures achieved in the 

backing line were —0.02 torr.

i
The experimental chamber was evacuated initially by the rotary pump via valve B 

and by-passing the diffusion pump. An air admittance valve, valve AA, in the line 

allowed the chamber to be vented by either the introduction of air or, more usually, 

an inert gas.

An Edwards type IG3 ionisation gauge mounted on the top port flange of the 

experimental chamber was used to make high vacuum pressure measurements within 

the chamber. Typical base pressures obtained after one or two days pumping were 

6xl0'8torr. A projector bulb mounted inside the chamber was used to heat the 

apparatus to a temperature of approximately 330K. This maintained the cleanliness 

of the electron optics by expelling residual gases adsorbed onto the electrostatic 

lenses.

The experimental apparatus was protected by a series of electrical trips. A trip 

incorporated into the meter of the ionisation gauge caused the gauge and all the 

electronics to switch off if a pressure surge in the experimental chamber resulted in 

a reading > 1 .5  times the full scale deflection. When the pressure in the backing 

line, monitored by the Pirani gauge on the high vacuum side of the magnetic valve, 

increased to >0.1 torr, a trip on this Pirani gauge then operated, causing the 

diffusion pump and Peltier baffle to switch off and the magnetic valve to close. The 

trips on the ionisation gauge, ’high vacuum’, and on the backing line, ’low vacuum’,
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could be overridden to allow the experimental chamber, pumping stack and backing 

line to be evacuated from atmospheric pressure. If the water supply failed, a trip in 

the flow meter caused the ionisation gauge, diffusion pump, Peltier baffle and the 

high voltage, detector and filament supplies to switch off. The magnetic valve closed 

simultaneously to isolate the rotary pump from the diffusion pump.

When the diffusion pump was in operation the liquid nitrogen trap was filled 

normally in the morning and evening. The use of some gases, which condensed onto 

the walls of the trap, e.g carbon dioxide, nitrous oxide and especially carbonyl 

sulphide, necessitated more frequent filling. In such cases, and for overnight 

operation, an automatic filler was used. A reservoir of liquid nitrogen was connected 

to the nitrogen trap through a pump and a copper pipe. Two germanium diode 

sensors were positioned on this pipe, one at the bottom of the trap and the other just 

inside the trap. When the liquid nitrogen in the trap fell below the level of the 

bottom sensor, the automatic filling system was activated. The filling system was 

deactivated when the liquid nitrogen covered the top sensor.

3.3 The Target Gas Inlet System

The target gas line is shown schematically in figure 3.2. The gas line is evacuated 

by an Edwards rotary pump, type ES75. The valve GV1 allows the gas line to be 

isolated from the rotary pump when it is necessary to purge the pump. The valve 

GV2 allows the rotary pump to be closed off while the gas is let into the 

experimental chamber during normal operation. The gases used were spectroscopic 

grade of >99.9% purity and were contained in standard lecture bottles with a gas 

regulator valve to control the pressure of the gas entering the gas line. The needle 

valve N1 allows a controlled flow of gas into the main gas line while the needle valve 

N2 controls the flow of gas into the experimental chamber. Since the gas line must 

be disconnected at N2 when the experimental chamber is opened, a diaphragm 

controlled on-off valve, GV3, is incorporated in the gas line to prevent the whole gas 

line from venting when disconnected.
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Figure 3.2 Schematic diagram of the gas inlet system.

The time of flight technique used in this work may be used as an internal leak 

detector. The cross section for the excitation of nitrogen to metastable states is large, 

> 10'17 cm2, relative to the cross sections for those dissociation processes studied in 

this work, —10'20 cm2 and the detection systems used are particularly sensitive to 

the NjCaVg) metastable state of nitrogen. In the time of flight spectra obtained, even 

the residual nitrogen in a gas line evacuated to a pressure <0.05 torr was sufficient 

to produce a distinct peak. To check the gas line for small leaks, a time of flight 

spectrum of the metastable products of dissociation of carbon dioxide was recorded. 

The dissociative peaks due to CO(a37r) and 0 (5S) metastable fragments appear at
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much shorter flight times than the nitrogen metastable molecules making the 

nitrogen peak clearer.

3.4 The Electron Gun

The electron gun used in the present work was designed to produce a beam of 

electrons of the required energy in the range of 5 - 100V (Mason and Newell 1986). 

The resolution of the electron beam was not considered to be as important as a high 

electron beam current, —1mA, in these studies since the collision cross sections for 

electron impact dissociative excitation are very small, —10'20 cm2.

Electrons produced from a heated metal cathode filament leave the filament with a 

range of energies, typically of FWHM ~0.5eV . This energy spread can be reduced 

in the electron gun by using a mirror lens, (section 3.4.3) but inevitably any 

reduction in the energy spread reduces the usable current produced by the electron 

gun.

3.4.1 Electron Sources

Heated cathode filaments provide the highest electron currents, are cheap and are 

simple to use. There are three basic types of heated cathode filaments; pure metal 

filaments, doped metal filaments and metal oxide coated filaments. Examples of 

these filaments and their typical properties are given in table 3.1.

The most commonly used pure metal filament is a tungsten filament since these are 

durable, having a lifetime of thousands of hours in non-oxidising atmospheres. The 

thoriated metal filaments consist of the pure metal wire doped with a few percent of 

thorium oxide. They must be activated before use by flashing at a higher temperature 

than the normal emission temperature. This flashing drives the thorium oxide to the 

surface. Further heating at a lower temperature reduces the thorium oxide to metallic
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thorium. The filament may then be operated for many hundreds of hours at a lower 

temperature than pure tungsten and will give an electron beam of a lower energy 

spread. Over time the thorium evaporates but the filament may be reflashed to drive 

more thoria to the surface. Eventually, when all the thorium has evaporated the 

filament behaves as a pure tungsten filament and can be operated as such.

Table 3.1 Properties of filament materials (Mason and Newell 1990b).

Filament
Type

Example Work
Function
/eV

Emission
Temp.
/K

Energy
spread
/eV

Pure metal Tungsten 4.54 2900 0.64

Thoriated
tungsten

2.96 2100 0.46

Doped Metal Thoriated
iridium

2.6 1700 0.38

Metal oxide 
coated

Barium,
strontium,
magnesium
oxide

1.6 1100 0.15

Metal oxide coated filaments are the most sensitive to the environment in which they 

operate. The base metal, usually nickel, is coated with a carbonate solution 

consisting of equal quantities of barium and strontium carbonates possibly with a 

small amount of calcium carbonate. The filament must also be activated by heating 

strongly to convert the carbonates to oxides. Because of the low work function of the 

filament surface it can be operated at a much lower temperature than metallic 

filaments. The surface, however, is not robust, being easily poisoned by water, 

hydrocarbons and target gases, subject to evaporation and damaged by positive ion 

bombardment. The surface must therefore be renewed each time the vacuum system 

is let up to atmosphere.
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Three types of filament were used in the course of this work: tungsten, thoriated 

tungsten and thoriated iridium. The filaments used were all in the form of a hairpin 

held between two pins on a ceramic plate, figure 3.3.

FILAMENT 
WIRE — „

6.7

CERAMIC 
BASE — 2.0

10.0
o {>

Figure 3.3 Schematic diagram of a hairpin filament mounted on a ceramic 

plate.

3.4.2 Electron Optics

Electrostatic lenses are analogous to thick lenses in light optics, but additional 

aberrations result from the charge on the electrons and the finite spread in the 

energies of the electrons in the beam. Design of electrostatic lens systems to produce 

an electron beam of the desired energy and size has been greatly aided by the 

publication of data tables by Harting and Read (1976) and the availability of the 

Simion programs. In this section the principles of electron optics and aberrations in 

electrostatic lenses are described and related to the electron gun used in this work.
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a) Electron Lenses

Electron lenses may take the form of either apertures or cylinders. In this work 

three-element cylindrical lenses were used, figure 3.4. In such lenses the focusing 

is determined by the voltage ratios

and the geometric ratios

G A_
D 9 D

where Vj are the voltages applied to each of the three lens elements, G is gap size 

between adjacent elements, A is the distance between the midpoints of each gap and 

D is the internal diameter of the lenses.
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Figure 3.4 Diagram showing the dimensions A, G and D of a three element 

lens.

b) Pupils, Windows, Beam Angles and Pencil Angles

The angular divergence of the electron beam is defined in terms of the beam and 

pencil angles and the positions of the pupils and windows in the lenses.
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All rays emitted from the same point on the object are called pencils and meet again 

at the corresponding point on the image. The angle formed by the centre and the 

extreme rays of a pencil is known as the pencil angle. This angle is associated with 

the emission process. It therefore depends on the temperature of the filament and the 

subsequent accelerating potential, VA, and is given by

a =p

where

Vv =
11600

and T is the filament temperature in kelvin.

The pencil angle may therefore be reduced by using a low work function emitting 

surface or a high anode potential but it will always be finite. As the electron beam 

passes through a series of electrostatic lenses the new pencil angle can be calculated 

by the Helmholtz-Lagrange law, figure 3.5,

r\  Vl sin20j = r2 V2 sin202 

or, for paraxial rays, 0 is small and sin e  « e ,

r\  V, e? = r\  v2 e\

The angles 0! and e 2 are the initial and final pencil angles respectively, u is the 

object size and r2 the image size, and V2 are the lens voltages. For a decelerating 

lens of unit magnification the pencil angle will therefore increase.

Unlike the pencil angle which is a consequence of the emission process at the 

electron source, the beam angle is a purely geometric quantity set by the size of the 

window and the pupil-to-window separation. The pupil limits the size of an object 

which can be imaged by a lens while the window is the aperture in front of the 

object. The beam angle may be reduced to zero by placing the window at the first
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focal plane of a lens since this results in the image of the window being projected to 

infinity.

E L E C T R O ­
S TA TI C

LE NS
SYSTEM

Figure 3.5 Definition of the symbols in the Helmholtz-Lagrange law 

(Harting and Read 1976).

c) Aberrations

Electrons of equal energy starting from points in the object plane are focused onto 

corresponding points in the Gaussian image plane if their paths are paraxial, both 

parallel and close to the axis of the lens. Non-paraxial rays are not focused at the 

same point as the paraxial rays.

There are two types of aberration common in lenses, geometrical aberration which 

arises from the shape of the lenses and chromatic aberration which arises from the 

energy spread of the electrons. Geometrical aberrations may be divided into three 

types: spherical aberration, coma astigmatism and field curvature. Chromatic and 

spherical aberrations are the most important in electrostatic lenses.



109

i) Spherical Aberration

The principle of spherical aberration is shown in figure 3.6. Consider rays in three 

regions of the lens; axial rays which are close to and almost parallel with the axis, 

zonal rays which follow a path further from the axis, and marginal rays which are 

close to the electrodes. In a lens with spherical aberration, axial rays are focused at 

Fa while zonal and marginal rays are focused at Fz and Fm respectively. Rays from 

each region therefore have a different focal point and the diameter of the electron 

beam forming the image is not narrowest at the image plane but at some point 

between the centre of the lens and the image plane. This minimum diameter is the 

’disc of least confusion’ and is the closest approximation to a ’sharp’ image.

If the lens is operated close to the mirror condition, i.e. V2 « -Vj, electrons are 

slowed down and there is an increase in space charge. This produces a negative 

spherical aberration for zonal rays and the focus for zonal rays, Fz, tends towards 

that for axial rays, Fa.

The degree of aberration depends on the geometry of the lens elements. For 

three-element lenses the aberration decreases as

1. the element diameter increases,

2. the image distance increases,

3. the focal length decreases.

The aberration is a minimum for elements of equal diameter. Therefore all the lenses 

used have elements of large diameter, 10mm, and short focal lengths.
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Figure 3.6 Diagram showing the principle of spherical aberration. Axial 

rays are focused at Fa while zonal and marginal rays are focused at Fz and 

Fm respectively (Harting and Read 1976).
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Figure 3.7 Diagram showing the principle of chromatic aberration.
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ii) Chromatic Aberrations

The electron beam has a velocity distribution due to

1. the emission mechanism of the cathode,

2. space charge effects within the lenses,

3. fluctuations in the accelerating or retarding potentials applied.

Electrons of different initial velocities will therefore be refracted in the lens field by 

different amounts. Slower electrons experience greater deviations than faster 

electrons. The slower electrons consequently pass through a focus closer to the lens 

centre than the faster electrons. Chromatic aberration therefore produces a series of 

foci along the axis, figure 3.7. The longitudinal spread resulting is of length <5f 

where

# /  -  Ccs

where CCR is the chromatic aberration coefficient of the lens and <5v is the spread in 

velocities in the electron beam.

Chromatic aberration may be used to velocity select the electron beam by 

mechanically selecting a region of the chromatic focus or by filtering the electron 

beam in the central element of the lens (Metherell and Cook 1971). In the electron 

gun used in this work a quasi-monoenergetic electron beam is produced by utilising 

chromatic aberrations in the central lens, allowing only electrons with velocities in 

the high energy tail of the distribution to pass through to the interaction region 

(Mason and Newell 1986).



112

d) Electron Optics in the Gun

A schematic diagram, figure 3.8, shows the electron lenses with the positions of the 

pupils and windows indicated.

i) Extraction System

The purpose of the extraction system is to achieve the maximum available current 

density from the filament surface. If the extraction field at the emitting surface 

varies, the emission density available from each point depends on the field strength 

at that point. The average emission density over the surface may therefore be 

substantially below its maximum. Pierce (1940) found that if the filament was placed 

at the centre of an aperture in an electrode whose surface was cut at an angle of 

67.5° to the central axis, the field at the filament would be homogenous.

The tip of the hairpin filament is therefore located at the centre of a Pierce electrode 

extraction system, the cathode housing, KH. The aperture in the cathode housing is 

2.0mm. The pupil, PI, of the hairpin filament is located at the tip of the hairpin and 

the size of the pupil is taken to be twice the effective radius of the hairpin tip 

(Kuyatt 1979, Klemperer 1974). The window W1 is a 0.5mm diameter aperture in 

the anode AN. The anode and the aperture are at a potential, VA, of 75V. In the 

electron gun used, the distance between the pupil PI and the window W l, d, is 

6.63mm. This gives a pencil angle, when using the tungsten filament, of 4.38°. The 

thoriated filaments operate at a lower temperature (Mason and Newell 1990b) and 

therefore give beams of slightly lower pencil angle.

i) First Zoom Lens

The electron gun consists of three three-element cylindrical lenses. The first zoom 

lens (AN-L1-L2) focuses the pupil PI onto P2. P2 is a 0.7mm diameter aperture in 

the lens element L2. The window Wl is focused onto W2 which lies on the principal 

plane of the einzel lens (L2-L3-L4).
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iii) Einzel Lens

An einzel lens is a three element lens in which the outer two lens elements are at the 

same voltage and only the central element potential is variable. Since the voltages 

on both sides of the lens are equal, the focal lengths are equal and the two nodal 

points and the principal planes are almost coincident. The focal length depends on 

the length of the central element. In the gun used in this work, the central lens 

element is short, 4mm, and the lens therefore has a short focal length.

The einzel lens focuses P2 onto P3 in the focal plane of second zoom lens 

(L4-L5-L6) and focuses the window W2 onto W3 from the first principal plane to 

the second principal plane with unit magnification. Due to the properties of the 

einzel lens, the principal planes of the lens are almost coincident at the centre of the 

lens, therefore W2 and W3 effectively coincide at the centre.

iv) Second Zoom Lens

The second zoom lens was designed to focus P3 to infinity and form a real image of 

the window W3 at W4 where W4 is an aperture of diameter 2.0mm in the Faraday 

cup.

3.4.3 The Filter Lens

The einzel lens in the centre of the electron gun fulfils two functions

1. To reduce the beam angle to zero by focusing P2 onto P3 placed at the 

focal plane of the second zoom lens while maintaining the window W2 in the 

centre of the einzel lens,

2. To filter the electron beam, reducing the energy spread in the incident 

electron beam.
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The einzel lens is operated with the element L3 at a negative potential. Electrons 

which do not enter the lens along the axis, marginal electrons, experience a stronger 

field than axial electrons as shown in figure 3.9. As the negative potential on the 

central lens element is increased, the marginal electrons will be the first to be 

reflected back towards the filament. The axial electrons continue through the lens. 

The einzel lens therefore spatially filters the electron beam.
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Figure 3.9 Diagram of the electrostatic field inside the filter lens.

If the central lens element is made still more negative, the axial electrons oscillate 

about the symmetry axis. Those in the high energy tail of the velocity distribution 

of the electron beam will pass through the lens while those with lower energies will 

be reflected as shown in figure 3.10. Thus the einzel lens may be used to select 

electrons in a narrow velocity range.

When the central element is made sufficiently negative, all electrons in the incident 

beam are reflected back onto the real aperture P2 and the mirror condition is 

achieved. This condition is used to pulse the electron gun. The potential on the
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central lens element is set to satisfy the mirror condition and a small positive square 

wave is then applied to the lens element. This periodically raises the potential on the 

lens element to allow electrons to pass through the einzel lens and reach the 

interaction region.

V, v 8 v 3

£1 > E2 > E3 > E4

---------  e E1
  ---  e E2
 e E3
........................  e E 4

Figure 3.10 Diagram showing electrons in the high energy tail passing 

through the lens while the lower energy electrons oscillate abut the 

symmetry axis and are reflected.

3.4.4 Electron Gun Operation

Electron beam energies from 6eV to 70eV were used in the present work. The beam 

energy was set by the potential applied to lens element L6, the interaction region, 

IR, and the outer Faraday cup, FO, figure 3.8. The potential applied to the anode 

AN was 75V while L2 and L4 were maintained at 30V. These potentials were fixed, 

irrespective of the final electron beam energy. The intensity and size of the electron
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beam was monitored along the electron gun by measuring the current on the 

apertures in AN, L2 and L6. A set of deflector plates consisting of two orthogonal 

pairs was incorporated in the anode and two sets in the lens element L6 to adjust 

for geometric misalignments. The single set in the anode compensated for any tilt 

in the extraction system, for example, for the filament sagging. The two sets in the 

lens element L6 allowed the electron beam to be steered across the interaction region 

and maximised in the Faraday Cup. The interaction chamber is shown in figure 3.8 

and was a titanium electrode of internal diameter 10mm and external diameter 15mm 

with two holes in the wall. The gas beam was introduced through the 8mm hole by
9

a demagnetised stainless steel hypodermic needle. The products pass through a 10mm 

hole to enter the flight tube.

The Faraday cup consisted of an outer electrode, FO, containing a 1.0mm diameter 

aperture, and an inner electrode, FI, electrically isolated from each other by PTFE. 

The ratio of currents observed on the inner and outer cup allows the size of the beam 

at the Faraday cup to be determined and from this the size of the beam at the centre 

of the interaction region may be deduced. The beam size decreases with increasing 

beam energy but was typically l-2mm diameter. The gas beam was greater than 3mm 

in diameter and therefore any change in the overlap geometry due to variations in 

day-to-day focusing of the gun was insignificant.

To maximise the current observed at the Faraday cup lens elements LI, L3 and L5 

are iteratively adjusted. The potential applied to L3 was constrained by its use in 

maintaining the beam angle at zero in the interaction region and also by its 

importance in pulsing the gun for time of flight spectroscopy. The potential applied 

to the cathode housing, KH, was varied to maximise the current from the filament. 

The potential required depended on the type of filament used but was usually 

— -2V. The thoriated iridium filament, however, was found to require a positive 

potential, — 1-0.4V, for optimum performance.

Table 3.2 shows the design parameters of the lenses in the electron gun. Table 3.3 

gives the typical voltages on the lens elements and the currents measured on the 

apertures in the electron gun for an incident electron energies of 15eV and 50eV.
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Table 3.2 Design parameters of the electrostatic lenses in the electron gun.

Internal diameter of lens elements 

Gap size between lens elements 

Gap size between KH and AN

10.00mm

1.00mm

0.45mm

Lens AN-L1-L2 

2.5 

8.0
^AN^L2
v L1/v L2

Lens L2-L3-L4

v L2/v L4 1.0

V u/V u 2.5

Lens L4-L5-L6

5.0

10.0

v ^ /v ^

V ls/V us

3.4.5 Assembly

The electron lens elements were cylinders of titanium with an internal diameter of 

10mm and an external diameter of 15mm. Titanium was used since it is a 

non-magnetic material and has a low electron reflection coefficient therefore 

requiring no surface coating unlike copper and aluminium which must be coated with 

colloidal graphite or soot. The apertures were manufactured from a 0.05mm 

molybdenum sheet. To reduce electron reflection the apertures were coated with 

DAG50, a colloidal solution of graphite.

The electron lens elements had to be clean and free from grease to avoid the build 

up of charge on the surfaces of the lens elements and thus instabilities in the electron 

beam. The lens elements, together with the optical bench, studding, nuts, washers 

and ceramic spacers used in assembly, were cleaned in a bath of acetone placed in 

an ultrasonic cleaner. The components were left in the ultrasonic cleaner for several 

hours and the acetone bath replaced as necessary. The components were then kept 

under methylated spirits until required when they were once again rinsed in acetone 

before final assembly.
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Table 3.3 Typical potentials applied to the lens elements in the electron gun to 

produce electron beams of energy 15eV and 50eV.

Electron Energy 15eV Electron Energy 50eV

Lens Element

Potential Current

/V /fiA

Potential Current

/V //xA

KH

AN

DAI

DA2

DA3

DA4

LI

L2

L3

L4

L5

L6

DL1

DL2

DL3

DL4

DL5

DL6

DL7

DL8

-1.7

75.0

73.1 

76.9

74.7

75.3

257.3

30.0 

- 11.0

30.0

122.1

15.0

14.8

15.2

14.2

15.8 

14.4 

15.6

13.9

16.1

2.0

0.36

0.11

-1.5

75.0

72.5

77.5

74.6

75.4

233.8

30.0 

-13.2

30.0

195.0

50.0

47.8

52.2

45.8

54.2

46.5

53.5

45.0

55.0

2.0

0.54

0.14

IR

FO

FI

15.0

15.0

18.0

0.20

0.10

50.0

50.0

53.0

0.31

0.19
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The studding, nuts and washers used to attach the electron lenses to the optical 

bench were made of stainless steel. These needed to be demagnetised periodically. 

This was achieved by heating them strongly in the flame of an oxy-acetylene torch 

until they were red hot. The components were then transferred, while still glowing, 

to a mu-metal can of residual magnetic field <100 mG. They were then allowed to 

cool isolated from the Earth’s magnetic field. The components were checked 

periodically using a Bell Instruments type 120 Gaussmeter.

LENS ELEMENT

CERAMIC RDDS

OPTICAL BENCH
CERAMIC SPACER

WASHERS
TO POWER SUPPLY

NUT
2M STUDDING

Figure 3.11 Schematic diagram of the assembly of electron lens elements 

on the optical bench.

The electron lenses were assembled on an optical bench as shown in figure 3.11. The 

lens elements rested upon a pair of ceramic rods and were secured to the optical 

bench by electrically isolated studding, a washer and a nut. The lenses are thus 

electrically isolated from the optical bench. The potential was applied to the lens by 

a colour coded, vacuum compatible PTFE coated silver-plated copper wire 

sandwiched between two washers. The deflector plates in the anode and in lens 

element L6 are also made of titanium and were separated from the lenses by a 1mm 

sheet of PTFE and secured by isolated screws.
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It was necessary to shield the experiment from the Earth’s magnetic field for the 

electron optics to operate as designed. Therefore the whole apparatus was enclosed 

within a single mu-metal can to reduce the magnetic field to <5mG. Additional 

mu-metal sleeves surrounded those openings needed for efficient pumping and for 

electrical feedthroughs to reduce field penetration through these apertures.

3.4.6 Electronics

The filament supply used was a Coutant type LB1000.2 and the connections to the 

filament inside the chamber were made by glass screened copper wire.

The power supplies for all the electron lenses, except L3, were built in the laboratory 

and driven by a split Kingshill supply providing 280V and MOV. These have less 

than 2meV peak to peak ripple voltage and have proved capable of providing stable 

voltages for the long periods necessary. The power supplies are shown in figure 3.12 

and the circuit diagrams are given in figure 3.13. The lens element L3 was driven 

directly from a Kingshill 15AOIC 0-150V supply connected to provide a negative 

potential with respect to the bias potential modulated using a Famell PG102 square 

wave generator. The output from the supplies was taken on multicore screened cable 

to the multiple feedthroughs on the front flange of the experimental chamber.

The supply to each of the lenses was controlled by an lOOkfl potentiometer. Jack 

sockets were included to allow the voltage and current to be sampled for each lens. 

A Keithley 168 autoranging voltmeter was used to measure the voltage and a 

Keithley 602 solid state electrometer to measure the electron beam currents.

The ’bias’ potential was applied to the centre point of the filament by a Kingshill 

15AOIC 0-150V supply and, as the zero energy of the system, was used as the 

common reference for all electron lens element supplies. The deflector plates are 

referenced from their associated lens element.
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Figure 3.12 Schematic diagram of the power supplies providing the voltages 

to the lens elements in the electron gun.
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Figure 3.13 Circuit diagrams of the power supplies providing the voltages 

to the electron gun lens elements.
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All the electronics were disconnected from the mains earth and connected to the 

laboratory earth which consisted of copper strips connected to the substation earth. 

This eliminated unwanted electrical noise from the mains earth.

3.5 Summary

In this chapter, the vacuum system and gas inlet system have been described. The 

electron gun used in this work has been discussed in detail with emphasis on the 

central einzel electrostatic lens which made use of chromatic aberrations in the lens 

to velocity select the electron beam. To complete the description of the apparatus, 

the gas sources used will be described in the next chapter while the detection systems 

used will be discussed in chapter five. The energy of the electron beam was 

determined by the potential applied to the final lens element, L6. Contact potentials 

arising from charging on the electrostatic lenses were estimated by observing the 

direct electron impact excitation of molecular nitrogen. The resolution of the electron 

beam was ~0.5eV.
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The Technique of Translational Spectroscopy

"Why," said the Dodo, "The best way to explain it is to do 

it."

Lewis Carroll (Alice in Wonderland)

4.1 Introduction

In this chapter the technique of translational spectroscopy, the dynamics of the 

parent gas beam and the effects of momentum transfer during the collision will be 

discussed.

The electron beam collides with the target gas beam in a field free region, the 

interaction region, which is defined as the intersection of electron and target gas 

beams in the field of view of the detector. Unscattered electrons are collected at the 

Faraday cup while the collision products leave the interaction region through an 

aperture in the interaction chamber and enter the flight tube. The collision products 

include photons, ions and electrons in addition to atoms or molecules which may be 

in the ground state, in short-lived excited states and in metastable states.

Direct electron impact excitation of atoms or molecules may be investigated by 

studying the scattered electrons, the product atoms and molecules themselves or the 

photons produced on decay of excited states. Differential cross sections may be 

determined by studying those electrons which have lost energy during excitation of 

the target, the electron flux being measured at different angles with respect to the 

incident electron beam. Total cross sections may then be obtained by extrapolating 

the differential cross sections and integrating them between 0° and 180°. For 

incident electron energies close to the excitation threshold of any process the 

scattered electrons will have very small residual velocities and thus will be easily
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deflected in any stray electric and magnetic fields. Consequently the measurement 

of cross sections and resonance structure close to threshold will be difficult to 

determine. However, if the excited atoms are in metastable states, i.e. excited states 

of lifetime in excess of 50ms, these will reach the detector and may be studied 

directly. A convenient way of investigating the excitation process close to threshold 

is therefore to study the metastable atoms or molecules produced (e.g. Brunt et al 

1976, 1978).

In electron-molecule collisions additional scattering channels are available such as 

electron impact dissociative excitation in which the fragment atoms and molecules 

carry away the energy released in breaking the chemical bond. The fragments 

produced may be in the ground state or in excited, possibly metastable, states. The 

study of the metastable fragments produced therefore gives information concerning 

the strength of the chemical bond and the potential energy state of the parent 

molecule (Zipf 1982).

In this chapter the technique of translational spectroscopy will be described. To 

analyse the spectra obtained by this method it is important to understand the 

dynamics of the target gas source and the effect of the collision itself on the velocity 

distributions of the product metastable species observed at the detector.

In direct electron impact excitation the speed distribution of the metastable atomic 

or molecular beam is the same as that of the parent target gas beam, although 

momentum transfer may modify the velocity distribution as seen at the detector. In 

the collision, momentum is transferred from the electron to the target atom or 

molecule and results in an additional velocity component being imposed on the 

metastable product.

In electron impact dissociative excitation, momentum transfer does not play such an 

important part. The energy released on breaking the molecular bond is shared 

between the fragments. This energy is far in excess of the thermal energies of the 

molecules in the target gas beam and consequently the velocity distribution of the 

fragments dominates over the thermal distribution of the parent molecules.
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In the technique of translational spectroscopy the time taken for the metastable 

atoms or molecules to travel from the interaction region to the detector is measured 

and their velocity distribution determined. Unwanted ions and scattered electrons are 

deflected away from the detector by electrostatic fields applied to the lenses in the 

flight tube. Ground state atoms reach the detector but do not have the internal 

energy required to produce secondary electrons at a surface and are not detected. 

Therefore only photons and metastable atoms or molecules are detected. The 

translational spectroscopic method distinguishes signal due to the photons produced 

in decay of short lived excited states from that due to metastable atoms or molecules.

To allow the measurement of the travel time of the collision products it is necessary 

to pulse the electron beam. In the present apparatus, to pulse the electron beam, the 

central element of the einzel lens, L3, is set at 15V below the potential required to 

allow the electrons to pass through the lens. A square wave of 15V amplitude and 

20ns rise time is applied to this lens element. The pulser used is a Famell PG102 

and has two output channels. The period of the pulsing for both output channels is 

set by a single period control, but a delay may be introduced between the pulse trains 

from each channel. The widths and amplitudes of the pulses from each channel may 

be set independently. The second channel of the pulser is used to provide a start 

pulse to the timing electronics.

The timing electronics are shown schematically in figure 4.1. The pulse from the 

second channel of the pulser is used as the start pulse to the EG&G Ortec 467 time 

to pulse height converter (TPHC). The stop pulse for the TPHC is provided by the 

signal from the detector.

The signal from the detector is of the order of 10-20mV and is first amplified by a 

preamplifier and then an EG&G Ortec 574 timing amplifier to ~  lOOmV before 

passing through an EG&G Ortec 473A constant fraction discriminator which rejects 

pulses <50mV. The positive output from the TPHC is directed to an EG&G Ortec
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441 ratemeter, while the negative output is directed to the TPHC which provides a 

pulse of between 0 and 10V and which is proportional to the time between start and 

stop pulses. This pulse is directed to a Norland 5500 pulse height analyser, PHA. 

This effectively displays the number of events per time interval. The display is 

divided into 1024 channels giving a resolution of typically between 0.1/xs and 1/xsper 

channel.

Use of a TPHC and pulse height analyser means that only one event per period will 

be detected. If more than one metastable atom or molecule produced in the 

interaction region reaches the detector, only the first to reach the detector will be 

registered. After that event the detection system is effectively ’dead’ until the next 

start pulse from the pulser resets the TPHC and pulse height analyser. In the present 

work, the count rates in direct excitation were typically 400 counts per second and 

the pulsing frequency 1250Hz. Therefore one event is expected every three periods 

and the probability of two events occurring in one period is small. In dissociative 

excitation the count rates observed were typically less than 20 counts per second, one 

event in each 250 periods and the probability of detecting more than one event per 

period is consequently negligible. The effect of multiple events occurring in each 

period can be demonstrated by observing the electron signal. If the electron intensity 

is increased so that sufficient electrons are produced for more than one electron per 

period to reach the detector, only the first event in the period is registered by the 

TPHC, all others in the same period are ignored and the electron pulse is trapezial 

rather than a square wave, figure 4.2.

E L E C T R O N  P U L S E .  
NO S AT UR AT I O N

E L E C T R O N  P U L S E ,  
S A TU R AT I O N

Figure 4.2 Diagram of the initial electron pulse showing the effect of 

saturation o f the electronics.
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The delay between the two output channels of the pulser could be used to 

discriminate between the events due to prompt photons and those due to metastable 

atoms and molecules if required. The delay was set before a data collection run to 

give a clear photon peak at the start of the display. This enabled the screen to be 

calibrated for that TPHC setting and pulsing period and the zero time position on the 

screen to be accurately established. The photons may be considered as arriving at the 

detector instantaneously. For an electron pulse of finite width the zero time was 

taken at the centre of the pulse.

The number of photons or electrons contributing to the prompt pulse are included in 

the overall count rate. This can cause the count rate to reach the level at which the 

probability of two events being produced in one period is no longer negligible. Since

the event in the prompt pulse, being the first to arrive, will always be recorded in

preference to the later metastable signal, distortion of the time of flight spectrum 

occurs. In such a case it is necessary to adjust the delay to exclude the prompt pulse.

4.2.1 Data Analysis

The data was analysed on the college Unix system. The program was written in 

Fortran 77 and extensive use was made of the Gino and Ginograf libraries for 

plotting the data. The data and results could be printed on the computer centre Apple 

LaserWriter.

The program was written in the form of a main program with a number of 

subroutines each performing a single calculation or plotting routine. It has the 

following functions:

1. To read in data from a named file,

2. To plot the raw data,
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3. To process the data:

a. To fit a theoretical distribution to the data,

b. To convert a distribution in time to one in energy,

4. To plot the results.

4.2.2 Period of Pulsing

The period of pulsing is defined as the time interval between the onset of successive 

pulses. The pulsing period selected depends on the flight time of the metastable 

species from the interaction region to the detector. Table 4.1 shows the periods and 

on-times typically used in the excitation and dissociative excitation of the gases 

studied in the present work.

Table 4.1 Pulsing period and pulse duration typically used for direct and 

dissociative excitation in this work.

Direct Excitation Dissociative Excitation

Gas Period
/fJLS

On-Time
/fJLS

Gas Period
IfiS

On-Time
/us

He 100 1.0 N20 200 4.0

Ar 500 5.0 C 02 200 4.0

n 2 800 8.0 OCS 200 6.0

CO 800 8.0
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4.3 Time of Flight Spectra

Examples of the time of flight spectra for direct electron impact excitation and for 

electron impact dissociation are shown in figure 4.3.

4.3.1 Excitation

In direct electron impact excitation, the metastable beam emanating from the 

interaction region has the same speed distribution as the parent target gas beam. This 

distribution may be described by the modified Maxwellian distribution (Freund and 

Klemperer 1967) as will be described in detail in section 4.4.1,

N(y) dv = C v c e 'v V  dv 4A

where G is a constant, 2<G<3, depending on the gas beam dynamics and

2 2 kTor = -----m

where m is the mass of the atom or molecule, k is Boltzmann’s constant and T is the 

temperature of the gas in kelvin.

This is more usefully expressed in terms of time when performing time of flight

spectroscopy. Substituting v=L/t where L is the distance between the interaction

region and the detector, gives

P ( t )  =  A  c -iV <2 4.2

where A is a normalising constant, g is a constant such that g =  G+2.

The significance of the constant ’g ’ and its experimental determination will be

discussed in detail in section 4.4.1. It is sufficient in this discussion to take g=5.
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Figure 4.3a Typical time of flight spectrum for direct electron impact 

excitation of molecular nitrogen at an incident electron energy of 21eV.
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Figure 4.3b Typical time of flight spectrum for electron impact dissociation 

of nitrous oxide at an incident electron energy of 30eV.
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It can be seen that the shape of the time of flight spectrum will be affected by the 

mass of the atoms or molecules, m, the temperature of the gas beam, T, and the path 

length, L.

Heating the gas before it enters the interaction region increases the mean velocity of 

the atoms or molecules in the gas beam. The time of flight spectra calculated at two 

different temperatures are shown in figure 4.4. Differences in temperature of 

between 200K and 400K were not distinguishable in the experimental time of flight 

spectra. In figure 4.4 the temperatures used to generate these curves were 300K and 

800K. In the present sources the temperature is taken to be the room temperature, 

300K.

Molecules of different masses have different arrival times at the detector. If a 

mixture of gases is used, the resulting time of flight spectrum will have two peaks, 

one corresponding to each gas. Figure 4.5 shows the experimental time of flight 

spectrum for a mixture of helium and argon. The first peak is due to helium, mass 

4, and the second to argon, mass 40 amu. The components of a gas mixture are 

therefore separable, this is of some practical use in the detection of nitrogen leaks.

Impurities in the gas beam can be identified using translational spectroscopy. An 

impure gas sample will contain traces of several gases and the metastable states of 

these impurities will be observed as small peaks or shoulders in the time of flight 

spectrum. The position of the peak in the time of flight spectrum for direct electron 

impact excitation for a particular atom or molecule is obtained from equation 4.2. 

At the peak, time t = tm, and

d_
dt

/ „  \  
C  p  -L2/a2c2

.*
= o
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Figure 4.4 Computed time of flight spectra showing the effect of the 

temperature of the target gas beam.
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Figure 4.5 Experimental time of flight spectrum for a mixture of helium 

and argon showing the effect of the mass of the target atom or molecule.
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Therefore, from measurement of the mean arrival time, tm, the mass of the atom or 

molecule responsible may be determined. This has a special use in leak detection 

since the channel electron multiplier is particularly sensitive to the NjCaVg) 

metastable state. Knowing the mass of molecular nitrogen, the mean arrival time of 

these metastable molecules can be calculated. Observation of a peak at this arrival 

time clearly indicates a leak in the target gas line.

The lifetime of the metastable state will also affect the time of flight distribution. 

If the lifetime is much shorter than the travel time between the interaction region 

and the detector, most of the metastable atoms or molecules will decay to the ground 

state before reaching the detector. If the lifetime is much larger than the travel time, 

there will be no effect on the time of flight spectrum since the probability of in flight 

decay is small. If the lifetime is comparable to the travel time, the time of flight 

spectrum will be depleted in the low energy tail. The slower atoms or molecules from 

the interaction region take longer to reach the detector and therefore are more likely 

to decay in flight than the faster metastable species, figure 4.6. Equation 4.2 may 

be modified to account for the lifetime of the metastable states by the introduction 

of a second exponential term:

P ( t ) = A e -mL2/2kTt2 e - t h  4.3
t 8

where t is the lifetime of the metastable state.
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Figure 4.6 Computed time of flight spectra showing the artificial depletion 

of low energy metastable species due to their finite lifetime.

If more than one metastable state contributes to the time of flight spectrum, the 

lifetime of each state must be included. The lifetime term in equation 4.3 is then 

replaced by

where KT is a constant depending on the total cross section and the detection 

efficiency of the detector to each state and Kj are constants depending on the 

individual cross section for excitation of each state and detection efficiency to each 

state.

The ratio of metastable states present in the metastable beam depends solely on the 

cross section for the excitation of each metastable state. However, the time of flight 

spectra do not accurately reflect this ratio since the efficiency of the detector to each 

metastable state may be different. The ratio of metastable states in the time of flight
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spectrum therefore depends not only on the cross section for the production of each 

state but also on the efficiency of the detector to each state.

4.3.2 Dissociation

In dissociative excitation, the energy of the fragments is far in excess of the thermal 

velocities of the target molecules. The position of the time of flight peaks due to 

each atomic or molecular species cannot be predicted by their mass, the 

environmental temperature and a knowledge of the path length alone. There is no 

equation which can be universally applied to the time of flight spectra of the 

dissociation products since the shape depends on the bonding in the parent molecule, 

the mass of the fragments and the energy of the metastable fragments produced at 

that incident electron energy.

It is more useful to replot such time of flight spectra as kinetic energy distributions, 

from which deductions may be made concerning the potential energy state of the 

parent molecule (chapters six and seven).

The kinetic energy of the metastable molecule arriving at the detector at time t is 

given by

Let T(t) be the number of counts in each time channel of width dt in the time of 

flight spectrum and D(e) be the number of counts in each energy channel of width 

de in the kinetic energy spectrum. The area under each distribution must be the same 

since both the spectra contain the same number of events. Therefore

f  D(e) de = f  T(t) dt 4 -5
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From 4.4,

de = m L2 t ~3 dt

Substituting in 4.5,

f  D(e) dt  =  f  L ' 2 t 3 T ( t )  dt 
J J m

giving,

D(e)  «  t 3 T( t )  4 - 6

The time of flight spectrum may be converted to a kinetic energy spectrum point by 

point. Statistical fluctuations, especially in the tail of the time of flight spectrum, are 

amplified in the kinetic energy spectrum because of the t3 dependence. Therefore, if 

the statistics in the long flight time (low kinetic energy) part of the time of flight 

spectrum were poor and the peak in kinetic energy lies in this region of the 

spectrum, the error in the location of the peak would be large.

4.3.3 Accuracy

In direct excitation, to ensure accurate fitting of the observed time of flight spectrum 

to the theoretical distribution, the statistics in the observed spectrum at flight times 

greater than approximately twice the mean arrival time must be good. In dissociative 

excitation, the peak in kinetic energy distribution corresponds to a position in the tail 

of the time of flight spectrum. The time of flight spectrum must therefore be 

complete, the tail must not ’wrap around’ and be included at the beginning of the 

spectrum.
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In translational spectroscopy the accuracy depends on three factors;

1. statistical fluctuations in the counts per channel,

2. the signal to noise ratio,

3. the on-time of the electron beam.

The error due to statistical fluctuations is proportional to the square root of the 

number of counts in the channel and may be reduced by long data collection periods. 

The time for data collection depends on both the cross section of the process being 

studied and the accuracy required. The cross sections for dissociative processes are 

very small, typically 10'20 cm2, and for reliable analysis of the spectra good accuracy 

is essential. Therefore spectra for electron impact dissociative excitation processes 

were recorded for periods between 50 and 120 hours.

The observed time of flight spectrum, s(t), will always be a convolution of the pulse 

modulation function which represents the shape of the electron pulse, m(t), and the 

true time of flight spectrum, z(t). The ideal electron beam pulse length would 

therefore be one of vanishingly small width, finite pulse widths will always cause 

broadening in the observed time of flight spectrum. The on-time of the electron beam 

was typically <3% of the pulsing period and this was considered to cause 

insignificant broadening compared to the statistical fluctuations. No broadening was 

observed when time of flight spectra with on-times of 1% and 5% were compared.

To improve the accuracy in the location of the peak in the kinetic energy 

distributions of the fragments produced by dissociative excitation, an attempt was 

made to fit the observed time of flight spectrum to a mathematical curve. This 

mathematical function was then used to generate a data set and the kinetic energy 

distribution was derived from this set. In their work on electron impact dissociative 

excitation Freund and Klemperer (1967) chose as the mathematical function the sum 

of two Lorentzians, although it is unclear whether they used true Lorentzians or a 

modified expression. In the present work the time of flight spectrum was compared 

with the sum of two true Lorentzians. This fitting was found to be unsatisfactory 

since the sum of the two Lorentzians seldom gave a smooth function, any small
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changes in the fitted curve gave rise to false peaks in the kinetic energy distribution 

when converted. Consequently the method of point by point conversion of the 

unprocessed time of flight spectrum was continued. To reduce errors in the kinetic 

energy spectra, the data collection periods were extended to give good statistics in 

the tail of the time of flight spectra.

4.4 Gas Beam Dynamics and Collision Effects

The velocity distribution in the target gas beam depends on the geometry of the gas 

source. The geometric configuration used may provide a gas beam of a Maxwellian 

distribution while others may give distributions deficient in either high or low energy 

atoms or molecules compared to the ideal Maxwellian distribution. In an 

electron-atom or electron-molecule collision, momentum is transferred from the 

electron to the atom or molecule. This distorts the velocity distribution observed at 

the detector which will accept only part of the beam.

As stated previously, in dissociation of molecules the energies of the fragments are 

far in excess of the thermal energies in the parent gas beam, 0.2-6.0eV compared 

with thermal energies of 0.02eV. The velocity distribution of the parent molecules 

is therefore dominated by this new distribution. Any momentum transfer effects are 

insignificant when compared to the new, fast, velocity distribution. The discussion 

below therefore applies only to direct electron impact excitation.

4.4.1 Gas Beam Dynamics

The behaviour of gas molecules flowing through an aperture depends on the 

aperture diameter, D, compared with the mean free path, X, of molecules in 

gas. If D < < X only molecules which would strike the aperture pass through. 

This type of flow is known as effusive or molecular flow. If D > >  X, the molecules 

suffer frequent collisions with each other in the vicinity of the aperture. As some
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molecules travel towards the aperture and pass through it, the next layer of 

molecules experience a net force which results in a drift velocity in the direction of 

the aperture. The force arises because of the collisions between gas molecules on one 

side of this layer and the absence of molecules on the other side of the layer. This 

type of flow is known as hydrodynamic or viscous flow.

The mean free path is defined by

yjlnna2

where a is the collisional cross section of the molecule, n is the number density of 

molecules and is proportional to the gas pressure. Typical values at room temperature 

and pressure are a » 5xl0'15 cm2, n « 3xl0'19 cm'3, giving X «  7X10"6 cm.

The flux entering a solid angle dfl normal to the aperture assuming effusive 

flow is

N(y) dv = C —  V3 e-v V  dv 4 -7
71

where

„2 .  2*ra = -----m

and N(v) dv is the number of molecules in the beam with velocities between v and 

v+dv, dn is the solid angle subtended by the detector, m is the mass of the 

molecule, k is Boltzmann’s constant and T is the absolute temperature of the gas.
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The total intensity I0 is given by

/„ = /  /(v) dv

71
v3 dv

g  dQ a4 
71 2

Substituting for C in 4.7,

N(v) dv = —  ̂ v3 <rv V rfv
a

4.8

At very low pressures, <0.1 torr, flow is effusive. Only molecules which would 

strike the aperture leave the source. This results in the preferential selection 

of molecules having velocities in the direction required to pass through the 

aperture. To compensate for this, the Maxwellian distribution must be 

multiplied by v to give 4.7 and 4.8 and resulting in t'5 in the time expression.

At higher pressures, >0.5 torr, molecules will collide more frequently in the vicinity 

of the aperture. Slower molecules may then be scattered out of the beam and the 

depletion of these low energy molecules must be compensated for by the 

multiplication of the Maxwellian distribution by a velocity term v*1 where 0 < h < 1.

At intermediate pressures collisions between gas molecules in the vicinity of the 

aperture result in a ’diffuse’ gas beam emanating from the aperture. This can be 

represented by the Maxwellian distribution. I This is represented by h=0.

A long-lived metastable state of a heavy target such as the (3p54s)3P02 states in 

argon may be used to determine the initial velocity distribution of the target gas 

(French and Locke 1967). The time of flight spectrum observed for the direct 

electron impact excitation of these states shows no lifetime effects and no recoil



effects (see section 4.4.2). Comparison of this experimental velocity distribution with 

the theoretical distribution described by | equation 4.8 enables an accurate

determination of the path length between the interaction region and the detector to 

be made. However, during this work it became apparent that the Maxwellian 

distribution did not describe adequately the observed velocity distribution. The 

experimental velocity distribution appeared to have fewer molecules in the low 

velocity tail of the spectrum.

Mason and Newell (e.g. 1988) follow Borst and Zipf (1971a) in using the Maxwellian 

distribution with the parameter h=0 . This is only valid if the gas source produces 

a purely diffuse beam. Freund and Klemperer (1967) used the modified Maxwellian 

distribution of Lichten (1957) and generalised it by including the velocity term vG. 

The introduction of the multiplying velocity term accounts for the depletion in the 

low energy tail. ’G’ is an adjustable parameter such that 2<G<3. The value of ’G’ 

depends on the dimensions of the source and the bulk properties of the gas.
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Figure 4.7 Computed time of flight spectra for distributions described by 

g=4 and g=5 for temperature T=300K.
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In the present work, the source was calibrated by assigning a value of ’g’ to the 

observed time of flight spectrum, where g =  G +2. The effect of ’g’ on the 

distribution is illustrated in figure 4.7. The value of g will depend on the gas used 

and the pressure in the gas line, therefore for each gas used the relevant value of g 

was determined by selecting an incident electron energy at which only one metastable 

state of known lifetime was detected.

The parameters ’g’ and ’L’ were varied iteratively until a best fit of the experimental 

data with the theoretical distribution was found. A value of the path length L was 

determined by direct measurement of the appropriate distance inside the 

experimental chamber, this was then used to impose limits on the acceptable values 

of the path length determined in a least squares fitting process. Consequently a 

reliable value of ’g ’ was deduced. Table 4.2 lists the experimentally determined 

values of ’g’ for the gases used in this work.

Table 4.2 Experimentally determined values 

of ’g’ for the gases used in this work.

Gas Mass ’g’
/amu

Ar 40 4.46 ± 0.03

n 2 28 4.95 ± 0.03

CO 28 4.94 ± 0.03

4.4.2 Momentum Transfer

In direct electron impact excitation of atoms or molecules, the momentum 

transferred from the incident electron to the target gas beam results in an additional 

velocity component being imposed on the target.
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The maximum recoil occurs at the threshold for excitation of a metastable state. At 

threshold all the energy and momentum of the electron is transferred to the target 

atom, the electron is therefore scattered with zero energy. The momentum transfer 

vector, K, can be shown to be antiparallel to the incident electron beam, figure 4.8a.

By conservation of momentum in the direction of the incident electron beam,

m j u m = m  v  + m v  sinÔe e t  e a a a

where ma and me are the masses of the atom and electron respectively, ue is the 

velocity of the electron before the collision, ve is the final velocity of the electron 

beam, va is the velocity of the target after the collision and is the maximum 

value of e a, the angle of recoil.

Since the velocity of the electron after the collision, vc, is zero, the maximum recoil 

angle is given by

For incident electron energy just sufficient to excite the atom or molecule to a state 

of energy, E

2 2 E
m.

' » o  
1— ^

mnai

Assuming the target atom to have thermal energy, the magnitude of the velocity of 

the scattered atom, va, may be approximated by

2222
Ja

4.9

where A is the atomic weight in atomic mass units.
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Figure 4.8a Diagram of the electron beam direction, gas beam direction, 

momentum transfer vector K, and recoil angle at threshold.
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Figure 4.8b Diagram of the electron beam direction, gas beam direction, 

momentum transfer vector K, and recoil angle at energies above threshold.
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The maximum recoil angles for the metastable states of the gases used in the present 

work are given in table 4.3.

Table 4.3 Maximum recoil angles for the metastable states studied in this work. 

The velocity of the target atom is given by equation 4.9.

Metastable Energy Recoil
State /eV angle

e m,x

He(2'S,23S) 19.6 H
-t 0° V
O 0

Ar(3P0,2) 8.4 4.5°

N2(A3S +u) 6.17 3.88°

Metastable Energy Recoil
State /eV Angle

Q
m a x

N2(aVg) 8.55 4.6°

CO(a37r) 6 . 0 1 3.85°

CO(lOeV) 8.45 4.85°

As the incident electron energy increases the momentum transfer vector tends 

towards the direction perpendicular to the incident electron beam energy, figure 4.8b, 

and the angle of recoil is reduced.

Since the atoms or molecules of the target beam have a range of velocities, there will 

be a range of recoil angles. No recoil phenomena are observed if the acceptance angle 

of the detector is greater than the sum of the mean recoil angle, 0 a, and the angular 

divergence of the gas beam, <Sea. The acceptance angles of the detectors used in this 

work are given in table 4.4.

The plane angle calculated is the angle between the edge of the view cone of the 

detector and the normal to the detector surface. The solid angle, n, subtended by the 

detector at the interaction region is given by

L 2

where <5 A is the surface area of the detector and L is the distance of the detector 

from the interaction region.
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Detector Plane
Angle

Solid
Angle
/sr

Channel electron multiplier 4.1 0.016

Ceramic channel electron 3.6 
multiplier

0.012

Tantalum Surface Detector 6.5 0.046

If the view cone of the detector is greater than the recoil angle of the metastable 

atoms or molecules studied no recoil effects are observed. The recoil angles in the 

excitation of molecular nitrogen, carbon monoxide and argon are less than the 

acceptance angles of all three detectors used in the present work, therefore it was not 

expected that any recoil effects would be observed. The recoil angle in helium, 

however, is greater than the acceptance angles of these detectors and recoil would 

be observed. Therefore, when calibration of the apparatus was necessary, argon was 

used instead of helium.

If recoil effects are to be studied, a collimated gas source is required since in a 

diffuse source the angle of recoil of atoms or molecules from different regions of the 

beam lie within the angular spread of the beam and no effects will be observed.

The momentum transfer from the electron to the scattered atom, or molecule, at 

threshold has been described above. At energies above threshold, figure 4.8b, the 

electrons are scattered with an angular distribution and have finite kinetic energies. 

The momentum transferred to the target is slightly different in each scattering event. 

This is reflected in the motion of the scattered atoms, the velocity of each atom and 

thus the arrival time at the detector being slightly different.
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The effect of recoil on the time of flight spectrum has been studied by Donnelly et 

al (1971), figure 4.9. In s-wave scattering in helium, electrons scattered in two 

different directions, one forward scattered and one backward scattered, cause the 

corresponding atoms to be scattered through the same angle, ©a, but because the final 

momenta of the electrons are different, the magnitude of the velocities of the 

scattered atoms must be different. This results in two peaks in the time of flight 

spectrum. The first peak at the shorter flight time is due to the atoms corresponding 

to the backward scattered electrons. The second peak is due to the slower atoms 

corresponding to the forward scattered electrons. The relative size of these peaks 

depends on the incident electron energy. At energies close to threshold backward 

scattering dominates while at higher energies the forward scattering peak becomes 

dominant.
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Figure 4.9 Effects of collimation of the gas beam on the time of flight 

spectrum, a) 3% collimation, observation angle 77.6°, b) 3% collimation, 

observation angle 70.4° and c) no collimation (Donnelly et al 1971).
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To observe recoil effects in the time of flight spectrum it is necessary to have a 

collimated gas beam, a monochromatic electron beam and a detector of small 

acceptance angle. A finite energy spread in the electron beam or a large detector 

acceptance angle will smooth out the recoil features in the spectrum in the same way 

as a diffuse gas beam. In this work, a gas source was designed to produce a 

collimated beam to investigate recoil effects (section 4.5).

4.5 Experimental Gas Sources

Four different gas sources were investigated by observing the experimental velocity 

distributions obtained for direct electron impact excitation of helium.

a) A glass discharge tube of 8mm internal diameter,

b) A short, 5mm, hypodermic needle, internal diameter 1mm, mounted in a 

copper tube,

c) A long, 30mm, hypodermic needle, internal diameter 1mm, mounted in 

a copper tube,

d) A short, 5mm, hypodermic needle, internal diameter 1mm, mounted 

perpendicularly to the gas line.

The design of each of these sources is shown in figure 4.10. A time of flight 

spectrum for the metastable states He(2!S) and He(23S) was recorded for each source 

at an incident electron energy of 22eV, 2.5eV above threshold.

The time of flight spectra showed some collimation of the gas beam produced by 

sources (b) and (c). The peak in the time of flight spectrum was at a shorter flight 

time than expected and there was a distinct shoulder in the high velocity tail of the 

spectrum, figure 4.11a. Although the time of flight spectrum observed when using 

source (a) showed only a single peak, a comparison of the experimental data with the 

theoretical Maxwellian distribution did not show good agreement. This suggests that 

there is some degree of collimation in the gas beam produced by this source.
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Figure 4.10 Diagrams of the gas sources tested, a) glass discharge tube, b) 

5mm hypodermic needle, c) 30mm hypodermic needle and d) 5mm 

hypodermic needle mounted perpendicular to the gas inlet.
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Figure 4.11a Time of flight spectrum of metastable helium atoms for an 

incident electron energy of 21eV using the 30mm hypodermic needle.
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Figure 4.11b Time of flight spectrum of metastable helium atoms for an 

incident electron energy of 20eV using the 5mm hypodermic needle mounted 

perpendicularly.
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Source (d) was designed to produce a diffuse gas beam. The gas entered the vacuum 

chamber through a needle valve mounted in a flange. In the experimental chamber 

a PTFE tube connected the needle valve to the source. This PTFE tube was not 

straight and to prevent it from bending and closing a thick copper wire was threaded 

inside it throughout the whole length. The hypodermic needle itself was mounted at 

90° to the incoming gas beam to ensure that there was no collimation. Tests of this 

source with helium revealed no noticeable collimation, figure 4.11b. This source was 

used in all subsequent experiments.

4.6 Summary

The technique of translational spectroscopy has been described in this chapter and 

the information gained from the time of flight spectra discussed. In electron impact 

excitation, the metastable species produced in the interaction region retain the speed 

distribution of the parent target gas beam. The finite lifetime of the metastable 

species may cause distortions of this speed distribution as observed in the time of 

flight spectra. Consequently the lifetime of the metastable beam emanating from the 

interaction region may be deduced from the time of flight spectra. This was used in 

the calibration of the detectors used in this work, described in the next chapter. To 

determine the lifetime accurately, the speed distribution of the parent target gas 

beam must be known and this will depend on the gas source used. In dissociative 

excitation, the energy imparted to the fragments on the dissociation of the molecule 

is greatly in excess of the thermal energies of the parent gas beam. The speed 

distribution of the fragments may be deduced from the time of flight spectra and the 

parent potential energy state from which the fragments originate may be identified.
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Calibration of Detectors

The generals, the institution, can select a strategy, lay it all 

out, but what happens on the battlefield is quite different.
Leo Tolstoi (1898)

5.1 Introduction

Two systems for the detection of metastable species were used in the course of this 

work, a commercial Mullard type B419BL channel electron multiplier and a 

specifically designed tantalum surface detector. Two other detection systems, a 

Murata EMW6081B ceramic channel electron multiplier and a xenon surface detector 

were also investigated.

The channel electron multiplier is a convenient method of detecting metastable 

species since it has a detection threshold of — 8eV and is simple to install and 

operate. In this work, the channel electron multiplier was used to detect selectively 

those metastable states of excitation energy greater than 8eV such as the 0 (5S) atoms 

produced in the dissociation of carbon monoxide, carbon dioxide and carbonyl 

sulphide. Studies of metastable species of excitation energy <8eV  required a 

detector of detection threshold less than 8eV to be developed. A tantalum surface 

detector was therefore designed and constructed and its work function established by 

a series of calibration tests.

A simple method of detecting selectively one of the several possible metastable 

products of electron impact collisions is by choosing a detector of high enough work 

function to discriminate against the lower lying states. However such a detector 

cannot be used to isolate a lower lying state from higher lying states since all states
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of excitation energy greater than the work function of the surface will be detected. 

For example, to study metastable 0 ( ]S) atoms of excitation energy ~4eV  in a beam 

containing 0 (5S) atoms of excitation energy ~  9eV an alternative method of detection 

is required. One such method of detection of O^S) atoms using a condensed xenon 

surface was investigated.

5.2 The Channel Electron Multiplier

Channel electron multipliers have been used extensively as a means of detecting 

metastable species (e.g. Brunt et al 1978, Mason and Newell 1987). The detection 

threshold of the channel electron multiplier depends on the material used and the 

manufacturing process. The detection threshold and efficiency are also influenced by 

the environment in which the channel electron multiplier has been kept and its age.

It is therefore desirable to determine the detection threshold of the channel electron 

multiplier in situ. This may be determined conveniently by establishing which 

metastable species are detected. Mason and Newell (1987) studied the direct electron 

impact excitation of molecular nitrogen using a Mullard B419BL channel electron 

multiplier. They established that the channel electron multiplier used was efficient 

in detecting metastable N2(a17rg) molecules of excitation energy 8.55eV, but did not 

detect metastable N2(A3Z+U) molecules of excitation energy 6.17eV. Brunt et al 

(1978) state that the detection efficiency of the channel electron multiplier used in 

their studies drops below 8eV and falls to zero at — 7eV. However they do not state 

the type of channel electron multiplier used.
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The Milliard B419BL electron multiplier is a coiled, hollow glass tube of internal 

diameter 2.2mm. The tube is closed at one end with a conical opening of diameter 

10mm, the mouth, at the other. Fine nickel wires allow a potential to be applied 

between the ends of the tube. The inside wall of the channel electron multiplier is 

coated with a resistive material of high secondary electron emission coefficient. 

When the potential is applied across the multiplier, this forms a continuous dynode 

and an accelerating field is established. The minimum operating potential of the 

B419BL multiplier is 2.5kV and the maximum 3.5kV. In this work, the mouth was 

operated at the bias potential and a potential of +3kV applied to the other end.

Channel electron multipliers are sensitive to electrons, excited neutral species, ions, 

short wave ultraviolet radiation and soft x-rays. When such a particle enters the 

mouth of the channel electron multiplier it will impinge upon the wall of the tube 

causing secondary electron emission. These secondary electrons are accelerated along 

the tube and collide again with the wall producing tertiary electrons. Thus an 

avalanche of electrons is produced at the high voltage end of the tube and up to 108 

electrons contribute to the output pulse of 12ns FWHM with a rise time 5ns. The 

nominal background pulse rate from the channel electron multiplier is 0.25s’1 (Petley 

1971).

The channel electron multiplier was mounted on an optical bench perpendicular to 

the electron gun bench. The channel electron multiplier was mounted in a PTFE 

sleeve inside a copper cylinder. This cylinder was of the same diameter as the lenses 

of the flight tube so that the centre of the channel electron multiplier mouth was 

aligned with the centre of the interaction region. The channel electron multiplier was 

covered with a copper shield maintained at bias potential. The inside of the shield 

was coated with DAG50 to reduce electron reflection.

The path length from the interaction region to the channel electron multiplier was 

7.0cm. A flight tube consisting of three lens elements, L7, L8 and L9, was placed
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between the interaction region and the channel electron multiplier, figure 5.1. The 

lens elements of the flight tube were similar to those used in the electron gun being 

made of titanium and having internal diameter 10mm and external diameter 15mm. 

Potentials were applied to each lens element by a Kingshill 1500 0-150V supply 

connected to provide a negative potential with respect to the bias potential. The 

potential at each of the lens elements was varied by a potentiometer.

C H A N N E L  E L E C T R O N  

M U L T I P L I E R

L 7L 8CM L 9

□ P T I C A L  B E N C H
20V20V20V -2 0 V

Figure 5.1 Schematic diagram of the Mullard B419BL channel electron 

multiplier positioned on an optical bench. Typical voltages on the lens 

elements of the flight tube are indicated.

The first of these lens elements, L7, is at the same potential as the outer Faraday 

cup and the interaction chamber to prevent electrostatic field penetration from the 

flight tube into the interaction region. The second and third lens elements, L8 and 

L9, were operated at a negative potential, -bias, to deflect electrons scattered out of 

the interaction region away from the channel electron multiplier.
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Direct electron impact excitation of the metastable states of several gases was 

investigated to determine in situ the detection threshold of the Mullard B419BL 

channel electron multiplier used in this work.

The channel electron multiplier was found to be very efficient in detecting the 

He(21S) and He(23S) metastable states of excitation energies of 20.61 and 19.82eV 

respectively, figure 5.2a, and the Ar(3P0 2) metastable states of excitation energies 

11.72 and 11.55eV, figure 5.2b.

There are two metastable states of carbon monoxide, the CO(a37r) state of excitation 

energy 6.01eV and an as yet unclassified state of excitation energy >9.5eV (Mason 

and Newell 1988). In this work, no signal was observed in the direct excitation of 

carbon monoxide at incident electron energies < lOeV indicating that the channel 

electron multiplier did not detect CO(a37r) and therefore had a detection threshold 

>6.01eV. This was confirmed in later studies of the dissociation of carbon dioxide 

and carbonyl sulphide in which no metastable states of carbon monoxide were 

observed in time of flight spectra recorded by the channel electron multiplier 

(chapter seven).

The most conclusive results for the determination of the detection threshold followed 

from a study of electron impact excitation of molecular nitrogen. There are three 

metastable states of nitrogen, N2(A3E+U), N2(a17rg) and N2(E3E+g) with excitation 

energies 6 .17eV, 8.55eV and 11.87eV respectively.

At incident electron energies less than 8eV, no signal was observed from the channel 

electron multiplier indicating that no N2(A3E+U) metastable molecules were detected. 

Metastable ) molecules were observed at incident electron energies of >9eV.

A typical time of flight spectrum is shown in figure 5.2c.
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Figure 5.2a Time of flight spectra recorded using the channel electron 

multiplier for direct excitation of helium at an incident electron energy of 

21eV. The fit assume a lifetime of 0.06s, giving g=4.98.
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Figure 5.2b Time of flight spectra recorded using the channel electron 

iiiis^tiplier for direct excitation of argon at an incident electron energy of 

23eV. The fit assumes a lifetime of 3s, giving g=4.46.
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Figure 5.2c Time of flight spectra recorded using the channel electron 

multiplier for direct excitation of nitrogen at an incident electron energy of 

12eV. The fit assumes a velocity distribution of the parent gas beam 

described by g=4.94 determined from the time of flight spectrum for 

N2(A3 E +u ) metastable molecules detected by the tantalum surface detector. 

Using this value of g, the lifetime of the metastable beam was found to be 

120 ps, indicating that only N2(a! ng) metastable molecules contribute to the 

beam.

5.2.3 Conclusions

These studies show that the channel electron multiplier has a detection threshold of 

between 6.17eV and 8.55eV and is therefore a good method of discriminating against 

lower lying states such as CO(a37r). The channel electron multiplier was therefore 

used in this work to isolate the 0 (5S) fragment of excitation energy 9.14eV produced 

in the dissociation of carbon monoxide, carbon dioxide and carbonyl sulphide from 

the lower lying CO(a37r) and S(5S) fragments (chapter seven).
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Detection of metastable species at a metal surface is possible if the excitation energy 

of the metastable state is greater than the work function of the surface. Transition 

metals are both simple to work with and have work functions in the range 3eV to 

6eV and are therefore useful in the detection of low lying metastable species. The 

secondary electrons emitted as metastable species impinge on the surface may be 

conveniently detected at a channel electron multiplier.

5.3.1 Description of Tantalum Surface Detector

The low work function detector used in this work was based on that of Zubek and 

King (1982) who developed a tantalum surface detector with detection threshold 

~4eV  to study excitation of low lying metastable states such as Hg(3P02). In this 

work, tantalum ribbons were used since heated tantalum has been shown to be 

sensitive to CO(a37r) and N2(A3Z+U) metastable states (Freund 1971b, Newman et al 

1983). The secondary electrons from the surface were detected by the Mullard 

B419BL channel electron multiplier.

The tantalum surface detector used in this work is shown in figure 5.3. Seven 

tantalum strips of 23 x 3mm cut from a tantalum sheet of thickness 0.025mm were 

mounted at 45° in slits cut into a hollow ceramic block of external dimensions 23 

x 18 x 7mm and internal dimensions 17 x 10 x 7mm. Constantan heating wires of 

0.5mm diameter were spot welded along the back of each tantalum strip and were 

spot welded together so that currents passing through successive ribbons were 

antiparallel. The heating wires were connected to a Coutant LB1000.2 supply which 

provided a stable current through the constantan wires. The tantalum surface 

detector was mounted on two 25mm lengths of M2.5 studding on a modified optical 

bench and the channel electron multiplier placed behind the tantalum surface. The 

path length from the interaction region to the tantalum surface was 7cm.
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Figure 5.4 Electrostatic lens elements of the flight tube used with the 

tantalum surface detector. Typical potentials are indicated.

The electrostatic lens elements of the flight tube were arranged as shown in figure

5.4. A small cylindrical electrode, L9, was placed between the tantalum surface 

detector and the channel electron multiplier to focus the secondary electrons from 

the tantalum into the multiplier. A negative lens element, L8, was placed 

immediately in front of the tantalum surface to direct the secondary electrons 

emitted in the forward direction into the channel electron multiplier. The lens 

element adjacent to the interaction region, L7, was again maintained at bias potential 

to prevent electrostatic fields penetrating into the interaction region. The lens 

element L8 was also used to prevent electrons scattered out of the interaction region 

striking the tantalum surface, therefore the potential on this lens element was varied 

depending on the incident electron energy. The potentials applied to the lens elements 

L8 and L9 and to the tantalum ribbons were determined experimentally to optimise 

the count rate at the channel electron multiplier.
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In the studies of electron impact excitation of molecular nitrogen and carbon 

monoxide it was found that heating the tantalum ribbons increased the detection 

efficiency considerably. The effect of surface impurities on the detection efficiency 

of a metal surface was discussed in chapter two. Some authors (e.g. Dunning et al 

1971) concluded that impurities increase the secondary electron yield since the 

impurities are Penning ionised by the incident metastable species. The low lying 

metastable states detected in this work are unlikely to cause Penning ionisation of 

all the surface impurities since one of the major adsorbates is expected to be 

molecules of the target gas itself. Heating is also expected to result in a decrease in 

the work function of the metal by — KTVv K'1 (Hughes and DuBridge 1932). Thus 

in this work it is reasonable that the detection efficiency of the surface increases as 

adsorbates are removed by heating. It was determined experimentally that a heating 

current of 3A through the constantan wires was sufficient to cause thermionic 

emission from the wires resulting in an unwanted signal at the channel electron 

multiplier. This placed an upper limit on the operating temperature of the tantalum 

ribbons and the constantan wires were only heated by passing 3A through the wires 

when it was necessary to clean the tantalum and no data was being recorded. 

Currents of between 1 and 2A were used to heat the tantalum gently during data 

collection. The resulting temperature is estimated to be between —40 and — 70 °C, 

much lower than the operating temperatures of 4500 C to 550 ° C used by Zubek and 

King.

The tantalum ribbons were heated by a current of 2A in these studies of excitation 

of molecular nitrogen and carbon monoxide to maximise the sensitivity of the surface 

to the CO(a37r) and N2(A3Z+U) metastable states. However in studies of dissociation 

of carbon monoxide, carbon dioxide, carbonyl sulphide and nitrous oxide it was 

found that heating the tantalum ribbons caused a decrease in the detection efficiency. 

The most dramatic effect occurred when carbon dioxide was introduced into the 

system, the count rate rapidly falling to zero. The tantalum was not heated when 

studying the dissociation of carbon dioxide and was heated gently by a current of 1A 

when studying dissociation of the other gases. In electron impact dissociation of all 

of these molecules atomic oxygen is produced. Undissociated target molecules 

reaching the hot tantalum may also dissociate on the hot surface to produce atomic
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oxygen. It is suggested that these oxygen atoms adsorbed onto the surface reduced 

the detection efficiency of the tantalum.

5.3.2 Determination of the Detection Threshold

The detection threshold was determined experimentally by studying the direct 

electron impact excitation of molecular nitrogen and carbon monoxide. For each of 

these molecules time of flight spectra were recorded for several incident electron 

energies from threshold to — 30eV. These experimental spectra were compared with 

the modified Maxwellian distribution (chapter four) to determine the lifetime of the 

metastable beam.

The metastable beam detected at the tantalum surface contains more than one 

metastable state and consequently the lifetime of the beam depends on the lifetime 

of each of the components of the beam, their production cross sections and the 

detection efficiency of the tantalum surface to each state. Comparison with the 

modified Maxwellian distribution to determine the lifetime of the metastable beam 

requires knowledge of the path length, L, between the interaction region and the 

detector, the temperature of the target molecules, T, and the parameter ’g’ which 

describes the velocity distribution of the gas molecules.

The path length L measured directly in the apparatus was 7.2cm. This was confirmed 

by recording a time of flight spectrum for the direct electron impact excitation of 

Ar(3P02) metastable atoms. The lifetime of these states have been reported as >3s  

(Small-Warren and Chui 1975, van Dyck et al 1972). This experimental spectrum 

was then compared with the modified Maxwellian distribution by an iterative fitting 

procedure varying both L and g. The values found for L and g by this method were 

7.1 ± 0.2cm and 4.46 ± 0.03 respectively.

Changes in the time of flight spectra due to temperature differencies of ±50K were 

not observable above the statistical fluctuations in the spectra. Therefore any cooling
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of the gas beam on admittance to the chamber was considered to have little effect 

and the temperature of the gas beam was assumed to be 300K. In the excitation of 

molecular nitrogen and carbon monoxide, the value of ’g ’ appropriate to the specific 

target gas had to be determined. This was achieved by choosing an incident electron 

energy at which only one metastable state of target gas is excited. If the lifetime of 

this metastable state is known, the experimental spectrum may be compared with the 

theoretical distribution to determine the value of ’g ’.

a) Excitation of Molecular Nitrogen

Electron impact excitation of molecular nitrogen has been widely studied and only 

a brief summary will be given here, a full review has been published by Lofthus and 

Krupenie (1977) and Trajmar and Cartwright (1984). The tantalum surface was 

expected to be capable of detecting all three metastable states of nitrogen, 

N2(A3S +u), N2(aVg) and N2(E3Z+g) of excitation energies 6.17eV, 8.55eV and 

11.87eV respectively.

Time of flight spectra were recorded for a range of incident electron energies from 

threshold to 21eV. A typical time of flight spectrum is shown in figure 5.5.

i) Lifetimes o f  the Metastable States o f Molecular Nitrogen

The lifetime of the metastable state or states detected must be known for the 

experimental time of flight spectra to be compared with the modified Maxwellian 

distribution. Experimental and theoretical determinations of the lifetime of each of 

the metastable states of molecular nitrogen are summarised in tables 5.1, 5.2 and 

5.3.
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Figure 5.5 Typical time of flight spectrum for direct excitation of 

metastable molecular nitrogen at an incident electron energy of 15eV and 

detected at a tantalum surface detector. The fit assumes g=4.94, giving the 

lifetime of the metastable beam as 456ps.

Table 5.1 Experimental and theoretical determinations of the lifetime of the 

NjCa1 irg) metastable state.

Lifetime
/ps

Vib.
Level

Reference Method

170 ± 0.30 all

120 ± 0.50 all

115 ± 20

115 ± 10

all

all

Lichten 1957

Olmsted et al 1965

Borst and Zipf 1971a

Mason and Newell 
1987

Molecular beam time of flight and 
detection of metastable products

Molecular beam time of flight and 
detection of metastable products

Molecular beam time of flight and 
detection of metastable products

Molecular beam time of flight and 
detection of metastable products
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Table 5.1

Lifetime
/ |J .S  

120 ± 20

46

150

144 ± 43 
146 ± 44 
148 ± 44 
150 ± 45 
152 ± 46

80

120 ± 20

56 ± 4

30

76 ± 10 
90 ± 8 
92 ± 8

59
59
60 
62 
68

continued

Vib. Reference
Level

all Mason 1990

all Garstang 1961

all Skerbele and
Lessettre 1970

v=0 Shemansky 1969
v— 1
v=2
v=3
v=4

all Holland 1969

v = l Curtis and Erman
1977

vs2 Marinelli et al 1989

all Ching et al 1967

v = l Pilling et al 1971
v=2
v=3

v=0 Dahl and
v = l Oddershede 1986
v=2
v=3
v=4

Method

M easured k in etic  energy  
distribution of molecular nitrogen 
fragments from dissociation of 
nitrous oxide

Measured generalised oscillator
strengths

Measured generalised oscillator
strengths

Measured oscillator strengths

Measured radiation from the
transition NjCa1 ng - X1 E +g)

Measured radiation from the
transition N2(al 7tg - Xl E+g)

Used two photon excitation of
specific vibrational levels and
observed emission from the
transition NjCa1 ng - X1E+g)

Calculated oscillator strengths

Calculated oscillator strengths

Calculated the rate of the N2(a1 irg 
- X1S +g) transition
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Table 5.2 Experimental and theoretical determinations of the lifetime of the

N2(A3E+u) metastable state.

Lifetime Reference
/s

0.01 Lichten 1957

0.9 Zipf 1963

2.0 Carleton and
Oldenberg 1961

1.4 Shemansky and
Carleton 1969

<3.5 Meyer et al 1971

Table 5.3 Experimental and theoretical 
N2(E3S +g) metastable state.

Lifetime Reference
/ps

190 Borst and Zipf 1971a

270 ± 100 Freund 1969

210 ± 100 Freund 1969

225 ± 20 Mason (unpublished)

Method

Molecular beam time of flight and 
detection of metastable products

Molecular beam time of flight and 
detection of metastable products

Measured radiation from the transition 
N2(A32 +U - X '£ +8)

Reanalysis of the results of Carleton and 
Oldenberg (1961)

Measured radiation from the transition
N2(A32 +u - X ‘E+g)

determinations of the lifetime of the

Method

Molecular beam time of flight and 
detection of metastable products

Molecular beam time of flight and 
detection of metastable products

Reanalysis of Freund’s results by Borst 
and Zipf (1971a)

Molecular beam time of flight and 
detection of metastable products
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At incident electron energies <8.55eV, the only metastable state of molecular 

nitrogen excited is N2(A3Z+U). The lifetime of this state is long with respect to the 

average flight time in this work, 500ms, and therefore decay effects in the time of 

flight spectrum will be negligible. The time of flight spectrum recorded for an 

incident electron energy of 8.0eV was therefore compared with the modified 

Maxwellian distribution to determine the value of *g\ The value of *g’ determined 

by the fitting procedure was 4.94.

This value of ’g’ was then used to fit all the other direct electron impact excitation 

spectra to determine the apparent lifetime of the metastable beam at each excitation 

energy by comparison with the modified Maxwellian distribution. Lifetime 

determinations are shown in table 5.4.

Table 5.4 Lifetime of the metastable nitrogen beam at incident 

electron energies between 10 and 21eV.

Incident
Electron
Energy
/eV

Apparent
Beam
Lifetime
//iS

Incident
Electron
Energy
/eV

Apparent
Beam
Lifetime
//xs

10 1000 15 456

12 175 17 479

13 376 21 288

The variation of the lifetime of the metastable beam with incident electron energy 

can be explained qualitatively by reference to the production cross section of each 

metastable state.
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A summary of the methods used to determine the cross sections for production of 

metastable states of nitrogen by direct electron impact excitation is given in table

5.5. Cascade contributions to the N2(a17rg) state are negligible (Mason and Newell 

1987b) and consequently the cross sections determined both experimentally and 

theoretically are in good agreement in the general shape and the position of the peak 

at between 15eV and 18eV.

Table 5.5 Experimental and theoretical determinations of the cross sections for 

excitation of metastable states of molecular nitrogen.

Reference

Borst 1972 
Borst et al 1972

Mason and Newell 
1987b

Brunger et al 1988

Metastable
States

N2(A3S +u) 
N2(E3S +g) 
N2(a* 7cg)

N2(aJ Tcg)

N2(E3E +g)

Brinkman and Trajmar N2(a* n ) 
1970

Cartwright et al 1977 N ^a1^ )

Finn and Doering 1976 N2(a* n )

Method

Total cross section measured by molecular 
beam time of flight and detection of
metastable products

Total cross section measured by molecular 
beam time of flight and detection of
metastable products

Total cross section measured by molecular 
beam time of flight and detection of
metastable products

Integral cross section determined from
measured electron energy loss differential 
cross sections

Integral cross section determined from
measured electron energy loss differential 
cross sections

Integral cross section determined from
measured electron energy loss differential 
cross sections

Mazeau et al 1973 N2(E3E +g) Integral cross section determined from
measured electron energy loss differential 
cross sections
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Table 5.5 continued

Reference

A arts and de Heer 
1971

Holland 1969

Ajello 1970

Golden et al 1974

Ajello and Shemansky 
1985

Metastable
States

N2(a! ng)

N2(a! ng)

N2(a 'n t )

Kurzweg et al 1973 N2(E3E +g)

N2(E3S +g)

Method

Measured radiation from the N2(a1Tcg - 
X!2 +g) transition

Measured radiation from the N^a1^  - 
X12 +g) transition

Measured radiation from the N^a1^  - 
X1L +g) transition

Measured radiation from the transition 
N^C3!^  - B3n g) due to collisional energy 
transfer from N2(E32 +g)

Measured radiation from the transition 
N2(C3n u - B3n g) due to collisional energy 
transfer from N2(E32 + )

N jC a^J Repeated the experiment of Ajello (1970)

Chung and Lin 1972 N2(a1 n ) Calculated by Born approximation

Roznyyai et al 1967 

Rescigno et al 1976 

Fliflet et al 1979 

Holley et al 1981 

Cartwright 1970, 1972

N2(E3E +g) 

N2(a‘ itg) 

N2(a‘ itg) 

N2(E32 +g) 

N2(a‘ jtg) 

N2(E3S +g)

Calculated by Born approximation

Calculated by Distorted Wave method

Calculated by Distorted Wave method

Calculated by Close Coupling method

Calculated by Ockhur-Rudge 
approximation

In the discussion of the present results the cross sections determined by Borst (1972) 

and by Borst et al (1972) are used. These cross sections were determined in electron 

impact studies over a similar incident electron energy range and with a similar 

energy resolution as those used in this work. Borst (1972) studied the production of 

N2(A32 +U) and N^a1̂ )  in direct electron impact excitation of molecular nitrogen 

using a Cu-Be-0 surface detector of — 4eV. In later work, Borst et al (1972)
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Figure 5.6a Cross sections for the production of metastable states of 

molecular nitrogen (Borst 1972, Borst and Zipf 1972).
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Figure 5.6b Ratio of the cross sections for production of N2(A3 2 +u) and 

N2(a! icg) states (Borst 1972).
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measured the cross section for direct excitation of N2(E32 +g) and found it to be 

resonance-like, peaking at 12.2eV. Borst’s cross sections are shown in figure 5.6a.

The ratio of the cross sections for the production of the N2(A3Z+U) and N2(a1wg) 

states obtained from this data is shown in figure 5.6b. The apparent lifetimes 

determined for each incident electron energy in the present work, table 5.4, can be 

qualitatively explained using these cross sections. At incident electron energies below 

8.55eV only the N2(A3E+U) metastable state is present in the beam, and the apparent 

lifetime of the metastable beam will be the same as the lifetime of the N2(A3E+U) 

state, 1.4s. As the incident electron energy passes through the threshold for N2(aVg) 

production, 8.55eV, the apparent lifetime of the metastable beam is reduced since 

the lifetime of the NjCaVg) state is 115/xs. The cross section of the N2(a1wg) state 

rises very slowly close to its threshold and this is reflected in the gradual reduction 

of the apparent lifetime of the metastable nitrogen beam. At incident electron 

energies greater than ~  16eV the ratio of the N2(A3E+U) state to the N^aVg) state 

in the beam decreases slowly and steadily and so the apparent lifetime of the beam 

is expected also to decrease slowly. The short lifetime observed at 12eV can be 

explained by the production of N2(E3E+g) which has a lifetime of 190/xs. The 

presence of this third state in the metastable beam will therefore reduce the apparent 

lifetime over a small energy range around 12eV.

The ratio of the N2(A3E+U) and N^a1̂ )  states in the time of flight spectra depends 

both on the production cross section of each state and the detection efficiency of the 

tantalum surface to each state. Therefore the ratio of the N2(A3Z+U) and N^aVg) 

states measured by Borst cannot be applied to the experimental spectra obtained in 

this work. However, the apparent lifetimes measured in this study follow the trends 

that would be expected from the cross sections of Borst.

iii) Conclusion

This study of direct electron impact excitation of molecular nitrogen demonstrates 

that the tantalum detector can detect both the N2(A3E+U) and N^aVg) states.
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b) Excitation of Carbon Monoxide

The excitation of carbon monoxide was also studied in order to determine the 

detection threshold of the tantalum surface detector. There are two metastable states 

of carbon monoxide, CO(a37r) of excitation energy 6.17eV and an unclassified state, 

denoted by COm, with an excitation threshold of ~  lOeV. This higher lying state may 

in fact be two separate metastable states of excitation energies 9.5eV and 10.5eV 

since there is a distinct change of gradient in the measured excitation function 

(Mason and Newell 1988).

i) Lifetimes o f  the Metastable States o f Carbon Monoxide

The experimental and theoretical determinations of the lifetimes of the metastable 

states of carbon monoxide are summarised in tables 5.6 and 5.7.

The lifetime of the CO(a37r) metastable state is strongly dependent on the vibrational 

levels populated. Different vibrational levels may be excited in different 

experiments, for example, vibrational levels excited by direct electron impact may 

not be the same as those excited by dissociative excitation of carbon dioxide (Johnson 

1970).

Borst and Zipf (1971) determined the lifetime of CO(a3?r) by time of flight 

spectroscopy. The metastable lifetime was inferred from the shape of the recorded 

time of flight spectrum, S(t), compared with that expected if there were no decay, 

F(t). These two spectra are related by

5 ( 0  = F (0  e ' th 

where r is the lifetime of the metastable state.

They note that they were not able to investigate the dependence of the lifetime on 

the vibrational and rotational levels populated and consequently the lifetime obtained 

is an average over all such levels populated in the experiment.
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Table 5.6 Experimental and theoretical determinations of the lifetime of the 

CO(a3 it) metastable state.

Lifetime
/ms

1.0 ± 1.04 

10-60

6.5 ± 0.7
- 9.6 ± 0.5

0.01

0.06

7.5 ± 1.0

4.4 ± 1.1 

8.7 ± 0.5

9.4 ± 1.0 

12

8.75
(2.9 - 451)

Method

Molecular beam time of flight and
detection of metastable products

Molecular beam time of flight and
detection of metastable products

Reference

Borst and Zipf 1971a

Johnson and van 
Dyck 1972

Johnson 1970

Hansche 1940

Papal iolios 1965

Lawrence 1971

Slangar and Black 
1971

Nicholls and Hussan 
1971

Fairbairn 1970

Donovan and Husain 
1967

James 1971

Measured from time 
CO(a3 rc) produced 
carbon dioxide

Measured radiation 
CO(a3it - X 'S +)

Measured radiation 
CO(a3 n - X‘2 +)

Measured radiation 
CO(a3n -X 'S +)

Measured quenching

Measured absorption

Measured absorption 

Measured absorption

of flight spectra of 
in dissociation of

from the transition

from the transition

from the transition

rate constants

band strength

band strength 

band strength

Calculated oscillator strengths and 
determined the dependence of lifetime on 
the rotational sublevel
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Table 5.7 Experimental and theoretical determinations o f the lifetime of the

CO(lOeV) metastable state.

Lifetime Reference
/ps

100 Olmsted et al 1965

100 Borst and Zipf 1971a

97 ± 15 Wells et al 1973

80 ± 10 Mason and Newell
1988

Method

Molecular beam time of flight and
detection of metastable products

Molecular beam time of flight and
detection of metastable products

Molecular beam time of flight and
detection of metastable products

Molecular beam time of flight and
detection of metastable products

Borst and Zipf (1972) used this lifetime in their analysis of the production of 

CO(a37r) by electron impact dissociation of carbon dioxide. However Wells et al 

(1973) in their study of the excitation of the higher lying metastable state, COm, used 

a lifetime of 7ms to unfold the contribution to the time of flight spectrum from 

CO(a37r). This value was stated by Wells et al to be the mean lifetime for CO(a37r) 

and based on the measurements of Lawrence (1971), James (1971) and Johnson and 

van Dyck (1972). No explanation of this is offered in the publication but it must be 

assumed that Wells et al had good reason to discount the value of 1ms measured in 

their own laboratory and that 7ms is the more reliable value.

Due to the discrepancies in the determinations of the lifetime of the CO(a37r) state, 

a treatment of the excitation of carbon monoxide similar to that of molecular 

nitrogen was not possible. However time of flight spectra were recorded over a range 

of incident electron energies, 8eV - 60eV.

The time of flight spectrum recorded at an incident electron energy of 8eV, figure 

5.7, indicates that the tantalum surface detector was efficient in detecting the 

CO(a37r) state since this is the only metastable state expected to be produced at this 

excitation energy.
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Figure 5.7 Time of flight spectrum of metastable carbon monoxide 

molecules at an incident electron energy of 8eV. The fit assumes a lifetime 

of 7ms, giving g=4.45.

This time of flight spectrum was used to determine a value for the parameter ’g’ 

describing the distribution of the parent gas beam, however, in determining *g’ a 

choice of lifetime for the CO(a37r) state must be made. Two lifetimes were used, 1ms 

(Borst and Zipf 1971) and 7ms (Wells et al 1973), giving two possible values of ’g*, 

4.28 and 4.45 respectively.

The mass of carbon monoxide is the same as that of molecular nitrogen, it may be 

assumed that both gases will behave in a similar manner in the gas source and the 

value of ’g’ will be the same for each gas. This assumption is simplistic since the 

behaviour of the gas at the hypodermic needle depends on its viscosity as well as its 

mass. The value of ’g’ determined for molecular nitrogen (section 5.3) was 4.94, 

suggesting that the value of 4.45, obtained using a lifetime of 7ms, is more likely to 

be correct.
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The lifetime of the metastable beam as observed at the detector was then determined 

for the full range of incident electron energies assuming a distribution of 4.28 and 

4.45, table 5.8. It should be noted that the lifetime given is the lower limit.

Table 5.8 Lifetime of the metastable carbon monoxide beam at incident 

electron energies between 10 and 60eV.

’g’ =  4.28 ’g’ =  4.45

Incident 
Electron 
Energy /eV

Lifetime
/ms

Incident 
Electron 
Energy /eV

Lifet
/ms

10 0.77 10 1.98

15 0.53 15 0.94

20 0.61 20 1.12

25 0.42 25 0.66

35 0.41 35 0.59

40 0.41 40 0.59

45 0.45 45 0.61

50 0.50 50 0.80

60 0.50 60 0.68

ii) Cross Sections fo r  the Production o f  Metastable States o f  Carbon Monoxide

There have been several determinations of the production cross sections by electron 

impact excitation of both CO(a37r) and COm, table 5.9.
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Table 5 .9  Experimental and theoretical determinations o f the cross sections for

electron impact excitation of metastable states o f carbon monoxide

Reference

Borst and Zipf 1971a

Brunt et al 1978

Wells et al 1973

Mason and Newell 
1988

Metastable
States

CO(a3 it) 
COm

CO(a3 ic)

Newman et al 1983 CO(a3jr)

COr

COr

Method

Total cross section determined from
molecular beam time of flight and
detection of metastable products

Total cross section determined using high 
resolution electron beam and detection of 
metastable products

Total cross section determined using high 
resolution electron beam and detection of 
metastable products

Total cross section determined from
molecular beam time of flight and
detection of metastable products

Total cross section determined from
molecular beam time of flight and
detection of metastable products

Wells et al (1973) deduced the cross sections for CO(a37r) and COm from time of 

flight spectra recorded over a range of incident electron energies from threshold to 

50eV. The excitation function for the metastable beam was determined for two time 

of flight windows, 50-70/xs and 2 0 0 - 3 5 0 m s . The first window is expected to contain 

contributions of both CO(a37r) and COm while at the longer flight time only CO(a37r) 

was expected to contribute to the signal since essentially all of the COm decays in­

flight. The difference is then expected to be the production cross section of COm, 

figure 5.8.

The lifetime determinations in table 5.8 show that the lifetime of the observed 

metastable beam decreases for incident electron energies >  lOeV, that is above the 

threshold for production of the COm state, and remains approximately constant for 

incident electron energies between 25eV and 45eV. This may be understood
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qualitatively from the cross sections of Wells et al. At incident electron energies 

>25eV the ratio of cross section for production o f CO(a37r) to that of COm is 

approximately constant. The lifetime of the metastable beam containing contributions 

from both of these states will therefore be approximately constant.

to
com
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ELECTRON BEAM ENERGY (eV)
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Figure 5.8 Cross sections for the production of the metastable states of 

carbon monoxide (Wells et al 1973).

The lifetime determined using the value for ’g ’ of 4.45 rises for the 50eV spectrum 

while no such rise is observed when using the value for ’g ’ of 4.28. Different values 

of ’g’ serve only to scale the value of the lifetime obtained and should not result in 

a difference in the trend of the lifetime with incident electron energy. Thus the rise 

is spurious and should be neglected. The spectra for incident electron energies 

>40/xs are less reliable since the dissociation of carbon monoxide results in a 

distinct 0 (5S) contribution to the spectrum, figure 5.9, and a reduction in the 

metastable carbon monoxide molecules reaching the detector.
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Figure 5.9 Time of flight spectrum of metastable carbon monoxide at an 

incident electron energy of 50eV.

iii) Conclusion

Although the proportion of each metastable state in the beam could not be 

determined, this study established that the tantalum surface detector was efficient 

in detecting both CO(a3?r) of excitation energy 6.01eV and COm of excitation energy 

~  lOeV.

c) Excitation of Nitric Oxide

A metastable state of nitric oxide, NO(a47r) of excitation energy 4.7eV and lifetime 

0.16s has been reported (Nicholls 1964). This is a convenient metastable state to test 

the detection threshold of the tantalum surface detector. The tantalum surface has 

a nominal work function of 4.1eV, however adsorbates on the surface are expected 

to result in a detection efficiency higher than this. No signal was observed at 

incident electron energies of 6eV, 8eV, lOeV or 25eV. The detection threshold of the 

tantalum surface detector must therefore be >4.7eV.
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5.3.3 Summary

Direct electron impact excitation studies have established that the tantalum surface 

detector has a detection threshold of between 4.7eV and 6.0eV. The surface is 

efficient in detecting both the low lying N2(A3Z+U) and CO(a37r) metastable states. 

The tantalum surface was therefore a suitable detector for the study of dissociative 

excitation of N2(A3Z+U) from nitrous oxide, chapter six, and CO(a37r) from both 

carbonyl sulphide and carbon dioxide, chapter seven.

5.4 The Ceramic Channel Electron Multiplier

As discussed in chapter two, the detection threshold of a detector depends largely on 

the material from which it is constructed. The glass channel electron multiplier has 

a detection threshold of between 6.17eV and 8.55eV (section 5.2). Ceramic channel 

electron multipliers are now also commercially available. Since the detection 

threshold and efficiency of these to metastable species have not been determined, a 

ceramic channel electron multiplier was installed in the apparatus. It was hoped that 

this channel electron multiplier would have a detection threshold such that it could 

be used to isolate the N2(E3£ +U) metastable state of excitation energy 11.87eV from 

the N2(A3S +g) and N^a1̂ )  states.

5.4.1 Description of the Ceramic Channel Electron Multiplier

The Murata EMW6081B ceramic channel electron multiplier was an open ended 

hollow ceramic tube with a conical mouth of 10mm diameter. The multiplier was 

mounted on a ceramic sheet of dimensions 100 x 25mm and was therefore easily 

mounted directly onto a modified optical bench.
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CERAMIC CHANNEL ELECTRON MULTIPLIER

3 k V 15V

7M L7L8

□PTICAL BENCH
2 0V2 0 V

Figure 5.10 Schematic diagram of the ceramic channel electron multiplier 

mounted on an optical bench. Potentials applied to each of the connections 

of the multiplier are shown and typical potentials applied to the lens 

elements of the flight tube are indicated.

The multiplier had three connections, the mouth, the tail and the collector. A 3kV 

supply was connected across the mouth and the collector. The resistance of the 

ceramic channel electron multiplier was considered to be comparable to that of the 

glass multiplier, — 109ft. Therefore a 220kn resistor was connected between the 

collector and the tail and a chain of total resistance 7000kfi between the tail and the 

mouth to divide the 3kV giving a 100V potential difference between the collector and 

tail and 2900V between the tail and mouth, figure 5.10.

The flight tube consisted of two lens elements. The lens element L7, was maintained 

at bias potential to prevent electrostatic field penetration. The lens element L8 was 

operated at a negative potential to prevent scattered electrons from the interaction 

region reaching the detector. The path length from the interaction region to the 

detector was 8.0cm.
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The detection threshold of the ceramic channel electron multiplier was determined 

by observing the direct electron impact excitation of metastable states of several 

gases; helium, nitrogen and carbon monoxide.

a) Helium

A helium spectrum was recorded to confirm that the ceramic channel electron 

multiplier detected metastable species with an efficiency comparable to the glass 

channel electron multiplier.

The time of flight spectrum recorded at an incident electron energy of 25eV is shown 

in figure 5.11a. At this incident energy, the proportions of He(21S) and He(23S) in 

the metastable beam are 43% and 57% respectively (Berrington et al 1985). The 

lifetime of the He(21S) state > 0.02s (Pearl 1970, Drake et al 1969, van Dyck et al 

1970) while the He(23S) state lives for many thousands of seconds (e.g. Griem 1969). 

The lifetime of the metastable beam will therefore be much longer than the flight 

time in this work, 50jus. In flight decay is consequently negligible.

b) Molecular Nitrogen

No signal was observed for direct electron impact excitation of molecular nitrogen 

at incident electron energies <8eV. This indicated that the ceramic channel electron 

multiplier was not capable of detecting N2(A3S +U) molecules of excitation energy 

6.17eV.
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Figure 5.11a Time of flight spectrum for metastable helium at an incident 

electron energy of 25eV using the ceramic electron multiplier. The fit 

assumes a lifetime of 0.06s, giving g=4.98.
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Figure 5.11b Time of flight spectrum for metastable nitrogen at an incident 

electron energy of lOeV using the ceramic electron multiplier. The fit shown 

is for g=4.8 and lifetime 840 ps.
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Figure 5.11c Time of flight spectrum for metastable carbon monoxide at 

an incident electron energy of 15eV using the ceramic electron multiplier.

The fit shown is for g=4.8 and lifetime 106ps.

A time of flight spectrum was recorded for molecular nitrogen at an incident electron 

energy of lOeV, figure 5.11b. The statistics in this spectrum are poor since the count 

rate. was very low. The spectrum was nevertheless compared with the modified 

Maxwellian distribution. The best fit obtained by varying both the parameter ’g’ and 

the lifetime of the metastable beam gave a value of ’g’ of 4.8 and a lifetime of 

840jtis. This value of ’g’ is reasonable since a value of 4.94 was determined for ’g’ 

during the calibration of the tantalum surface detector, section 5.3. The lifetime is 

longer than expected for a metastable beam consisting only of N2(a17rg) molecules of 

lifetime 115/xs. Since the lifetime of the N2(A3S +U) state is 1.4s, it is suggested that 

the metastable beam contains a contribution from higher lying vibrational levels of 

the N2(A3S +u) state. That such vibrational levels were not observed at incident 

electron energies <8eV may be due to a lower production cross section for these 

levels by direct excitation than by cascade from higher lying states such as N2(B3IIg) 

and N2(C3n u).
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A time of flight spectrum was also recorded at an incident electron energy of 25eV. 

The best fit to this spectrum also resulted in a value of ’g’ of 4.8 and a lifetime of 

164/zs. This is consistent with predominantly the NjCaVg) state being detected.

c) Carbon Monoxide

No signal was observed in the direct electron impact excitation of carbon monoxide 

at incident electron energies < lOeV. A time of flight spectrum was recorded at an 

incident electron energy of 15eV, figure 5.11c. The signal was very low suggesting 

that only the lOeV state was detected. The best fit to this spectrum gave a lifetime 

of 106/xs and a value of ’g ’ of 4.8. Since the lifetime of the COm state is reported to 

be 0.1ms while that of the CO(a37r) state is >  1ms, it may be concluded that the only 

state detected is COm.

5.4.3 Conclusions

The ceramic channel electron multiplier detected metastable helium atoms with an 

efficiency comparable to that of the glass channel electron multiplier. It was also 

capable of detecting NjfaVg) and COm metastable species and was possibly able to 

detect higher lying vibrational states of the N2(A3E+U) state, but not with a high 

efficiency. The multiplier did not detect CO(a37r) metastable states of excitation 

energy 6.0 leV. The detection threshold of the ceramic channel electron multiplier 

therefore lies in the range 7 - 8eV.
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5.5 A Xenon Detector

All the detectors described previously will detect all species incident on the detector 

which have an excitation energy greater than the detection threshold of the surface. 

When only one of the metastable species produced in the interaction region has an 

excitation energy greater than the detection threshold, the detector may be operated 

as a selective detector as in the detection of 0 (5S) from carbon monoxide, carbon 

dioxide and carbonyl sulphide (chapter seven).

Selection of a specific metastable state may be achieved using the formation of an 

excimer on a surface (chapter two, section 2.4). Such a detection mechanism was of 

interest since 0 ( !S) fragments are produced in addition to 0 (5S) fragments in the 

dissociation of the molecules studied in this work. Metastable 0(*S) atoms of 

excitation energy 4.17eV are not detectable by Auger processes at transition metal 

surfaces. They may be detected, however, by Auger emission from a metal oxide 

surface of work function less than 4eV, but 0 (5S) atoms and other collision products 

would also be detected. A method of detecting such metastable species selectively 

using XeO* formation was therefore investigated.

5.5.1 Review of Detection of 0 ( !S) at a Xenon Surface

Kiefl et al (1983) have reported the use of a xenon surface to detect 0(*S) atoms. 

The 0 ( !S) atoms undergo elastic collisions with loosely bound xenon atoms as they 

approach the surface, losing their excitation energy to the XeO molecule formed. The 

excimer fluoresces with the emission of radiation of wavelength between 500nm and 

600nm.

The 0 ( !S) atomic beam was prepared by electron impact dissociation of a beam of 

molecular oxygen in a differentially pumped system. To allow time of flight 

spectroscopy of the products the electron beam was pulsed. Unwanted collision 

products such as ions were removed from the beam by the application of high
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potential quenching fields. The excited atomic oxygen beam, which contained a 

mixture of metastable species and Rydberg atoms, was then allowed to impinge on 

the xenon surface.

The xenon surface was prepared on a liquid nitrogen cooled cold finger. Xenon was 

allowed to effuse from a multichannel slit and condensed onto this cold finger. The 

pressure of xenon at the surface was determined by Kiefl et al to be 3 x KT*mb (2.3 

x lO^torr). Since the sublimation pressure of xenon is 3.8 x lO^torr at a temperature 

of 70. IK (Leming and Pollack 1970), in the experiment of Kiefl et al, a temperature 

< 70K was required for the xenon to condense onto the surface. Therefore the liquid 

nitrogen in the trap was pumped to a reduced pressure of 250-300mb (190-230torr) 

to lower the temperature of the cold finger to below the condensation temperature 

of nitrogen (77K).

The emission from the surface was filtered by a cyan and a yellow edge filter before 

being detected by a photomultiplier. The signal from the photomultiplier was 

monitored by a multichannel analyser to obtain a time of flight spectrum for the 

metastable species.

The time of flight spectrum obtained for metastable 0 ( 1S) atoms, figure 5.12a, shows 

a fast peak, arrival time — 3 5 m s , and a slow peak, arrival time — 5 3 m s . The mean 

kinetic energy of these fragments was measured as 3.1eV, and ranged between 1.6eV 

and 12eV. The kinetic energy distribution indicates that the 0 ( 1S) fragments are 

produced from a purely repulsive potential energy curve (chapter one, section 1.6).

Kiefl et al state that no other species can be responsible for the observed spectrum. 

Excited oxygen molecules will have thermal kinetic energies, far below the mean 

3.1eV kinetic energy determined for the fragments. Metastable 0 ( !D) atoms lie at 

1.96eV above the ground state and would be expected to produce photons in the 

region of >600nm. Light of this wavelength was prevented form reaching the 

detector by the edge filters in front of the photomultiplier. Metastable 0 (5S) atoms 

were detected simultaneously by collecting the in-flight decay light (Nowak et al 

1978). The time of flight spectra for 0 ( !S) and 0 (5S) atoms were found to be
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Figure 5.12a Time of flight spectrum of O^S) metastable atoms produced 

in electron impact dissociation of molecular oxygen (Kiefl et al 1983).
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separated in time, figure 5.12b, and therefore 0 (5S) atoms could not contribute to 

the original time of flight spectrum. By varying the electrostatic quenching fields, 

Kiefl et al established that < 5 % of the observed signal was due to Rydberg atoms.

5.5.2 Description and Testing of the Xenon Detector

The liquid nitrogen cold finger used in this work was a solid copper cylinder of 

25mm diameter cut at one end to provide a smooth flat surface of area 25 x 30mm, 

figure 5.13a. The cold finger was bolted onto a copper flange soldered onto the base 

of a stainless steel liquid nitrogen trap. Good thermal contact between the cold finger 

and the copper flange was ensured by sandwiching an indium disc between them.

The gas to be condensed onto the surface was introduced into the vacuum chamber 

by a second gas inlet system. Outside the vacuum chamber this gas line was identical 

to that used for the target gas beam (chapter three, section 3.2). Inside the vacuum 

chamber a copper tube of V  outer diameter directed the gas onto the detecting 

surface of the cold finger. The gas line was isolated from the cold finger and the 

liquid nitrogen trap by PTFE spacers. The end of the copper tube was bent and cut 

at an angle to direct the gas onto the surface.

a) Carbon Dioxide

The cold finger was tested initially by condensing carbon dioxide onto the surface. 

Carbon dioxide has a sublimation temperature of 195K at atmospheric pressure. 

Since this temperature is well above the boiling point of nitrogen 77K it was 

expected that carbon dioxide would condense onto the cold finger even under reduced 

pressure in the vacuum chamber.

A layer of solid carbon dioxide rapidly formed on the surface. Eventually sufficient 

carbon dioxide condensed to form a continuous layer between the cold finger and the 

end of the gas line.
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F igure 5.13 Cold finger used in this work, a) schematic diagram and b) 

incorporation o f the multiaperture array.

b) Xenon

When xenon was directed onto the cold finger no condensation was observed. The 

pressure of the xenon at the surface of the cold finger was calculated to be 6 x 

10'5torr, the temperature necessary for condensation at this pressure would be <70K  

(Leming and Pollack 1970).
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To increase the pressure of xenon at the surface the cold finger was adapted to 

include a multiaperture array, figure 5.13b. Although good thermal contact between 

the cold finger and the array was sought by including an indium seal between them, 

the array did not cool to the same temperature as the cold finger.

5.6 Summary

Two metastable detectors were used in this work, a channel electron multiplier was 

used to detect selectively metastable species of excitation energy >8eV while a 

tantalum surface detector was developed to detect lower-lying species. Calibration 

of the tantalum surface detector by studies of direct electron impact excitation of 

molecular nitrogen and carbon monoxide showed that the detection threshold was 

<6.0eV. The good detection efficiency to the metastable species CO(a37r) and 

N2(A3S +u) suggests that the detection threshold may be as low as ~5eV .

A ceramic channel electron multiplier was installed and the detection threshold 

estimated to be ~7eV . A state selective detector designed to detect O^S) metastable 

atoms was investigated. The detection mechanism used was the detection of 

fluorescence from the XeO excimer formed when O^S) atoms were incident on a 

solid xenon surface. The development of the xenon surface detector ceased due to the 

problems encountered in producing a layer of solid xenon on the cold finger.
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Dissociative Excitation of N2(A3 E +u) and N2(a! rcg) from Nitrous Oxide

I  pass with relief from the tossing sea o f Cause and Theory to 

the firm ground o f Result and Fact.
W S Churchill (The Story o f the Malakand Field Force)

6.1 Introduction

Nitrous oxide is present in the upper atmosphere in significant quantities (Prinn et 

al 1983) and is one of the greenhouse gases responsible for radiation trapping in the 

atmosphere. Tropospheric nitrous oxide is the principal source of the family of 

stratospheric nitrogen oxides, NOx. The reaction between nitrous oxide and ground 

state atomic oxygen, 0 (3P), is endothermic but the reaction with atomic oxygen in 

the metastable state, 0 ( !D), is exothermic and proceeds rapidly. This reaction is the 

major source of nitric oxide,

0 ( lD) + N20  - 2  NO

The nitric oxide is subsequently oxidised to one of the nitrogen oxides NOx which are 

responsible for destruction of much of the atmospheric ozone.

The major natural source of nitrous oxide is the oxidation of ammonia produced by 

denitrifying bacteria in the oceans and in the soil. In addition to these, the 

combustion of fossil fuels and the use of fertilisers are increasingly important sources 

(Cox and Derwent 1981). Nitrous oxide is also formed in collisions between 

metastable nitrogen molecules and molecular oxygen,

N2(A 3X +u) + o 2 -  n 2o  + O



197

Again, this reaction is endothermic for molecular nitrogen in the ground state, 

N2(X1S +g), and proceeds very slowly, while for metastable N2(A3Z+U) the reaction 

is exothermic and occurs rapidly.

In addition to these processes, the reactions of nitrous oxide are significant in lasers 

such as the nitrous oxide laser (Fox and Reid 1985), an important radiation source 

in medical applications. The presence of long lived excited species, N2* and O*, in 

the electron induced nitrous oxide discharge must be included in theoretical models 

developed to describe such systems, as has been the case for the more well known 

carbon monoxide and carbon dioxide lasers (Little and Browne 1988, 1989).

In electron impact dissociation of nitrous oxide, several atomic or molecular 

metastable species may be excited, depending on the energy of the incident electron, 

E. For example;

+ 0 (3P)

e E - tE 2  +  *  ° ( 3 p )

eE ♦ N20  -  eE_hE3 * N2( ,X 'r s) ♦ Of D)

+  +  <KlS)

e E - i E 5 +  N 2( x i r g)  *  o e s )

In each case the metastable state detected in this work is underlined. Table 6.1 lists 

the low lying excited states of molecular nitrogen discussed in this chapter together 

with the excitation energy of each state. The lifetimes of the metastable states of 

molecular nitrogen were discussed in chapter five. The potential energy levels in 

molecular nitrogen are shown in figure 6.1.
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Table 6.1 Low lying excited states o f molecular nitrogen

Metastable Energy Metastable Energy
State /eV State /eV

ground
n 2(b '3itu)n 2(x ‘e %) state 8.2

n 2(a 3z +u) 6.17 N2(a‘»rg) 8.55

N2(W3Au) 7.2 N2(C3nu) 11.0

N2(B3ng) 7.3 N2(E3S+g) 12.2

6.2 Review of Dissociation of Nitrous Oxide

6.2.1 Introduction

Previous work on the dissociation of nitrous oxide has been reported by Freund and 

Klemperer (1967), Clampitt and Newton (1969), Gilpin and Welge (1971), McEwan 

et al (1974), Allcock and McConkey (1978) and Mason and Newell (1989). These 

experiments have concentrated on a determination of the kinetic energy distribution 

of the fragments produced and yet in some cases have failed to determine the precise 

nature of the fragments. A consequence of this failure is that the corrections 

necessary to compensate for the radiative lifetimes cannot be made (Mason 1990).

The effect of the finite lifetime of the metastable fragments is to reduce artificially 

the number of low kinetic energy fragments reaching the detector, thus distorting the 

time of flight spectrum. The lifetime of the product metastable beam as observed at 

the detector and recorded in the time of flight spectrum depends on the lifetime of 

each state, the production cross section of each and the detection efficiency to each. 

These effects (chapter four) must be taken into account if the time of flight spectra 

are to be correctly interpreted.
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Allcock and McConkey used the time of flight method to study several of the 

electron impact dissociation channels of nitrous oxide. The detector used was a 

Cu-Be photomultiplier tube with the glass envelope removed. This detector had a 

work function less than 6eV and would therefore have been efficient in detecting the 

N2(A3S +u) metastable state which lies at 6.17eV above the ground state.

The path length between the interaction region and the detector was 0.431m resulting 

in a mean arrival time of ~  200/is. Consequently Allcock and McConkey would have 

detected very little of the NjfaVg) state since the lifetime of this state is 115/xs and 

more than 80% would be expected to decay before reaching the detector (Corr et al 

1987). Allcock and McConkey have agreed with this proposal and suggested that the 

long tail observed in the photon flux from the electron pulse was due to the in-flight 

decay of N2(a17rg). The kinetic energy distribution would not be expected to be 

distorted due to the decay of the N2(A3E+U) state since the lifetime is 1.4s. The peak 

fragment kinetic energy of the N2* metastable fragments deduced from the time of 

flight spectra was 0.27eV.

Thresholds for the production of the metastable states of interest and of other excited 

states are summarised in table 6.2. Processes involving the production of Rydberg 

states and ions are not included. The thresholds were calculated from the excitation 

energies of the product states (Gilmore 1965, Herzberg 1966) and the dissociation 

energy of the ground state of nitrous oxide, 1.73eV. Possible symmetries and 

multiplicities of the parent molecular state for each dissociation channel are included 

in the table.
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Table 6.2 Thresholds for the production of metastable fragments in the dissociation

of nitrous oxide (Allcock and McConkey 1978).

Dissociation Channel Calculated
Threshold
/eV

Measured
Threshold
/eV

Possible
Parent
Symmetry

Possible
Parent
Multi­
plicity

Nj(A3S +u) +  0 (3P) 7.88 7.9 n 1 ,3

N2(B3ng) +  0 (3P) 8.98 8.9 n, s+ 1 ,3

N2(A3Z+u) +  O('D) 9.84 n, z+ 3

n 2(b,3e-u) + o (3P) 9.88 9.8 n, z+ 1, 3

N2(aVg) +  0 (3P) 10.28 n, z+ 3

N2(CX) + o(‘s) 16.83 16.6 n 3

Allcock and McConkey note that the N2(B3IIg) state is not metastable and quickly 

radiates into the N2(A3Z+U) metastable state (McEwan et al 1974). Similarly the 

N2(B/3E~U) and N2(C3EIU) states cascade into the N2(B3IIg) state and hence to the 

N2(A3Z+u) state.

Mason and Newell also studied the dissociation of nitrous oxide by recording several 

time of flight spectra over the incident electron energy range lleV  to 50eV. The 

detector used was a bare channel electron multiplier of work function — 8eV which 

was capable of detecting the NjCaV ) state which lies at 8.55eV above the ground 

state, but which would not have detected the N2(A3Z+U) state lying at 6.17eV.

They measured the threshold for the production of metastable N2(a!jr ) to be 10.3eV, 

and the threshold for production of 0 (5S) metastable atoms to be ~29eV. This 

threshold is high since the process responsible for the formation of the 0 (5S) state 

also results in the formation of the N2+(B2S +U) ion. Allcock and McConkey predicted 

that the parent molecular state involved is a 4Z' state and measured the threshold to 

be 29.1 ± leV compared to the calculated value of 29.52eV.
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Mason and Newell converted the time of flight spectra to kinetic energy spectra for 

both the N2(aI7rg) and 0 (5S) metastable fragments. The kinetic energy distribution 

of the nitrogen fragments peaked at 0.125eV when using a flight path of 14.5cm and 

at 0.114eV when using a flight path of 5.5cm. The difference is due to the in-flight 

decay of the metastable nitrogen fragments. The slower fragments produced in the 

interaction region are more likely to decay in-flight than the faster fragments, 

resulting in the depletion of the low energy tail of the time of flight spectrum, and 

hence an increase in the peak kinetic energy. If the lifetime of the metastable state 

is known, the time of flight spectrum may be corrected for such in-flight decay.

The kinetic energy spectrum for the atomic oxygen fragments was found to peak at 

4.5eV and did not vary with the path length used. The kinetic energy distributions 

showed that the N ^ jt ) fragments were produced from the repulsive part of a bound 

potential energy curve while the 0 (5S) fragments were produced from a purely 

repulsive potential energy state (chapter one).

Freund and Klemperer observed the production of N2* metastable fragments from the 

dissociation of nitrous oxide by translational spectroscopy using a warm tantalum 

surface detector, work function — 5eV. Since the flight path was 72cm, most of the 

product N2(a!7rg) metastable fragments produced decayed before being detected. The 

time of flight spectra were replotted by Freund and Klemperer as velocity 

distributions. In this work, these have been converted to kinetic energy distributions 

and the mean fragment kinetic energy found to be 0 .15eV.

Clampitt and Newton studied the metastable products of dissociative excitation by 

time of flight spectroscopy and detected the fragments by Auger ejection from a bare 

photomultiplier tube. The threshold for production of metastable molecules was 

measured as 10.5 ± 0.3eV, suggesting the production of N^aVg) and 0 (3P). They 

converted the time of flight spectra to kinetic energy distributions and found the 

mean kinetic energy of the nitrogen fragments to be 0.20 ± 0.03eV. They also 

concluded that the N2(A3E+U) state was populated by cascade from the N2(B'3Z~U) 

state, although their measured threshold for the production of metastable products 

suggests that they did not detect N2(A3E+U).
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6.2.3 Photodissociation

There have been several studies of the photodissociation of nitrous oxide (e.g. Young 

et al 1968, 1969, Gilpin and Welge 1971). In the experiment of Gilpin and Welge, 

the N2(A3Z+u) state was detected at a caesium surface. They observed that the 

N2(aVg) state was not produced in significant quantities by the flash lamp since the 

wavelength range of the lamp, 105-144nm, was not low enough. However since the 

detector was located 46cm from the interaction region, resulting in a flight time of 

250^s for the metastable nitrogen molecules, little of any N^aV ) produced would 

be expected to reach the detector.

McEwan et al (1974) used photon absorption at wavelengths <125.6nm (>9.87eV) 

to study the photodissociation of nitrous oxide. The production of N2(B3Hg) and 

0 (3P) was studied by monitoring the radiative decay of the N2(B3ng) state to the 

N2(A3E+u) state. The measured dissociation threshold for this channel was in 

agreement with the calculated value of 8.98eV.

6.3 Present Results

6.3.1 Introduction

In the present work, the tantalum surface detector was calibrated by studying the 

production of metastable states of molecular nitrogen by direct electron impact 

excitation (see chapter five). These studies demonstrated that the tantalum surface 

detector detected both the N2(A3E+U) and N^aVg) states with good efficiency.

The tantalum surface detector was then used to investigate the electron impact 

dissociation of nitrous oxide. The purpose of this study was to observe 

simultaneously both the N2(A3Z+U) and N^aV ) states produced in dissociative 

excitation, and thereby determine the relative cross sections for the production of 

each state in the dissociation process.
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Time of flight spectra of the metastable dissociation products were recorded for 

incident electron energies in the range 13eV to 60eV. From these, kinetic energy 

distributions for the metastable nitrogen molecules were determined. The nature of 

the parent molecular potential energy state was then deduced from the kinetic energy 

distribution.

6.3.2 Time of Flight Spectra

The time of flight spectra for the dissociation products from nitrous oxide are shown 

in figure 6.2. At incident electron energies of 13eV and 20eV there is a single peak, 

peak (1), having a mean arrival time — 36/xs. There is a distinct peak, peak (2), on 

the short flight time side of peak (1) at an incident electron energy of 30eV. This 

signal emerges as a peak of mean arrival time ~  12/xs at an incident electron energy 

of 40eV. At incident energies above 40eV, peak (2) dominates the spectrum. The fast 

peak is due to metastable 0 (5S) atoms and the second, slower, peak is due to the 

metastable states of molecular nitrogen.

Long data collection periods, typically 50 hours, gave good statistics in the peaks, 

but because of the t3 dependence (chapter four) small statistical fluctuations at long 

flight times give rise to large variations in the low kinetic energy part of the energy 

distribution. To reduce the error due to the statistical fluctuations in the tail of the 

metastable peak, a constant background was deduced from the long flight time part 

of the time of flight spectrum where no metastable molecules reach the detector and 

this constant background subtracted from the data. The uncertainty in the position 

of the kinetic energy peak of typically 10%.
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Figure 6.2 Time of flight spectra of fragments from the dissociation of 

nitrous oxide for incident electron energies of 13eV to 60eV.
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A point by point conversion of the time of flight to a kinetic energy distribution was 

made for the region of the time of flight spectrum in which only metastable nitrogen 

molecules contributed to the signal.

The kinetic energy distributions obtained for the nitrogen peak are shown in figure 

6.3. The energy at which each distribution peaks and the half height energy are given 

in table 6.3.

Table 6.3 Positions and half heights of the peaks in the 

kinetic energy distributions of the metastable nitrogen 

fragments produced in dissociation of nitrous oxide.

Incident Peak Half
Electron Kinetic Height
Energy Energy Energy
/eV /eV /eV

± 0.016 ± 0.016

13 0.130 0.649

15 0.146 0.698

20 0.162 0.682

25 0.195 0.746

30 0.244 0.731

40 0.292 0.779

50 0.292 0.747

60 0.292 1.039
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Figure 6.3 Kinetic energy distributions for the metastable nitrogen 

fragments deduced from the time of flight spectra shown in figure 6.2.
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As the incident electron energy increases, the mean fragment kinetic energy 

increases and the distribution broadens. The increase of the mean kinetic energy in 

the first five eV above threshold occurs as the Franck-Condon overlap region is 

exceeded. The broadening at higher energies is due to an increased number of 

dissociation processes contributing to the metastable nitrogen flux by cascade from 

higher lying excited states.

Previous work on the dissociation of nitrous oxide by electron impact was reviewed 

in section 6.2.2. Freund and Klemperer detected mainly the N2(A3Z+U) state since 

— 95% of the N2(a17rg) state produced in the collision would have decayed before 

reaching the detector which was placed 72cm from the interaction region. Clampitt 

and Newton measured a threshold of 10.5eV for the production of metastable 

nitrogen molecules indicating the state detected was the N2(a!irg) state. Mason and 

Newell observed only the N^a1̂ )  state since they used a bare channel electron 

multiplier, work function — 8eV. Allcock and McConkey used a photomultiplier tube 

as a metastable detector placed 41cm from the interaction region. Since most of the 

N2(aV ) state would have decayed before reaching the detector, their observed 

kinetic energy spectrum was due to the N2(A3S +U) state only.

The 12eV and 75eV spectra of Allcock and McConkey are reproduced in figure 6.4a. 

This data agrees well with the kinetic energy distributions from this work, the 

present 60eV kinetic energy spectrum peaks at 0.292 ± 0.016eV whereas the 75eV 

spectrum of Allcock and McConkey peaks at 0.27eV but is not as broad. Such a 

difference could be due the presence of the N^a1̂ )  state in the present work but 

which was absent in the work of Allcock and McConkey. The 12eV and 13eV spectra 

are, however, in excellent agreement.

Figure 6.4b shows the kinetic energy spectra for an incident electron energy of 20eV 

from the work of Mason and Newell. The peak in this distribution occurs at 0.125 

± 0.009eV compared with a peak of 0.162 ± 0.016eV in the present work. This 

substantial difference is due to the different processes being observed. Mason and 

Newell selectively detected only the N^aVg) metastable state while in this work a 

mixture of both the N2(A3E+U) and the N^a1̂ )  states was detected.
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Figure 6.4b Kinetic energy distribution, of the metastable nitrogen 

fragments determined by Mason and Newell at an incident electron energy 

of 20eV.
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The good agreement between the results presented here and those of Allcock and 

McConkey provides evidence that the dissociative excitation cross section for 

production of N2(A3S +U) from N20  is greater than that for the production of N^aV ) 

from N20 . This was supported by the study of direct electron impact excitation of 

molecular nitrogen (chapter five) which demonstrated that the tantalum surface 

detector was preferentially sensitive to the N2(aVg) metastable state.

The steady broadening of the kinetic energy distribution between threshold and 60eV 

indicates additional processes contributing to the observed metastable molecular 

nitrogen flux. It has previously been confirmed that cascade contributions to the 

N2(aVg) state are small (Mason and Newell 1987b, 1989). Therefore in this case the 

broadening must be due to cascade to the N2(A3E+U) state. It has been demonstrated 

by studies of photodissociation of nitrous oxide (McEwan et al 1974) that substantial 

cascade occurs from both the N2(B3ng) and N2(C3nu) states. It is therefore necessary

to consider the following processes in dissociative excitation:

w2(a X ) + oCf)
e- + N20  -  N2(B3U e) + 0 (3P) -  N2(A3E*„) + 0 (3P)

n 2(c 3n„) + o { 3P) -  n 2{a 3t,*u) * o ( 3P)

Such two step processes are not unusual in dissociative excitation as recent studies 

of dissociative excitation in molecular oxygen have revealed that the 0 (5S) 

metastable fragment is produced predominantly by cascade from 0 (5P) (Mason and 

Newell 1990a).
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Partial potential energy curves for the repulsive part of the bound state cannot be 

constructed from the kinetic energy spectra determined in the present work because 

of this significant cascade contribution. Such partial potential energy curves have 

been deduced for fragments from diatomic molecules such as 0 2 (Borst and Zipf 

1971b, Freund 1971a) in which the potential of the ground state is well established. 

To apply the same technique to a triatomic molecule requires knowledge of the 

ground state potential surface and extension of two dimensional arguments to a three 

dimensional problem. However, earlier calculations of the potential energy levels of 

the lowest excited electronic states of nitrous oxide may be reconsidered in the light 

of the present results.

Semi-empirical calculation of potential energy curves for the lower lying states of 

nitrous oxide are reproduced in figure 6.5 (Chutjian and Segal 1972). Chutjian and 

Segal predict that excitation to three different molecular states results in the 

production of N2(A3Z+U);

1. The bound h^O^Z') state,

2. The unbound N20 (2 1EI) state,

3. The unbound N20(23II) state.

The results of this work indicate that the excited molecular nitrogen fragments 

originate from the repulsive part of a bound potential energy state since a finite 

number of metastable fragments are produced with zero kinetic energy, Therefore 

the production cross section of N2(A3Z+U) via the unbound curves, N20 (2 1H) and 

N20(23H), must be low.

The prediction of the parent molecular state NjO^Z) being responsible for the 

production of the N2(A3Z+U) state does not agree with the deduction of Allcock and 

McConkey that the possible symmetries of the parent molecular state are II or E+, 

while the potential energy states of Chutjian and Segal do not show any bound II or
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Z+ states of nitrous oxide which would dissociate producing N2(A3E+U). However 

N2(B3Hg) is said to be produced from the parent molecular states N20 (3A) and 

N20 (3S +) and it is well known that N2(B3IIg) decays radiatively to N2(A3S +U) 

(McEwan et al 1974). Such a process would have a threshold of 9.06eV, higher than 

that of 7.9eV measured by Allcock and McConkey, however the bound potential 

energy curves N20 (3 A) and N20 (3Z+) intersect the unbound curve N20(23H), allowing 

predissociation. The kinetic energy distributions of the fragments obtained in the 

present work are not characteristic of fragments produced by predissociation (chapter 

one). It is therefore more probable that the N2(A3E+U) fragments originate from 

N20 (3 A) or N20 (3S +) and are produced predominantly by cascade from the N2(B3Hg) 

state. No calculations of the electronic state of N20  yielding N^C3!^), 0 (3P) or 

0 (5S) fragments are available.

6.4 Summary

Knowledge of the properties of the tantalum surface detector allowed a new 

investigation of the electron impact dissociation of N20  to be performed in which 

both the N2(A3z +u) and NjCaV ) states were observed simultaneously. Comparison 

of the results obtained in the present work with previous experiments leads to the 

conclusion that the production of the N2(A3Z+U) state dominates in the dissociation 

process. The metastable nitrogen fragments are produced from the repulsive part of 

a bound molecular potential energy curve. There are three possible parent states, 

N20 (1Z‘), N20 (3S+) or N20 (3A). There is also evidence that several competing 

dissociative channels populate the N2(A3E+U) state by cascade at the higher energies.
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Dissociative Excitation of CO(a37u) and 0 (5S) from Carbonyl 

Sulphide, Carbon Dioxide and Carbon Monoxide

Not wrung from speculation and subtleties but from common 

sense and observation

Thomas Browne (Religio Medici) 1643

7.1 Introduction

In this chapter, the electron impact dissociation of carbonyl sulphide is discussed and 

compared with the dissociation of carbon dioxide and carbon monoxide. Carbonyl 

sulphide, carbon dioxide and carbon monoxide are all important molecules in 

planetary atmospheres.

7.1.1 Carbonyl Sulphide

Carbonyl sulphide is one of the most abundant sulphur bearing compounds in the 

terrestrial atmosphere and is found in the greatest concentrations in the troposphere 

(Crutzen 1976) and in the stratosphere (Inn et al 1979). The dissociation of carbonyl 

sulphide is an initial step in the formation of stratospheric sulphate aerosol particles 

(Crutzen 1976) which affect the earth’s radiation balance and climate. Like carbon 

dioxide, carbonyl sulphide contributes to the ’greenhouse effect’ in which far 

infrared radiation from the earth’s surface is trapped, resulting in heating of the 

atmosphere. Carbonyl sulphide is also present in significant quantities in the 

interstellar medium (Hollis and Ulich 1977) and transitions in carbonyl sulphide have 

been observed in the interstellar clouds Sgr B2 (OH) and W51 (Hollis and Ulich 

1977).
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The carbonyl sulphide concentration in the stratosphere is maintained by diffusion 

of carbonyl sulphide from the troposphere (Turco et al 1981 and references therein). 

The main source of tropospheric carbonyl sulphide is the reaction of carbon 

disulphide with hydroxyl radicals,

CS2 + OH -  OCS + SH

Sources of tropospheric carbon disulphide include anaerobic fermentation, emissions 

from the oceans and marshes and industrial processes such as manufacture of viscose 

rayon, brick making and fish meal processing.

Other sources of tropospheric carbonyl sulphide are fuel combustion, organic 

decomposition, agricultural burning, forest fires and emissions from blast furnaces, 

coke ovens and mills (Cox and Derwent 1981). As much as 50% of the atmospheric 

carbonyl sulphide may be due to anthropogenic processes (Turco et al 1980). A small 

contribution comes from volcanic activity.

The carbonyl sulphide produced during combustion of fossil fuels may be as much 

as 0.1% by volume of the gases produced (Turco et al 1980). Cleaning of gases 

before emission reduces this significantly. Catalytic converters in cars may 

occasionally produce large quantities of carbonyl sulphide and hydrogen sulphide. All 

the sulphur in petrol, although only —0.05% by weight, is released to the 

atmosphere.

The major atmospheric sink of carbonyl sulphide is its reaction with hydroxyl 

radicals,

OCS + OH -  C 02 + SH

in which the main greenhouse gas, carbon dioxide, is produced. Ultraviolet 

photodissociation of carbonyl sulphide above 20km is both a sink for carbonyl 

sulphide and a source of sulphur for stratospheric aerosols.
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In the terrestrial atmosphere, carbon dioxide is the major greenhouse gas. The 

sources of atmospheric carbon dioxide are processes occurring in the terrestrial 

biosphere such as combustion of fossil fuels, limestone burning, destruction of 

forests, plant respiration and oxidation of carbon monoxide. A small proportion of 

the terrestrial carbon dioxide also comes from metamorphism and volcanism (Cox 

and Derwent 1981). Sources of carbon monoxide are the oxidation of naturally 

occurring methane and natural and man-made hydrocarbons, industrial processes 

involving the incomplete combustion of wood, gas, coal and oil, forest fires and 

emissions from the oceans.

Carbon monoxide makes up —20% of the gases in cometary tails while carbon 

dioxide is a major constituent of the Martian and Venusian atmospheres. The 

Martian airglow spectrum recorded by Mariner 9 (Barth et al 1972) is dominated by 

the Cameron band system, CO(a37r - X1S +). Calculations by Fox and Dalgamo (1979) 

indicate that the upper state of this system is populated predominantly by 

dissociation of carbon dioxide by photons and photoelectrons. Another important 

feature of the Martian airglow is the Fourth Positive band system, CO(A1n  - X1S +) 

(Barth 1969). The calculations of Fox and Dalgamo show that the upper state of this 

band system is populated through photon and electron impact dissociation and by 

dissociative recombination. The calculated altitude profiles have already been 

presented in chapter one.

7.2 Review of Dissociation of Carbonyl Sulphide

In the dissociation of carbonyl sulphide several atomic or molecular metastable 

species may be excited, depending on the energy, E, of the incident electron. Some 

of these dissociative modes are described by the equations:
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CCKa3*) * Si3?) + eE_iE1
eE * OCS -  CS(X‘S) + 0£S) + eE_tE2

COCA'S) + S£S) + eE_iE}

in which the metastable fragment produced in each case is underlined.

7.2.1 Photodissociation

Previous work on the photodissociation of carbonyl sulphide is summarised in table 

7.1.

Table 7.1 Experimental and theoretical studies of photodissociation of carbonyl 
sulphide.

Reference

Ashfold et al 1979 

Black et al 1975

Wavelength 
Range /nm

111-170

Lee and Judge 1975 68.6-123.9

Lee and Chiang 1982 106-124

Strauss et al 1989 157

Ondrey et al 1983 157

Klemm et al 1975 >105

Rudolph and Inn 1981 200-300

Turco et al 1981 >270

Method

Review of photodissociation up to 1978

Experimental study of the quantum yield 
of S(JS) by observation of fluorescence

Experimental study of the CS yield by
observation of fluorescence

Experimental determinations of the cross 
sections for production of excited states

Experimental identification of the
electronic states of the S and CO

Experimental time of flight analysis of
atomic sulphur fragments

Experimental comparison of the yield of 
(CO + S) with that of (CS + O)

Experimental determination of the
quantum yield of CO

Calculation of dissociation rates
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There have been several studies of the electron scattering cross sections for electron 

impact on carbonyl sulphide. These are summarised in table 7.2.

Table 7.2 Experimental determinations of the cross sections for electron scattering 

from carbonyl sulphide.

Reference

Lynch et al 1979

Szmytkowski and 
Zubek 1978

Szmytkowski 1983

Szmytkowski et al 
1984

Szmytkowski et al 
1989

Led ere et al 1981

Sohn et al 1987

Energy 
Range /nm

0-100

0-8

0.4-30

0-22

40-100

5-17

0.3-5

Method

Calculation of the integral elastic 
scattering cross section

Experimental determination of absolute
total cross sections

Experimental determination of absolute
total cross sections

Experimental determination of absolute
total cross sections

Experimental determination of absolute
total cross sections

Experimental determination of energy and 
angular dependence of scattered molecules

Experimental determination of energy and 
angular dependence of scattered molecules

There has been only one study of electron impact dissociative excitation of fragments 

from carbonyl sulphide (van Brunt and Mumma 1975). Van Brunt and Mumma used 

time of flight spectroscopy to study the product metastable fragments which were 

detected by a tantalum surface at 20 °C, a brass surface at 20 °C and a tantalum 

surface heated to a temperature just below that at which thermionic emission occurs. 

The results for both room temperature detectors were the same, while the heated
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tantalum detector was very sensitive to CO(a37r) fragments. Their time of flight 

spectra reveals three distinct peaks, however they did not clearly identify the 

fragments responsible for each peak and consequently were not able to deduce the 

kinetic energy distributions. The new results obtained in this work will be compared 

with the results of van Brunt and Mumma and their conclusions re-examined 

following new data analysis.

7.3 Review of Dissociation of Carbon Dioxide

While the electron impact dissociation of carbonyl sulphide has not been extensively 

studied, there have been numerous investigations of the electron impact dissociation 

of carbon dioxide. These two molecules are expected to display similar dissociative 

features since they both contain a C = 0  bond.

7.3.1 Studies of the CO(a37i) Fragment

Freund and Klemperer (1967) studied the electron impact dissociation of carbon 

dioxide by the method of translational spectroscopy. They used incident electron 

energies of between 12 and 15eV and detected the metastable fragments produced at 

a heated tantalum surface. Their time of flight spectra indicate that only one 

metastable fragment was detected. The application of a magnetic field caused a 

deflection in the product metastable beam from which they deduced that the 

metastable fragment was polar and therefore was CO* and not C 02*. They proposed 

that the process occurring was

C02 +  e- -  C O ( a 3 i t )  +  0 (3P) +  e ' ( ! )

The efficiency of the detector was assumed to be 5 %, giving a cross section of 2 x 

10'16cm2, but Freund and Klemperer noted that this value was a sum over several 

dissociation channels and not the cross section for a single well defined process. A
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velocity distribution for the CO(a37r) fragment was deduced from the time of flight 

spectra and showed a peak velocity of lkms"1 for these fragments. Both the cross 

section and the peak velocity of the CO(a37r) fragments determined by Freund and 

Klemperer have subsequently been shown to be very high. The cross section 

measured by Freund and Klemperer probably includes cascade from higher lying 

states such as CO(A3Z+) and CO(d37r).

Clampitt and Newton (1969) also studied the production of CO(a37r) from the 

dissociation of carbon dioxide using translational spectroscopy. They postulated that 

the process was

C02 * e-  -  CO(ahi) + O ' (2)

Clampitt and Newton rejected the process postulated by Freund and Klemperer since 

the calculated threshold for this process is 11.5eV while they measured the threshold 

as 10.3eV. Production of a negative oxygen ion was said to require such a lower 

threshold.

Corvin and Corrigan (1969) measured the rate coefficient for the dissociation of 

carbon dioxide in the positive column of a d.c. glow discharge. The number of 

carbon dioxide molecules which were dissociated in collisions was determined by 

measuring the pressure of the carbon dioxide and the dissociation products and then 

freezing out the carbon dioxide onto a liquid nitrogen trap and measuring the new 

pressure. It was then possible to relate the difference in the two pressures to the 

number of carbon dioxide molecules dissociated. They observed that no condensible 

products were collected on the liquid nitrogen trap other than non-dissociated carbon 

dioxide molecules. The dissociation products, therefore, must have been carbon 

monoxide and atomic oxygen. Furthermore, they deduced that for every two carbon 

dioxide molecules lost in dissociation, three gas molecules were produced, the most 

probable reaction being,

2 C 02 + e~ -  2(C O (a3n) + O) + e~ 
-  2 CO(a3n) + 0 2 + e~
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Freund (1971b) using the same apparatus as Freund and Klemperer re-measured the 

threshold for production of CO(a37r) to be 11.65 ± 0.03eV in agreement with 

calculations for process (1). Freund also measured the cross section for this process 

compared to that for direct electron impact excitation of CO(a37r) from carbon 

monoxide, assuming the same isotropic angular distribution for both processes. The 

maximum dissociative cross section obtained by this method was 4 x 10'17cm2 at an 

incident electron energy of 27eV.

Freund used incident electron energies of 11 to 90eV and detected the fragments at 

two different surfaces, a warm tantalum surface and a copper-beryllium photodiode. 

The time of flight spectra for both detectors revealed two peaks. The slow peak was 

due to the CO(a37r) fragments and Freund proposed that the second, faster, peak was 

due to 0 (5S) metastable fragments.

Wells et al (1972) studied the dissociative excitation of CO(aV) from carbon dioxide 

by translational spectroscopy and detected the fragments at a tungsten surface. They 

measured the threshold for production of metastable fragments as 11.9 ± 0.5eV, in 

broad agreement with the figure of Freund and of Clampitt and Newton. From the 

time of flight spectra, Wells et al deduced a mean fragment kinetic energy of 0.3eV, 

although they did not publish a kinetic energy distribution for the fragments.

At higher incident electron energies, they investigated the possibility of additional 

fragments contributing to the slower peak. They measured the excitation potentials 

by detecting the product fragments at four different detecting surfaces, a Cu-Be 

dynode, two contaminated tungsten surfaces for which the secondary electron 

emission coefficients differed by a factor of two, and a contaminated magnesium 

surface. Their assumption was that the secondary electron emission from the surface 

was dependent on the difference between the work function of the surface and the 

energy of the metastable state. Since all the measured excitation functions were 

identical within their experimental error, Wells et al concluded that the CO(a3?r) 

metastable state alone was responsible for this peak in the time of flight spectrum.

Wells et al also determined the cross section for the dissociation process to be 3 x
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10'18 cm2/sr at an incident electron energy of 20eV. To measure this differential 

cross section, they observed both the direct electron impact excitation of CO(a37r) 

from carbon monoxide and the dissociative excitation from carbon dioxide in the 

same apparatus. The measured cross section for the direct excitation process of 

Ajello (1971) was then used to determine the cross section for the dissociative 

process. The assumptions made in this determination were that the dissociation 

products were produced with an isotropic distribution and that the lifetime of the 

CO(a37r) metastable state is 1ms (Borst and Zipf 1971a). This value of the lifetime 

was used to correct for the number of metastable molecules which decayed before 

reaching the detector.

Welge and Gilpin (1971) used time of flight spectroscopy to study the 

photodissociation of carbon dioxide. Wavelengths longer than 105nm (<11.8eV) 

resulted in the production of low energy (<6eV ) metastable fragments which 

necessitated the use of a low work function caesium coated detector capable of 

detecting these states. The metastable fragments detected were O^D), 0 ( ]S) and 

CO(a37r) at 1.96, 4.17 and 6.0eV respectively.

7.3.2 Studies of the 0 (5S) Fragment

There have been two studies of the 0 (5S) fragments produced by dissociative 

excitation from carbon dioxide, Misakian et al (1975) and Allcock and McConkey 

(1976). Both these studies used detectors of work function <6eV, and consequently 

detected both 0 (5S) and CO(a37r) fragments.

Misakian et al used a Bendix channel electron multiplier of work function — 6eV to 

detect the fragments produced in dissociation. Since this detector was capable of 

detecting metastable fragments of energy >6eV their time of flight spectra reveal 

peaks due to CO(a37r) as well as 0 (5S). Their analysis concentrated on the product 

atomic oxygen fragments. They recorded time of flight spectra at incident electron 

energies from threshold to 125eV and subsequently converted these to kinetic energy
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distributions.

The time of flight spectra of the excited oxygen fragments revealed five features. 

With the aid of the kinetic energy distributions for the oxygen fragments and 

measurement of their angular distribution, Misakian et al identified the slowest of 

the these features as being due to 0 (5S) produced by predissociation of the C 02(S+u) 

state into CO(a37r) and 0 (5S). They proposed that the next slowest feature was due 

to Rydberg atoms from a Rydberg state of carbon dioxide.

Allcock and McConkey also used translational spectroscopy to study the excited 

oxygen peak. They used two detectors, a copper-beryllium diode of work function 

~6eV  and a silver-oxygen-caesium photodiode of work function <4eV. They 

recorded time of flight spectra over the incident electron energy range threshold to 

lOOeV. They also concluded that the oxygen peak is due to both metastable oxygen 

atoms and to Rydberg oxygen atoms. They found good agreement with the results of 

Misakian et al.

7.4 Review of Dissociation of Carbon Monoxide

Wells et al (1978) investigated the dissociation of carbon monoxide to metastable 

states of atomic carbon and oxygen. The time of flight spectra recorded over the 

incident electron energy range 23 - 26eV revealed eight features. Wells et al 

identified these as Rydberg states of both atomic oxygen and carbon and 0 (5S) 

metastable atoms having kinetic energies in the range 0 - 9eV.
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7.5.1 Tantalum Surface Detector

a) Time of Flight

Time of flight spectra for the dissociative excitation of carbonyl sulphide obtained 

using the warm tantalum surface detector are shown in figure 7.1.

At an incident electron energy of 15eV, the spectrum consists of only one feature, 

peak (1), due to fragments with a mean arrival time of 40/xs. At an incident electron 

energy of 20eV, a shoulder develops on the short flight time side of peak (1) and at 

35eV this feature dominates the spectrum as peak (2). The fragments responsible for 

this peak have a mean arrival time at the detector of 23/xs. A second shoulder also 

appears on the short flight time side of peak (2) at an incident electron energy of 

30eV. This peak, (3), is due to fragments with a mean arrival time of 14^s and 

dominates the time of flight spectrum at incident electron energies above 40eV.

  A c c
These peaks may be ascribed to the metastable species CO(a 7r), 0 (  S), S( S) or to 

long-lived high Rydberg fragments, all of which have excitation energies above the 

detection threshold (~5eV ) of the warm tantalum surface.

In the work of van Brunt and Mumma, peak (3) was identified as being due to 

unspecified Rydberg species, 0 * \  CO"* and S*\ In the present work, no Rydberg 

states of carbon monoxide or sulphur were observed in the spectra recorded when 

using the channel electron multiplier. Comparison of the time of flight spectra for 

carbonyl sulphide with those for carbon dioxide and carbon monoxide from this work 

and previous studies suggest that it is due to either 0 (5S) metastable fragments or 

long-lived high Rydberg oxygen fragments, O**. It is difficult to distinguish between 

these two products. However, earlier work (Wells et al 1978, Freund 1971, Allcock 

and McConkey 1976) has shown that in many dissociative processes resulting in the 

production of Rydberg oxygen atoms these cascade down to the 0 (5S) state. This is
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Figure 7.1 Time of flight spectra for the fragments produced in dissociation 

of carbonyl sulphide for incident electron energies between 15eV and 70eV. 

The detector was the tantalum surface detector.
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also true for the processes in which other excited quintet states of atomic oxygen 

such as O(3d5D0) and 0(3p5P) are produced. It is not possible in this experiment to 

determine the fraction of O** fragments which decay to 0 (5S) atoms before being 

detected or the fraction which remain in the Rydberg state.

Peak (2) is not so easy to identify. This peak was observed only in the time of flight 

spectrum recorded by the tantalum surface detector and is therefore due to 

metastable fragments of excitation energy less than 8eV but greater than 5eV. There 

is no corresponding feature in the time of flight spectra of carbon dioxide observed 

by the tantalum detector so the metastable fragments are most probably sulphur 

atoms. The only metastable state in the required range of excitation energies, 5eV 

< E* < 8eV, is S(5S) of excitation energy 6.52eV. The time of flight spectra recorded 

also reveal that no metastable states of CS or carbonyl sulphide, OCS, are detected, 

either because the production cross sections are very small, or because the internal 

energy is below that of the detection threshold of the tantalum surface, 5eV.

b) Kinetic Energy

A consequence of the conversion from time to kinetic energy is that the peak in the 

kinetic energy distribution corresponds to a position in the tail of the time of flight 

spectrum. For this reason, it is clear that the only feature in the time of flight 

spectra recorded by the tantalum surface detector (figure 7.1) which may be replotted 

successfully in terms of kinetic energy is peak (1), that due to CO(a37r). The time of 

flight spectra used were those for incident electron energies 15eV and 20eV. These 

energies are below the threshold for production of 0 (5S). To eliminate any 

contribution from S(5S) fragments, the region of the spectrum which was converted 

to kinetic energy was chosen to be that on the long flight time side of the mean 

arrival time of the CO(a37r) molecules.
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Figure 7.2a Kinetic energy distributions of C0(a3 n) fragments produced in 

the dissociation of carbonyl sulphide at an incident electron energy of 15eV.
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Figure 7.2b Kinetic energy distributions of CO(a3 it) fragments produced in 

the dissociation of carbonyl sulphide at an incident electron energy of 20eV.
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The kinetic energy distributions for the CO(a37r) fragments at incident electron 

energies of 15eV and 20eV are shown in figure 7.2. The peak in the 15eV 

distribution occurs at 0.2eV compared with typical thermal energies of carbon 

monoxide molecules of ~0.02eV. The position of the peak is in broad agreement 

with that for the CO(a37r) fragments produced in dissociation of carbon dioxide 

determined by Wells et al 1972.

7.5.2 Channel Electron Multiplier

a) Time of Flight

A convenient way to resolve the peaks is to change the detector to one of a different 

threshold detection energy. The tantalum surface was therefore removed and a bare 

channel electron multiplier (Mullard B419BL) used in its place. Since the channel 

electron multiplier has a detection threshold of ~8eV  it is unable to detect the 

CO(a37r) and S(5S) fragments which have energies 6.01 and 6.52eV respectively. The 

only fragments produced in dissociation of carbonyl sulphide that are detected by the 

channel electron multiplier are expected to be 0 (5S) at 9.14eV, a higher lying 

metastable state of carbon monoxide at — lOeV (Wells et al 1978) or high lying 

Rydberg states.

A typical time of flight spectrum of the fragments produced in dissociation of 

carbonyl sulphide detected by the channel electron multiplier is shown in figure 7.3. 

There is a single peak, mean arrival time 14/zs, which corresponds to peak (3) in 

figure 7.1. There is no evidence of lOeV metastable carbon monoxide fragments, 

which would have longer flight times than the oxygen fragments, having been 

produced by dissociative excitation. Neither is there any evidence of long-lived 

Rydberg states of sulphur or of carbon monoxide.
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Figure 7.3 Time of flight spectrum for the oxygen fragments produced in 

the dissociation of carbonyl sulphide at an incident electron energy of 50eV. 

The detector was a channel electron multiplier.

This assists in the identification of the peaks in figure 7.1. Peak (1) must be due to 

metastable fragments of energy less than 8eV since the peak was absent in the time 

of flight spectra recorded by the channel electron multiplier, but of energy greater 

than 5eV since the peak was present in the time of flight spectra recorded by the 

tantalum surface detector. These observations are consistent with CO(a37r) fragments 

being responsible for peak (1). Peak (3) must be due to metastable fragments of 

energy greater than 8eV, since this peak was present in spectra recorded by both the 

tantalum surface detector and the channel electron multiplier.

The use of a channel electron multiplier revealed no evidence for the production of 

the lOeV metastable state of carbon monoxide (Mason and Newell 1988) in 

dissociation of carbonyl sulphide by electron impact. Van Brunt and Mumma listed 

a series of possible dissociation channels involving such a lOeV state and since the 

present work provides no evidence for such metastable production the possible 

dissociation channels are reduced to those listed in table 7.3.
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Table 7.3 Thresholds for the production of metastable 

fragments in the dissociation of carbonyl sulphide. Processes 

involving production of Rydberg states or ions are not included.

Threshold
/eV
Ashfold et 
al 1979

3.16

7.30

Threshold
/eV
van Brunt 
and Mumma 
1975

Products

CO(X's+) +  S(JP)

CS(X‘s +) +  0 (JP)

9.17

10.32

10.72

11.92

12.69

14.91

9.23

9.74

10.38

11.09

11.64

11.99

15.64

23.58

24.66

CO(a37r) +  S(3P)

CO(X's+) +  S(5S)

CO(a3jr) +  S('D)

CS(a3jr) + 0 (3P)

CO(X'E+) +  S(5P) -  
CO(X's+) +  S(5S)

CO(X's+) +  S(sD) -  
CO(X'E+) +  S(5S)

CO(aV) +  S('S)

CO(aV) +  S(5S)

CS(a3ir) +  O('D)

CS(a3ir) +  O('S)

CS(X‘s +) +  0 (5S)

C(‘S) +  S(5S) +  0 (3P)

C(3P) +  S('D) +  0 (5S)
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b) Kinetic Energy

Although all the recorded time of flight spectra of the oxygen fragments produced 

by electron impact dissociation of carbonyl sulphide at different incident electron 

energies are very similar, differences become apparent when the spectra are replotted 

in terms of the kinetic energy of the fragments. The kinetic energy distributions for 

the fragments produced at incident electron energies of 40, 50 and 60eV are shown 

in figure 7.4. Feature (A) in the 40eV spectrum occurs at 1.25eV. As the incident 

electron energy is increased a second feature, (B), appears at a mean kinetic energy 

of 1.88eV. Although the peak energy of feature (A) remains the same as the incident 

electron energy increases, the peak kinetic energy of feature (B) increases to 2.2eV 

at an incident electron energy of 60eV.

In the only other study of the dissociation of carbonyl sulphide by electron impact 

(van Brunt and Mumma 1975) no kinetic energy distributions of the fragments were 

determined. However the electron impact dissociation of carbon dioxide has been 

widely studied and the kinetic energy distributions of the fragments are well known.

7.6 Dissociation of Carbon Dioxide

For comparison with the kinetic energy distributions for the 0 (5S) fragments from 

carbonyl sulphide, time of flight spectra for the 0 (5S) fragments from carbon dioxide 

were recorded using the channel electron multiplier.



232

<A> . . / - T . - .
•  •  •  •  

•• v * v
•  •  •

•  •• ♦

: .
(A) . <B)

60eV

I .

• #•* (A)

• •<

$ , '<  -n v  *•* **
&  yM

50eV

* *« 
7*
* %*• 

yI* • 40 eV

0.0 1.0 2.0 3.0 4.0 5.0

ene rgy /eV

Figure 7.4 Kinetic energy distribution of the oxygen fragments produced

in dissociation o f carbonyl sulphide at incident electron energies o f 40, 50

and 60eV.
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Figure 7.5 Time of flight spectrum for oxygen fragments produced in the 

dissociation of carbon dioxide at an incident electron energy of 50eV.

a) Time of Flight

The time of flight spectra obtained at incident electron energies of 40, 50 and 60eV 

were all similar, having a single peak at a mean arrival time of — 10/is, figure 7.5.

b) Kinetic Energy

The kinetic energy distributions of the oxygen fragments from the dissociation of 

carbon dioxide are shown in figure 7.6. The spectrum for incident electron energy 

of 40eV shows two features. The first, feature (A), occurs at a mean kinetic energy 

of 1.89eV, while the second, feature (B), is faster, having a mean kinetic energy of 

3.00eV. As the incident electron energy increases, the mean kinetic energy of both 

features increases. At an incident electron energy of 60eV, the mean kinetic energy 

of feature (A) is 2.53eV while that of feature (B) is 4 .4 leV.
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Figure 7.6 Kinetic energy distribution of the oxygen fragments produced

in the dissociation of carbon dioxide at incident electron energies o f 40, 50

and 60eV.
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To assist the understanding of the dissociation of carbonyl sulphide, the same method 

was used to record the time of flight spectra for the 0 (5S) fragments produced in 

dissociation of carbon monoxide.

a) Time of Flight

The time of flight spectra of the 0 (5S) fragments from the dissociation of carbon 

monoxide at incident electron energies of 40, 50 and 60eV are also all similar, figure 

7.7. The mean arrival time of the fragments is ~8/zs, faster than the fragments from 

either carbonyl sulphide or carbon dioxide.

b) Kinetic Energy

The kinetic energy distributions of the oxygen fragments for these incident electron 

energies are shown in figure 7.8. The kinetic energy distributions for the oxygen 

fragments from carbon monoxide differ from those fragments from carbonyl sulphide 

and carbon dioxide in that there is a single peak in the distribution. This feature,

(A), shows an increase in the peak kinetic energy from 3.75eV at 40eV to 4.69eV 

at 60eV incident electron energy.
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Figure 7.7 Time of flight spectrum for oxygen fragments produced in the 

dissociation of carbon monoxide at an incident electron energy of 50eV. The 

detector was a channel electron multiplier.

7.8 Discussion

The kinetic energy distributions of the metastable fragments produced by dissociative 

excitation allows the nature of the dissociation process to be investigated. Fragments 

from different parent potential energy states have different characteristic kinetic 

energy distributions.

Long data collection periods, typically 50 hours, gave good statistics in the peaks, 

but because of the t3 dependence in the time to energy conversion, small statistical 

fluctuations at long flight times give rise to large variations in the low kinetic energy 

part of the energy distribution. To reduce the error due to the statistical fluctuations 

in the tail of the metastable peak, a constant background, deduced from the long 

flight time part of the time of flight spectrum where no metastable molecules reach 

the detector, was subtracted from the time of flight spectrum. The uncertainty in the 

position of the kinetic energy peak is typically 10%.
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Figure 7.8 Kinetic energy distribution of the oxygen fragments produced

in dissociation of carbon monoxide at incident electron energies o f 40, 50

and 60eV.
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The features of the kinetic energy distributions of the oxygen fragments produced in 

the electron impact dissociation of carbonyl sulphide, carbon dioxide and carbon 

monoxide are compared in table 7.4.

Table 7.4 Comparison of features in the kinetic energy distributions of the 

oxygen fragments produced in the dissociation of carbonyl sulphide, carbon 

dioxide and carbon monoxide.

Molecule Fragment Incident Electron Energy

40eV 50eV 60eV

OCS (A) 1.25 ± 0.10 1.25 ± 0.13 1.25 ± 0.10

(B) 1.88 ± 0 .17  2.19 ± 0 .2 0

ratio 1.50 ± 0.21 1.75 ± 0.21
B/A

C 02 (A) 1.89 ± 0.13 2.53 ± 0.20 2.53 ± 0.10

(B) 3.00 ± 0.26 4.03 ± 0.33 4.41 ± 0.26

ratio 1.59 ± 0.18 1.74 ± 0.12
B/A

CO (A) 3.75 ± 0.53 4.50 ± 0.46 4.69 ± 0.40

The oxygen fragments produced in the dissociation of carbonyl sulphide, carbon 

dioxide and carbon monoxide are all formed with non-zero kinetic energy 

distributions and have higher kinetic energies than the CO(a37r) fragments. The 

oxygen fragments are therefore produced from a purely repulsive potential energy 

state. Partial potential energy curves could not be constructed due to the difficulties 

associated with triatomic molecules, nevertheless some qualitative conclusions 

concerning the dissociation processes may be made.
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The CO(a37r) fragments are most likely to be produced from a bound potential energy 

state. Photodissociation studies (Ashfold et al 1979) suggest that the (DCS^H) state 

may be the molecular parent state even though its excitation is an endothermic 

process and the production cross section correspondingly low.

It is clear that the nature of electron impact excitation allows different dissociation 

channels to be followed than in photon excitation. For example electron impact 

allows excitation to triplet states of the carbonyl sulphide molecule. At present there 

is little information concerning the triplet states of the carbonyl sulphide molecule 

or the carbon dioxide molecule; consequently it cannot be determined whether the 

dissociation proceeds via the OCSfc1 II) state or through a triplet state of unknown 

nomenclature. Ab initio calculations for the potential energy curves of the lower 

lying states of carbonyl sulphide and carbon dioxide would be welcome, or 

semi-empirical calculations similar to those for nitrous oxide (Chutjian and Segal 

1972, chapter six). The product molecules may also have considerable internal 

excitation energy, including vibrational and rotational energy, which due to the 

different lifetimes of each vibrational level may account for some of the differences 

in the kinetic energy spectra observed in this work compared with that of Allcock 

and McConkey.

The oxygen fragments from carbon dioxide, figure 7.6, are faster than the 

corresponding fragments from the dissociation of carbonyl sulphide, figure 7.4. This 

is expected since when a molecule dissociates the energy released is shared between 

the fragments in inverse proportion to their masses. The kinetic energy distributions 

of Allcock and McConkey (1976) and of Misakian et al (1975) for 0 (5S) production 

from carbon dioxide are shown in figure 7.9. In agreement with the present data, the 

kinetic energy distribution is found to have structure at higher incident electron 

energies. In this work, a similar trend was found for oxygen production from 

carbonyl sulphide, while a single peak was observed in the kinetic energy distribution 

for oxygen fragments from dissociation of carbon monoxide.

Carbon dioxide and carbonyl sulphide will have similar electronic excited states, the 

energies of the excited states of carbonyl sulphide being proportionally less than the
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corresponding states of carbon dioxide but not sharing the symmetry of the carbon 

dioxide molecule. It is not surprising, therefore, that the kinetic energy distributions 

for fragments from each are similar, with the thresholds for production of the 

fragments from carbonyl sulphide being proportionally lower than the corresponding 

thresholds in carbon dioxide. However, there is no feature in the kinetic energy 

distribution of oxygen fragments from carbonyl sulphide at an incident electron 

energy of 40eV which corresponds to the feature (B) in the distribution for oxygen 

from carbon dioxide at the same incident energy, table 7.4. It is possible that the 

second feature in carbon dioxide is due to a second electronic state arising from the 

symmetry of the molecule which is not present in carbonyl sulphide.

Referring again to table 7.4, it can be seen that in both carbon dioxide and carbonyl 

sulphide the peak kinetic energy of feature (A), figures 5 and 4, remains at the same 

energy for incident electron energies above 40eV, while feature (B) becomes steadily 

faster with increasing incident electron energy. However the ratio of the peak kinetic 

energies of features (A) and (B) are identical, within experimental error, for carbon 

dioxide and carbonyl sulphide at incident energies of 50eV and 60eV. This indicates 

that the oxygen fragments are produced from similar repulsive potential energy 

curves in carbon dioxide and carbonyl sulphide with the cascade contributions to each 

state essentially the same in both molecules. In the production of oxygen fragments 

from carbon monoxide a single production mechanism is suggested with increasing 

cascade contributions at higher incident electron energies.
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Fragment kinetic energy (eV)

Figure 7.9 Kinetic energy distributions for 0 (5S) fragments from carbon 

dioxide determined by Allcock and McConkey (1976) (dotted line) and by 

Misakian et al (1975) (full line) (Allcock and McConkey 1976).

7.9 Dissociative Excitation of S(5S) from Carbonyl Sulphide

By analogy with the oxygen fragments, the sulphur fragments, S(5S), are also 

expected to be produced from a purely repulsive potential energy curve. The sulphur 

fragments would therefore reach the detector before the slower excited carbon 

monoxide fragments which originate from the repulsive part of a bound potential 

energy curve.
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A recent experiment measured the lifetime of the S(5S) state to be 9.2 ± 1.0 ms 

(Delalic et al 1990). If this is correct, 92% of the excited sulphur fragments 

produced in the view cone of the detector would decay before reaching the detector, 

this compares with 6% of the 0 (5S) fragments (lifetime 185/us) and <1% of the 

CO(a37r) fragments (lifetime —7ms). In a time of flight spectrum corrected for in­

flight decay and assuming the lifetime of S(5S) to be 9.2/us, the sulphur peak would 

then become eight times the height of the oxygen peak. The production cross section 

for excited sulphur may be greater than that for oxygen, but it is unlikely to be eight 

times greater. Erman (1975) in reviewing the high frequency deflection technique 

used by Delalic et al states that such a method is only applicable for lifetimes up to 

10/us. In the determination of the lifetime of the S(5S) state, the experimental method 

is being pushed to the limit of its sensitivity and consequently the value of 9.2/us 

should perhaps be regarded as a lower limit. Other lifetime determinations range 

from 12/us to 30/us and are summarised in table 7.5.

Table 7.5 Experimental and theoretical determinations of the

lifetime of the metastable S(5S) state.

Lifetime
//us

Percent
Decay1

Reference

9.2 ± 1.0 92% Delalic et al 1990 (expt)

26; 24 12% Ay mar 1973 (expt)

12 85% Muller 1968 (expt)

17 74% Lawrence 1967 (calc)

<30 54% Storey 1991 (provisional calc)

1 calculated for the path length in this work.
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Lifetimes in this range are too long to be measured accurately by optical methods 

and should be determined by detecting the excited atom directly using the time of 

flight method (chapter four). In view of the discrepancies in the lifetime 

determinations for S(5S), both theoretical and experimental studies of electron impact 

dissociation of carbon disulphide (CSJ should be undertaken. Once the lifetime of 

the S(5S) state is measured accurately, the production cross section of this state from 

carbonyl sulphide may be determined.

7.10 Summary

In this work, fragments produced in the dissociation of carbonyl sulphide, carbon 

dioxide and carbon monoxide have been studied. In the dissociation of carbonyl 

sulphide, three distinct peaks appear in the time of flight spectra. It has been 

suggested that the fragments contributing to these peaks are 0 (5S), S(5S), CO(a37r) 

and high lying Rydberg states of atomic oxygen. The kinetic energy distribution of 

the CO(a37r) fragments deduced from the time of flight spectra reveal that these 

fragments are produced from the repulsive part of a bound potential energy state, 

possibly (DCS^n). The oxygen fragments produced from dissociation of carbonyl 

sulphide were compared with those from carbon dioxide and carbon monoxide. The 

kinetic energy distributions of the oxygen fragments from all these molecules 

indicate that the fragments are produced from a purely repulsive state. The kinetic 

energy distributions for the oxygen fragments from carbonyl sulphide and carbon 

dioxide obtained in this work show similarities and are in agreement with the kinetic 

energy distributions of the fragments produced from the electron impact dissociation 

of carbon dioxide in other studies. The kinetic energy distribution of the oxygen 

fragments from carbon monoxide shows no structure. From the intensity of the S(5S) 

signal in the present work, it is suggested that the lifetime of this state is >  10/xs.
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Conclusions and Suggestions for Future Work

It seems to me to be a superlative thing to know the 

explanation of everything, why it comes to be, why it 

perishes, why it is.

Socrates (Plato Phcedo)

The dissociation of molecules by electron impact is important in a variety of complex 

systems and yet it remains one of the least studied inelastic collision processes. In 

this thesis, the technique of translational spectroscopy has been applied to the study 

of metastable fragments produced in electron impact dissociation of the simple 

polyatomic molecules nitrous oxide, carbon dioxide and carbonyl sulphide.

A commercially available channel electron multiplier is both convenient to use and 

efficient in detecting metastable states of excitation energy >8eV. Studies of 

metastable states with excitation energy <8eV required the development of a 

tantalum surface detector. Calibration of this detector by the observation of direct 

electron impact excitation of metastable states in carbon monoxide and molecular 

nitrogen showed that this detector was efficient in detecting the lower lying 

electronic states, N2(A3S +U), excitation energy 6.17eV, and CO(a37r), excitation 

energy 6.01 eV. The detection efficiency of the tantalum detector was found to be 

very dependent on the conditions within the vacuum chamber but improved when the 

tantalum surface was heated gently. These detectors were then used to study the 

electron impact dissociation of nitrous oxide, carbonyl sulphide, carbon dioxide and 

carbon monoxide.

In the dissociation of nitrous oxide, both metastable atomic oxygen and metastable
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molecular nitrogen fragments were observed in the time of flight spectra. The kinetic 

energy distribution of the molecular nitrogen fragments revealed that they were 

produced from the repulsive part of a bound potential energy state. Possible parent 

potential energy levels have been identified as NjO^E'), N20 (3Z+) orN 20 (3A). The 

kinetic energy distributions also suggest that a substantial proportion of the 

N2(A3E+u) metastable molecules are produced by cascade from higher lying states.

In the dissociation of carbonyl sulphide, three metastable species were observed in 

the time of flight spectra with the tantalum surface detector. The peak corresponding 

to the slowest fragments has been identified as being due to CO(a37r) metastable 

molecules. The kinetic energy distribution of these fragments shows that they are 

produced from the repulsive part of a bound potential energy curve. It is suggested 

that this parent potential energy state is OCSCa1̂ ). There was no evidence for the 

production of the lOeV metastable state or Rydberg states being produced in the 

dissociation process.

The peak corresponding to the fastest fragments has been identified as being due to 

atomic oxygen fragments. This peak was observed in time of flight spectra when 

using both the tantalum surface detector and the channel electron multiplier. The 

kinetic energy distribution of the oxygen fragments produced in dissociation of 

carbonyl sulphide was compared with those produced in the dissociation of carbon 

dioxide and carbon monoxide. The kinetic energy distributions of the oxygen 

fragments produced from carbonyl sulphide and carbon dioxide showed many 

similarities. The oxygen fragments from all three parent molecules were shown to 

have been produced in the dissociation of a purely repulsive potential energy state.

The third time of flight peak observed in the dissociation of carbonyl sulphide is 

suggested to be due to S(5S) metastable atoms. If this is the case, it is proposed that 

the lifetime of this metastable state is longer than the current estimates of <30/is. 

This uncertainty can be resolved by studying the dissociation of carbon disulphide, 

CS2. The only metastable state produced which could be detected on the tantalum 

surface would be S(5S). The lifetime of this state could then be determined by
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recording time of flight spectra at different distances from the interaction region. 

The finite lifetime of the state would result in the depletion of the long flight time 

part of the spectrum. If a lifetime is then assumed, the time of flight spectrum can 

be corrected for decay before being converted to a kinetic energy distribution. If the 

lifetime assumed is correct, the kinetic energy distributions derived from the time 

of flight spectra will be the same. Such a method is ideal for metastable states of 

lifetime in the range 50/is to 150/xs since the lifetime effects will be easily 

distinguishable in the time of flight spectra.

In this thesis, the production of metastable states of excitation energy >6eV from 

higher lying electronic states of the parent polyatomic molecule has been studied. 

Most atmospheric and aeronomical processes require a careful study of the 

production of metastable fragments of low excitation energy. In particular, the study 

of the terrestrial aurora demands a study of the production mechanisms of O^S), 

0 !D) and N(2P) atoms.

The detection of such species requires a detector of work function less than those of 

the transition metals. Several low work function detectors could be investigated. 

Alkali metals such as sodium and cadmium may be deposited onto a metallic 

substrate to provide a surface of work function <2eV. A mixture of barium, 

magnesium and strontium carbonates may also be painted onto a metal surface and 

activated by heating to produce an oxide layer of work function <3eV. However 

such detectors are easily poisoned and it would be difficult to maintain a clean 

surface of constant detection efficiency for the long time periods needed to collect 

a time of flight spectrum for dissociation.

Alternatively, a state selective detector may be developed. The prototype xenon 

detector investigated in this work can be improved by cooling the copper finger by 

use of a cryostat. This can then be used to provide data on the production of 0 ( ]S) 

in the dissociation processes studied in this work. The use of organic materials in the 

detection of excited species should also be investigated.

Superelastic scattering processes have been reported for electron scattering from
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sodium and barium and are being extended to the vibrational states of simple 

polyatomic molecules. The production of excited fragments from the dissociation of 

vibrationally excited targets may be investigated by heating the gas source. 

Dissociation of electronically excited targets may also be studied by optical pumping 

of the ground state.

The results of these experiments may help in the interpretation of the large volume 

of airglow data accumulated in three decades of space exploration and will aid our 

understanding of the terrestrial ozone layer, and the evolution of planetary 

atmospheres.
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M etastable fragments produced by electron impact dissociation o f nitrous oxide are investigated using a low work function 
surface detector. The production o f N 2(A ) m eiastable molecular fragments is shown to be a dom inant dissociative process. 
Kinetic energy spectra o f the products are determ ined by the method o f tim e o f flight spectroscopy and used to  reveal the various 
types o f dissociative processes involved.

1 .  I n t r o d u c t i o n

D i s s o c i a t i o n  o f  m o l e c u l e s  b y  e l e c t r o n  i m p a c t  i s  o n e  
o f  t h e  l e a s t  s t u d i e d  e l e c t r o n - m o l e c u l e  c o l l i s i o n  p r o ­
c e s s e s .  I t  m a y  b e  r e p r e s e n t e d  b y  t h e  e q u a t i o n

e£ +AB-»e£_j£-+A*+B ,

i n  w h i c h  t h e  i n c i d e n t  e l e c t r o n  p r o v i d e s  t h e  e n e r g y  8 E  

n e c e s s a r y  t o  d i s s o c i a t e  t h e  m o l e c u l e  A B  a n d  t o  p r o ­
m o t e  t h e  f r a g m e n t  A  t o  t h e  e x c i t e d  e l e c t r o n i c  s t a t e  
A * .  T h i s  f r a g m e n t  m a y  b e  p r o d u c e d  i n  a  m e t a s t a b l e  
s t a t e ,  w h i c h  f o r  p r a c t i c a l  p u r p o s e s  m a y  b e  d e f i n e d  a s  
a n  e x c i t e d  s t a t e  w i t h  l i f e t i m e  i n  e x c e s s  o f  5 0  p s .  S i n c e  
t h e  e n e r g y  o f  t h e  c h e m i c a l  b o n d  i s  r e l e a s e d  a s  k i n e t i c  
e n e r g y  o f  t h e  f r a g m e n t s ,  s u c h  m e t a s t a b l e  f r a g m e n t s  
a r e  b o t h  f a s t  m o v i n g  a n d  l o n g  l i v e d .  C o n s e q u e n t l y  
s u c h  d i s s o c i a t i o n  p r o c e s s e s  c o n t r i b u t e  g r e a t l y  t o  t h e  
e n e r g y  t r a n s f e r  p r o c e s s e s  o c c u r r i n g  i n  t h e  i o n o ­
s p h e r e ,  i n  a u r o r a e  a n d  a l s o  i n  m a n y  l a b o r a t o r y  i n ­
d u c e d  p l a s m a s .

E x p e r i m e n t a l  r e s u l t s  c u r r e n t l y  a v a i l a b l e  a r e  l i m ­
i t e d  i n  s c o p e  a n d  a r e  o f t e n  c o n t r a d i c t o r y  i n  t h e i r  r e ­
s u l t s  a n d  c o n c l u s i o n s  [ 1 ] .  P a r t i c u l a r  d i f f i c u l t y  h a s  
b e e n  f o u n d  i n  t h e  i n t e r p r e t a t i o n  o f  t h e  r e s u l t s  o f  t h o s e  
e x p e r i m e n t s  i n  w h i c h  o n e  o r  m o r e  o f  t h e  f r a g m e n t s  
a r e  p r o d u c e d  i n  m e t a s t a b l e  s t a t e s .  T h e  m a j o r  p r o b ­
l e m s  e n c o u n t e r e d  a r e  t h e  c a l i b r a t i o n  o f  t h e  d e t e c t o r  
f o r  e a c h  m e t a s t a b l e  s t a t e ,  l i f e t i m e  e f f e c t s  i n  t i m e  o f

f l i g h t  s p e c t r a  a n d  t h e  s m a l l  c r o s s  s e c t i o n s  f o r  t h e  
p r o c e s s e s .

T h e r e  i s  t h e r e f o r e  a  n e e d  f o r  r e l i a b l e  e x p e r i m e n t a l  
d a t a  c o n c e r n i n g  d i s s o c i a t i o n  p r o c e s s e s .  W o r k  o n  t h e  
e l e c t r o n  i m p a c t  d i s s o c i a t i v e  e x c i t a t i o n  o f  s o m e  
a e r o n o m i c a l l y  i m p o r t a n t  s p e c i e s  h a s  r e c e n t l y  b e e n  
u n d e r t a k e n  i n  t h i s  l a b o r a t o r y  w i t h  t h e  o b j e c t  o f  r e ­
s o l v i n g  s o m e  o f  t h e s e  e a r l i e r  d i s c r e p a n c i e s  1 2 - 4 ] .

T h e o r e t i c a l  s t u d i e s  h a v e  b e e n  c o n f i n e d  t o  t h e  d i s ­
s o c i a t i v e  e x c i t a t i o n  o f  H 2 i n t o  H ( 2 s )  a n d  H ( 2 p ) .  
P r e s e n t l y ,  t h e o r e t i c a l  e l e c t r o n i c  e x c i t a t i o n  c r o s s  s e c ­
t i o n s  f o r  t h e  s i m p l e  d i a t o m i c  m o l e c u l e s  a r e  b e i n g  
g e n e r a t e d  u s i n g  n e w  c o m p u t a t i o n a l  t e c h n i q u e s  s u c h  
a s  t h e  R - m a t r i x  c o d e  [ 6 , 7  ] .  T h e s e  m e t h o d s  a r e  l i k e l y  
t o  b e  e x t e n d e d  t o  d e s c r i b e  t h e  m o r e  c o m p l i c a t e d  
e l e c t r o n - p o l y a t o m i c  m o l e c u l e  i n t e r a c t i o n s  a n d  m a y  
i n c l u d e  d i s s o c i a t i v e  e x c i t a t i o n .

I n  t h i s  p a p e r  w e  p r o v i d e  n e w  r e s u l t s  f o r  t h e  e l e c ­
t r o n  i m p a c t  d i s s o c i a t i v e  e x c i t a t i o n  o f  N 20  o b t a i n e d  
b y  t i m e  o f  f l i g h t  s p e c t r o s c o p y .  N i t r o u s  o x i d e  o c c u r s  
i n  t h e  u p p e r  a t m o s p h e r e  i n  s i g n i f i c a n t  q u a n t i t i e s  [  8  ]  
a n d  i s  o n e  o f  t h e  g a s e s  c o n t r i b u t i n g  t o  t h e  g r e e n h o u s e  
e f f e c t  w h i l e  a l s o  a c t i n g  a s  a  p r e c u r s o r  i n  t h e  d e s t r u c ­
t i o n  o f  o z o n e .  H i g h l y  r e a c t i v e  e x c i t e d  s p e c i e s ,  N 2 a n d  
O * ,  p r o d u c e d  b y  b o t h  e l e c t r o n -  a n d  p h o t o - d i s s o c i a ­
t i o n  p l a y  a  s i g n i f i c a n t  r o l e  i n  t h e  p r o c e s s e s  o c c u r r i n g  
i n  t h e  a t m o s p h e r e .  T h e  n i t r o u s  o x i d e  l a s e r  [ 9 ]  i s  a n  
i m p o r t a n t  r a d i a t i o n  s o u r c e  i n  m e d i c a l  a p p l i c a t i o n s .  
T h e  p r e s e n c e  o f  l o n g  l i v e d  e x c i t e d  s p e c i e s  N 2 a n d  O *

0 3 0 1 -0 1 0 4 /9 1 /S  0 3 .5 0 0  1991 -  Elsevier Science Publishers B.V. (N orth-H olU nd)
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i n  t h e  e l e c t r o n  i n d u c e d  N 20  d i s c h a r g e  m u s t  b e  i n ­
c l u d e d  i n  t h e o r e t i c a l  m o d e l s  d e v e l o p e d  t o  d e s c r i b e  
s u c h  s y s t e m s ,  a s  h a s  b e e n  t h e  c a s e  f o r  t h e  m o r e  w e l l  
k n o w n  C O  a n d  C 0 2 l a s e r s  [ 1 0 ] .

I n  n i t r o u s  o x i d e ,  s e v e r a l  a t o m i c  o r  m o l e c u l a r  
m e t a s t a b l e  s p e c i e s  m a y  b e  e x c i t e d ,  d e p e n d i n g  o n  t h e  
e n e r g y  o f  t h e  i n c i d e n t  e l e c t r o n ,  E .  F o r  e x a m p l e :

e £  +  N 20 - » e £ _ 5 £:1 + N 2 ( A 3I u+  + 0 ( 3 P ) ,

e £ _ 6£ 1 +  N 2 ( a ' n , )  +  0 ( 3 P ) ,

e £ _ 6 £ 3 +  N 2 ( X ' I f+ )  +  0 ( ' D ) ,

e £ - 6 ^ + N 2 ( X ' I g+ ) + 0 ( ' S ) ,

C £ _ 8£ 5 + N 2 ( X ' I ; )  +  0 ( s S ) .

T h e  n o t a b l e  f e a t u r e  o f  a l l  t h e s e  d i s s o c i a t i v e  p r o c e s s e s  
i s  t h a t  t h e  f r a g m e n t s  a r e  p r o d u c e d  w i t h  k i n e t i c  e n e r ­
g i e s  e x c e e d i n g  t h e  t h e r m a l  e n e r g y  o f  t h e  p a r e n t  g a s  
m o l e c u l e s .  F o r  e x a m p l e ,  O  ( 5S )  m e t a s t a b l e  a t o m s  a r e  
p r o d u c e d  w i t h  k i n e t i c  e n e r g i e s  o f  5  e V  f r o m  t h e  d i s ­
s o c i a t i o n  o f  N 20  [ 2 ] .  I n  g e n e r a l  d i s s o c i a t i o n  f r a g ­
m e n t s  w i l l  b e  c h e m i c a l l y  m o r e  r e a c t i v e  t h a n  t h e  c o r ­
r e s p o n d i n g  m e t a s t a b l e  s p e c i e s  w h i c h  a r e  f o r m e d  b y  
d i r e c t  e l e c t r o n  i m p a c t  e x c i t a t i o n .  I n  t h i s  c a s e  t h e  e x ­
c i t e d  s p e c i e s  w i l l  h a v e  k i n e t i c  e n e r g i e s  a s s o c i a t e d  w i t h  
t h e  t h e r m a l  e n e r g i e s  i n  t h e  p a r e n t  g a s  b e a m .  C a r e f u l  
s t u d y  o f  t h e  k i n e t i c  e n e r g y  s p e c t r a  o f  t h e  p r o d u c t  
m e t a s t a b l e  f r a g m e n t s  p r o d u c e d  i n  d i s s o c i a t i o n  a l ­
l o w s  t h e  n a t u r e  o f  t h e  d i s s o c i a t i o n  p r o c e s s  t o  b e  i n ­
v e s t i g a t e d  a n d ,  i n  s o m e  c a s e s ,  p a r t i a l  p o t e n t i a l  e n ­
e r g y  c u r v e s  t o  b e  c o n s t r u c t e d  f o r  t h e  p a r e n t  m o l e c u l a r  
s t a t e .

P r e v i o u s  w o r k  o n  t h e  d i s s o c i a t i v e  e x c i t a t i o n  o f  N 20  
h a s  b e e n  r e p o r t e d  b y  F r e u n d  a n d  K l e m p e r e r  [ 1 1 ] ,  
C l a m p i t t  a n d  N e w t o n  [ 1 2 ] ,  A l l c o c k  a n d  M c C o n k e y  
[ 1 3 ]  a n d  M a s o n  a n d  N e w e l l  [  2  ] .  T h e s e  e x p e r i m e n t s  
h a v e  c o n c e n t r a t e d  o n  a  d e t e r m i n a t i o n  o f  t h e  k i n e t i c  
e n e r g y  d i s t r i b u t i o n  o f  t h e  f r a g m e n t s  p r o d u c e d  b u t  i n  
s o m e  c a s e s  h a v e  f a i l e d  t o  d e t e r m i n e  t h e  p r e c i s e  n a ­
t u r e  o f  t h e  f r a g m e n t s .  A  c o n s e q u e n c e  o f  t h i s  f a i l u r e  
t o  i d e n t i f y  t h e  m e t a s t a b l e  f r a g m e n t s  i s  t h a t  t h e  c o r ­
r e c t i o n s  n e c e s s a r y  t o  c o m p e n s a t e  f o r  t h e  r a d i a t i v e  
l i f e t i m e s  c a n n o t  b e  m a d e  [  1 4 ] .  I f  t h e  l i f e t i m e  o f  t h e  
o b s e r v e d  m e t a s t a b l e  s t a t e  i s  c o m p a r a b l e  t o  t h e  f l i g h t  
t i m e ,  t h e  t i m e  o f  f l i g h t  s p e c t r u m  w i l l  b e  c o n s i d e r a b l y  
d i s t o r t e d  d u e  t o  t h e  i n - f l i g h t  d e c a y  o f  t h o s e  m e t a ­
s t a b l e  f r a g m e n t s  w i t h  l o w  k i n e t i c  e n e r g i e s .  S i n c e  t h e  
k i n e t i c  e n e r g y  d i s t r i b u t i o n  i s  d e d u c e d  f r o m  t h e  t i m e

o f  f l i g h t  s p e c t r u m ,  t h i s  d i s t o r t i o n  w i l l  a l s o  b e  p r e s e n t  
i n  t h e  k i n e t i c  e n e r g y  d i s t r i b u t i o n .  A l s o ,  i f  t w o  o r  m o r e  
m e t a s t a b l e  s t a t e s  a r e  p r o d u c e d  a t  t h e  i n t e r a c t i o n  r e ­
g i o n ,  t h e  a p p a r e n t  l i f e t i m e  o f  t h e  m e t a s t a b l e  b e a m  
w i l l  d e p e n d  o n  t h e  l i f e t i m e s  o f  e a c h  o f  t h e  c o n s t i t u e n t  
i n d i v i d u a l  s t a t e s .  T h e  l i f e t i m e  o f  t h e  b e a m  a s  o b ­
s e r v e d  a t  t h e  d e t e c t o r  a n d  r e c o r d e d  i n  t h e  t i m e  o f  
f l i g h t  s p e c t r u m  w i l l  d e p e n d  n o t  o n l y  o n  t h e  r a t i o  o f  
t h e  s t a t e s  a s  p r o d u c e d  a t  t h e  i n t e r a c t i o n  r e g i o n ,  i . e .  
t h e  r e l a t i v e  c r o s s  s e c t i o n s  f o r  t h e  p r o d u c t i o n  o f  e a c h  
s t a t e ,  b u t  a l s o  o n  t h e  r e l a t i v e  d e t e c t i o n  e f f i c i e n c y  o f  
t h e  d e t e c t o r  t o  e a c h  s t a t e .  T h e s e  e f f e c t s  m u s t  b e  t a k e n  
i n t o  a c c o u n t  i f  t h e  t i m e  o f  f l i g h t  s p e c t r a  a r e  t o  b e  c o r ­
r e c t l y  i n t e r p r e t e d .

I n  t h e  p r e s e n t  w o r k  w e  c a l i b r a t e d  o u r  d e t e c t o r  b y  
o b s e r v i n g  t h e  p r o d u c t i o n  o f  m e t a s t a b l e  m o l e c u l a r  
s t a t e s  o f  n i t r o g e n  b y  d i r e c t  e l e c t r o n  i m p a c t  e x c i t a t i o n  
o f  n i t r o g e n .  O u r  d e t e c t o r  i s  s h o w n  t o  d e t e c t  b o t h  t h e  
N 2 ( a ‘ j tg )  a n d  N 2 ( A 3X „  )  s t a t e s  w i t h  g o o d  e f f i ­
c i e n c y .  T h e  e l e c t r o n  i m p a c t  d i s s o c i a t i v e  e x c i t a t i o n  o f  
N 2 0  w a s  t h e n  s t u d i e d .  B y  o b s e r v i n g  b o t h  t h e  
N 2 ( A 3 Z „  )  a n d N 2 ( a  ’ a , )  s t a t e s  s i m u l t a n e o u s l y  i t  w a s  
p o s s i b l e  t o  d e t e r m i n e  t h e  r e l a t i v e  c r o s s  s e c t i o n s  o f  
e a c h  s t a t e  i n  t h e  d i s s o c i a t i o n  p r o c e s s .  T h e  p r e s e n t  r e ­
s u l t s  a n d  t h o s e  o f  e a r l i e r  w o r k  [ 2 , 1 3  ]  a l l o w  u s  t o  d e ­
t e r m i n e  k i n e t i c  e n e r g y  d i s t r i b u t i o n s  f o r  t h e  p r o d u c ­
t i o n  o f  N 2 ( A 3 I „  )  a n d  N 2 ( a ' a g )  f r o m N 20  a n d  t o  
d e t e r m i n e  t h e  d i s s o c i a t i v e  p r o c e s s e s  r e s p o n s i b l e  f o r  
t h e  p r o d u c t i o n  o f  e a c h  s t a t e .

A  r e a n a l y s i s  o f  e a r l i e r  e x p e r i m e n t s  s h o w s  t h a t  t h e  
d a t a  o f  F r e u n d  a n d  K l e m p e r e r  [  1 1  ]  i s  d o m i n a t e d  b y  
t h e  N 2 (  A  3X *  )  s t a t e  w h i l e  t h a t  o f  C l a m p i t t  a n d  N e w ­
t o n  [ 1 2 ]  i s  i n  c l o s e s t  a g r e e m e n t  w i t h  t h e  d o m i n a n t  
p r o d u c t i o n  o f  N 2 ( a  ‘a , ) .  M a s o n  a n d  N e w e l l  [ 2 ]  o b ­
s e r v e d  o n l y  t h e  N 2 ( a  ‘ x , )  s t a t e  s i n c e  t h e y  u s e d  a  b a r e  
c h a n n e l t r o n ,  w i t h  a  h i g h  w o r k  f u n c t i o n ,  ~  8  e V ,  a s  a  
d e t e c t o r .  A l l c o c k  a n d  M c C o n k e y  [ 1 3 ]  u s e d  a  p h o t o ­
m u l t i p l i e r  t u b e  a s  a  m e t a s t a b l e  d e t e c t o r  p l a c e d  4 1  c m  
f r o m  t h e  i n t e r a c t i o n  r e g i o n .  A n a l y s i s  o f  t h e  k i n e t i c  
e n e r g y  d i s t r i b u t i o n  f o r  N 2 ( a  ’ n g )  [ 2 ]  t o g e t h e r  w i t h  
k n o w l e d g e  o f  t h e  l i f e t i m e  o f  t h e  s t a t e  s h o w s  t h a t  9 8 %  
o f  t h e  N 2 ( a  ’ x g )  s t a t e  w o u l d  h a v e  d e c a y e d  b e f o r e  
r e a c h i n g  t h e  d e t e c t o r  i n  t h e  w o r k  o f  A l l c o c k  a n d  
M c C o n k e y  [ 1 3 ] .  T h e r e f o r e  t h e i r  o b s e r v e d  k i n e t i c  
e n e r g y  s p e c t r u m  s h o u l d  b e  t h a t  o f  t h e  N 2 ( A 3Z ^  )  
s t a t e  o n l y .  T h e  g o o d  a g r e e m e n t  b e t w e e n  t h e  r e s u l t s  
p r e s e n t e d  h e r e  a n d  t h o s e  o f  A l l c o c k  a n d  M c C o n k e y  
s u p p o r t  t h i s  h y p o t h e s i s  a n d  p r o v i d e  e v i d e n c e  t h a t  t h e
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d i s s o c i a t i v e  e x c i t a t i o n  c r o s s  s e c t i o n  f o r  p r o d u c t i o n  o f  
N 2 ( A  )  f r o m  N zO  i s  g r e a t e r  t h a n  t h a t  f o r  t h e  p r o ­
d u c t i o n  o f  N 2 ( a  ! J t , )  f r o m  N 20 .

2. Apparatus

T h e  a p p a r a t u s  u s e d  i n  t h e  p r e s e n t  s t u d y  o f  t h e  e l e c ­
t r o n  i m p a c t  d i s s o c i a t i v e  e x c i t a t i o n  o f  n i t r o u s  o x i d e  
i s  r e l a t i v e l y  s i m p l e .  A  s c h e m a t i c  d i a g r a m  o f  t h e  a p ­
p a r a t u s  i s  s h o w n  i n  f i g .  1 .  T h e  a p p a r a t u s  c o n s i s t s  o f  
a  p r e s e l e c t i v e  e l e c t r o n  g u n ,  a  h y p o d e r m i c  n e e d l e  g a s  
s o u r c e  a n d  a  s u r f a c e  d e t e c t i o n  s y s t e m .  T h e  d e t e c t i o n  
s y s t e m  w i l l  b e  d e s c r i b e d  i n  d e t a i l .

T h e  e l e c t r o n  g u n  h a s  b e e n  d e s c r i b e d  i n  d e t a i l  p r e ­
v i o u s l y  [ I S ] .  T h e  c e n t r a l  e l e m e n t  o f  t h e  e i n z e l  l e n s  
s i t u a t e d  i n  t h e  m i d d l e  o f  t h e  e l e c t r o n  g u n ,  h a s  t w o  
f u n c t i o n s .  T h e  f i r s t  i s  t o  a l l o w  o n l y  e l e c t r o n s  i n  a  0 . 5  
e V  e n e r g y  r a n g e  t o  p a s s  t h r o u g h ,  t h u s  p r o d u c i n g  a n  
e n e r g y  f i l t e r e d  e l e c t r o n  b e a m ,  t h e  s e c o n d  i s  t o  p u l s e  
t h e  e l e c t r o n  b e a m  t o  a l l o w  t i m e  o f  f l i g h t  s p e c t r o s c o p y

o f  t h e  c o l l i s i o n  p r o d u c t s .  T h i s  p u l s e d  e l e c t r o n  g u n  
p r o v i d e d  a  t i m e - a v e r a g e d  c u r r e n t  o f  t y p i c a l l y  1 . 5  n A  
a t  t h e  i n t e r a c t i o n  r e g i o n .  T h e  m o l e c u l a r  g a s  t a r g e t  
b e a m  i s  i n t r o d u c e d  i n t o  t h e  e x p e r i m e n t a l  c h a m b e r  
b y  a  h y p o d e r m i c  n e e d l e  d r i v e n  f r o m  a  c o n s t a n t  p r e s ­
s u r e  g a s  s o u r c e .  T h e  p r e s s u r e  b e h i n d  t h e  h y p o d e r m i c  
n e e d l e  w a s  s l i g h t l y  a b o v e  a t m o s p h e r i c  p r e s s u r e  a n d  
t h a t  o f  t h e  t a r g e t  g a s  b e a m  w a s  e s t i m a t e d  t o  b e  2 -  
3  X 1 0 - 2  T o r r  w i t h  a  b a c k g r o u n d  p r e s s u r e  i n  t h e  v a c ­
u u m  c h a m b e r  t y p i c a l l y  <  1 X  1 0 - 7 T o r r .  T h e  e l e c t r o n  
b e a m  w a s  c r o s s e d  p e r p e n d i c u l a r l y  w i t h  t h i s  g a s  b e a m .  
S p e c t r o s c o p i c  g r a d e  g a s  w a s  u s e d  i n  a l l  e x p e r i m e n t s .

T h e  i n t e r a c t i o n  r e g i o n  i s  d e f i n e d  b y  t h e  o v e r l a p  o f  
t h e  e l e c t r o n  b e a m ,  t h e  m o l e c u l a r  g a s  b e a m  a n d  t h e  
f i e l d  o f  v i e w  o f  t h e  d e t e c t o r .  A  s m a l l  f r a c t i o n  o f  t h e  
c o l l i s i o n  p r o d u c t s  f r o m  t h e  i n t e r a c t i o n  r e g i o n  a r e  
c o l l i m a t e d  b y  a  f l i g h t  t u b e  s i t u a t e d  b e t w e e n  t h e  i n t e r ­
a c t i o n  r e g i o n  a n d  t h e  d e t e c t o r  a n d  p l a c e d  p e r p e n d i c ­
u l a r l y  t o  t h e  e l e c t r o n  b e a m .  T h e  d i s t a n c e  b e t w e e n  t h e  
i n t e r a c t i o n  r e g i o n  a n d  d e t e c t o r  w a s  ~  7  c m .  T h e  s c a t ­
t e r e d  e l e c t r o n s  a n d  p r o d u c t  i o n s  w e r e  p r e v e n t e d  f r o m
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Fig. I . Schematic diagram o f the complete apparatus. Typical potentials for the detection o f metastable N 2 at an incident electron energy 
o f  20 eV are indicated. Not to  scale.
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r e a c h i n g  t h e  s u r f a c e  d e t e c t o r  b y  t h e  a p p l i c a t i o n  o f  
e l e c t r o s t a t i c  f i e l d s  a l o n g  t h e  f l i g h t  t u b e .  T h e  p h o t o n s  
a r r i v e  a t  t h e  d e t e c t o r  a l m o s t  i n s t a n t a n e o u s l y  a n d  c a n  
t h e r e f o r e  b e  d i s c r i m i n a t e d  a g a i n s t  b y  t h e  t i m i n g  e l e c ­
t r o n i c s .  O n l y  t h e  m e t a s t a b i e  f r a g m e n t s  a r e  r e g i s t e r e d  
i n  t h e  d e t e c t i o n  e l e c t r o n i c s ,  a s  p u l s e s  f r o m  t h e  c h a n ­
n e l  e l e c t r o n  m u l t i p l i e r .  T h e  d e t e c t o r  i t s e l f  d i s c r i m i ­
n a t e s  a g a i n s t  t h e  g r o u n d  s t a t e  a t o m s  o r  m o l e c u l e s .

T h e  e l e c t r o n i c  p u l s i n g  o f  t h e  e l e c t r o n  b e a m ,  n e c ­
e s s a r y  f o r  p e r f o r m i n g  t i m e  o f  f l i g h t  s p e c t r o s c o p y ,  i s  
a c h i e v e d  b y  a p p l y i n g  a  s q u a r e  w a v e  o f  1 5  V  a m p l i ­
t u d e  a n d  5 0  n s  r i s e t i m e  t o  t h e  e i n z e l  l e n s .  F o r  t h e  
s t u d y  o f  t h e  t i m e  o f  f l i g h t  o f  t h e  d i s s o c i a t i o n  f r a g ­
m e n t s  t h e  p u l s e s  w e r e  t y p i c a l l y  <  2  p s  w i d e  a n d  h a d  
a  r e p e t i t i o n  r a t e  o f  5  k H z .  T h i s  g i v e s  a  d u t y  c y c l e  o f  
<  1 % . T h e  p u l s e  f r o m  t h e  c h a n n e l  e l e c t r o n  m u l t i p l i e r  

c a u s e d  b y  t h e  a r r i v a l  o f  a  m e t a s t a b l e  m o l e c u l e  i s  u s e d  
a s  t h e  s t o p  p u l s e  t o  a  t i m e  t o  a m p l i t u d e  c o n v e r t e r  
( T A C ) .  T h e  s t a r t  p u l s e  f o r  t h e  T A C  i s  d e r i v e d  f r o m  
t h e  p u l s e  a p p l i e d  t o  t h e  e l e c t r o n  b e a m  t o  t u r n  t h e  
b e a m  o n .  A  d e l a y  c a n  b e  i n t r o d u c e d  b e t w e e n  t h e s e  
t w o  p u l s e s  a l l o w i n g  d i s c r i m i n a t i o n  o f  t h o s e  e v e n t s  
a r r i v i n g  i n s t a n t a n e o u s l y ,  t h e  t i m e  b e t w e e n  t h e s e  t w o  
p u l s e s ,  t h e  t i m e  o f  f l i g h t  o f  t h e  m e t a s t a b l e  f r a g m e n t ,  
i s  c o n v e n e d  t o  a  v o l t a g e  b y  t h e  T A C .  T h i s  o u t p u t  i s  
t h e n  m o n i t o r e d  b y  a  p u l s e  h e i g h t  a n a l y s e r  ( P H A )  a n d  
t h e  d a t a  i s  s t o r e d  d i r e c t l y  f r o m  t h e  P H A  o n t o  a  B B C  
m o d e l  B  a n d  s u b s e q u e n t l y  t r a n s f e r e d  t o  a  m a i n f r a m e  
c o m p u t e r  s y s t e m  f o r  d a t a  a n a l y s i s .  A l l  t h e  p u l s e  
c o u n t i n g  e l e c t r o n i c s  a n d  t h e  P H A  w e r e  c o m m e r c i a l l y  
a v a i l a b l e  E G & G  O r t e c  u n i t s .

T h e  p r i n c i p l e  u s e d  i n  d e t e c t i o n  i s  t h a t  m e t a s t a b l e  
a t o m i c  a n d  m o l e c u l a r  s p e c i e s  i m p i n g i n g  u p o n  a  m e t a l  
s u r f a c e  w i l l  c a u s e  s e c o n d a r y  e l e c t r o n  e j e c t i o n .  T h e s e  
s e c o n d a r y  e l e c t r o n s  c a n  t h e n  b e  f o c u s e d  b y  e l e c t r o ­
s t a t i c  f i e l d s  i n t o  a  M u l l a r d  t y p e  B 4 1 9 L  c h a n n e l  e l e c ­
t r o n  m u l t i p l i e r  f o r  f u r t h e r  a m p l i f i c a t i o n  a n d  p u l s e  
c o u n t i n g .

T h i s  a b i l i t y  o f  m e t a s t a b l e  a t o m s  t o  c a u s e  s e c o n d ­
a r y  e j e c t i o n  w a s  f i r s t  n o t i c e d  b y  W e b b  [ 1 6 ]  a n d  O l i -  
p h a n t  [ 1 7 ] ,  w i t h  l a t e r  s t u d i e s  o f  t h e  p h e n o m e n o n ,  
a n d  h o w  i t  d e p e n d e d  o n  t h e  c o n d i t i o n  o f  t h e  m e t a l  
s u r f a c e ,  b e i n g  c a r r i e d  o u t  b y  S o n k i n  [ 1 8 ] ,  M a c -  
L e n n a n  [ 1 9 ]  a n d  V a r n e y  [ 2 0 ] .  S t e b b i n g s  [ 2 1 ]  d e ­
t e r m i n e d  t h e  s e c o n d a r y  e m i s s i o n  c o e f f i c i e n t  f o r  
H e  ( 2  3S )  m e t a s t a b l e  a t o m s  i n c i d e n t  u p o n  a  g o l d  s u r ­
f a c e  t o  b e  0 . 2 9  ± 0 . 0 3 .  T h i s  w o r k  w a s  e x t e n d e d  b y  
D u n n i n g  e t  a l .  [ 2 2 ]  w h o  u s e d  a  r a n g e  o f  m e t a l  s u r ­

f a c e s  t o  d e t e c t  m e t a s t a b l e  s t a t e s  o f  t h e  n o b l e  g a s e s .  
T h e y  c o n f i r m e d  S o n k i n ’s  o b s e r v a t i o n s  t h a t  t h e  d e ­
t e c t i o n  e f f i c i e n c y  i n c r e a s e s  w i t h  c o n t a m i n a t i o n  o f  t h e  
s u r f a c e ,  a n d  i n  s o m e  c a s e s  m e a s u r e d  t h e  e m i s s i o n  
c o e f f i c i e n t  t o  b e  >  1 .  T o  e x p l a i n  t h i s  t h e y  p r o p o s e d  a  
m e c h a n i s m  i n  w h i c h  t h e  i m p u r i t i e s  a d s o r b e d  o n t o  t h e  
m e t a l  s u r f a c e  u n d e r g o  P e n n i n g  i o n i s a t i o n  b y  t h e  i n ­
c o m i n g  m e t a s t a b l e  a t o m s .  T h e  m e c h a n i s m  o f  s e c ­
o n d a r y  e j e c t i o n  i s  n o t  y e t  w e l l  u n d e r s t o o d ,  b u t  w h i l e  
i t  i s  n o t  n e c e s s a r y  t o  m a k e  a b s o l u t e  m e a s u r e m e n t s ,  
t h i s  m e t h o d  o f  m e t a s t a b l e  d e t e c t i o n  i s  u s e f u l  a n d  h a s  
b e e n  w i d e l y  a d o p t e d  [  2 3 , 2 4  ] .  T h e  a r r a n g e m e n t  u s e d  
i n  t h e  p r e s e n t  w o r k  i s  b a s e d  o n  t h a t  o f  Z u b e k  a n d  
K i n g  [ 2 5 ]  a n d  i s  s h o w n  s c h e m a t i c a l l y  i n  f i g .  1 .

T h e  d e t e c t i n g  s u r f a c e  i t s e l f  c o n s i s t s  o f  r i b b o n s  o f  
t a n t a l u m .  T a n t a l u m  w a s  u s e d  s i n c e  i t  h a s  a  l o w  w o r k  
f u n c t i o n ,  - 4  e V ,  a n d  h a s  b e e n  s h o w n  t o  b e  e f f e c t i v e  
i n  t h e  d e t e c t i o n  o f  t h e  6  e V  N 2 ( A 3Z „  )  m e t a s t a b l e  
s t a t e  [  2 6  ] .  T h e  r i b b o n s  h a v e  d i m e n s i o n s  3  X 1 5  X  0 . 0 1  
m m  a n d  s i x  a r e  a r r a n g e d  a t  4 5 c t o  t h e  f l i g h t  p a t h ,  
e f f e c t i v e l y  p r o v i d i n g  a  c o n t i n u o u s  s u r f a c e  o f  8  X 1 5  
m m  t o  t h e  i n c o m i n g  m e t a s t a b l e  s p e c i e s .  T h e  s e c o n d ­
a r y  e l e c t r o n s  e j e c t e d  f r o m  t h e  m e t a l  s u r f a c e  a r e  f o ­
c u s e d  b y  t h e  n e g a t i v e  a n d  t h e  p o s i t i v e  e l e c t r o s t a t i c  
l e n s e s  i n t o  t h e  c h a n n e l  e l e c t r o n  m u l t i p l i e r .

M a n y  w o r k e r s  h a v e  t r i e d  t o  q u a n t i f y  t h e  e f f e c t s  o f  
i m p u r i t i e s  a d s o r b e d  o n t o  t h e  s u r f a c e  o f  a  m e t a l  a n d  
t h e  t r e a t m e n t s  n e c e s s a r y  t o  c l e a n  t h e  s u r f a c e  [  1 8 , 2 2  ] .  
H o w e v e r ,  a n  e x t e n s i v e  s u r v e y  o f  t h e  l i t e r a t u r e  h a s  l e a d  
t h e  a u t h o r s  t o  t h e  c o n c l u s i o n  t h a t  a l t h o u g h  a n  a t o m ­
i c a l l y  c l e a n  s u r f a c e  i s  t h e  o n l y  t r u l y  r e p r o d u c i b l e  s u r ­
f a c e ,  i t  w i l l  n o t  n e c e s s a r i l y  b e  t h e  m o s t  e f f i c i e n t  s u r ­
f a c e  f o r  t h e  d e t e c t i o n  o f  t h e  m e t a s t a b l e  s p e c i e s  b e i n g  
s t u d i e d .  T h e r e f o r e  c e r t a i n  c o n c e s s i o n s  m u s t  b e  m a d e .  
I t  w i l l  n o t ,  f o r  e x a m p l e ,  b e  p o s s i b l e  t o  m a k e  a b s o l u t e  
m e a s u r e m e n t s ,  s i n c e  t h e  n u m b e r  o f  e l e c t r o n s  e j e c t e d  
p e r  i n c i d e n t  m e t a s t a b i e  a t o m  o r  m o l e c u l e  d e p e n d s  o n  
t h e  a d h e s i o n  c o e f f i c i e n t  o f  t h e  m e t a s t a b i e  s p e c i e s ,  t h e  
t e m p e r a t u r e  a n d  t h e  p u r i t y  o f  t h e  s u r f a c e  a n d  t h e  
b a c k g r o u n d  r e s i d u a l  g a s  p r e s s u r e .  I n  o u r  s t u d i e s  o f  
d i r e c t  e x c i t a t i o n  o f  n i t r o g e n  a n d  t h e  d i s s o c i a t i v e  e x ­
c i t a t i o n  o f  n i t r o u s  o x i d e  i t  w a s  f o u n d  t h a t  t h e  m e t a ­
s t a b i e  p r o d u c t s  w e r e  m o s t  e f f i c i e n t l y  d e t e c t e d  w h i l e  
t h e  t a n t a l u m  s u r f a c e  w a s  b e i n g  h e a t e d  a t  a  t e m p e r a ­
t u r e  w e l l  b e l o w  t h a t  a t  w h i c h  t h e r m i o n i c  e m i s s i o n  o c ­
c u r s  f r o m  t h e  s u r f a c e .  I f  t h e  s u r f a c e  w a s  n o t  h e a t e d  a t  
a l l ,  t h e  e f f i c i e n c y  s t e a d i l y  d r o p p e d ,  p r e s u m a b l y  a s  t h e  
s u r f a c e  a d s o r b e d  n i t r o g e n ,  o x y g e n  a n d  n i t r o u s  o x i d e .
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H o w e v e r  i t  w a s  a l s o  f o u n d  t h a t  h e a t i n g  t o  t e m p e r a ­
t u r e s  j u s t  b e l o w  t h a t  a t  w h i c h  t h e r m i o n i c  e m i s s i o n  
o c c u r s  l e a d s  t o  a  d r o p  i n  d e t e c t i o n  e f f i c i e n c y ,  p e r ­
h a p s  b e c a u s e  t h e  i m p u r i t i e s  w e r e  e v a p o r a t e d  f r o m  t h e  
s u r f a c e  [ 2 2 ] .  T h e  s u r f a c e  w a s  a l l o w e d  t o  r e a c h  a  
s t e a d y  s t a t e  w h i l e  b e i n g  b o m b a r d e d  b y  g a s  m o l e c u l e s  
a n d  m e t a s t a b i e  s p e c i e s .  I t  w a s  n e c e s s a r y  p e r i o d i c a l l y  
t o  s t o p  t h e  g a s  b e a m  a n d  h e a t  t h e  s u r f a c e  t o  a  t e m ­
p e r a t u r e  c l o s e  t o  t h a t  a t  w h i c h  t h e r m i o n i c  e m i s s i o n  
o c c u r s  t o  r e m o v e  a n y  e x c e s s  s u r f a c e  c o a t i n g  t h a t  h a d  
d e v e l o p e d  d u r i n g  l o n g  d a t a  c o l l e c t i o n  p e r i o d s .

F o r  t h e  p u r p o s e  o f  t h i s  w o r k  i t  w a s  n e c e s s a r y  t o  
d e v e l o p  a  d e t e c t o r  w i t h  a  w o r k  f u n c t i o n  s u f f i c i e n t l y  
l o w  t o  d e t e c t  N 2 ( A  3Z „  )  a t  6 . 1 7  e V  b u t  a l s o  t o  d e t e c t  
N 2 ( a  ‘ j i , )  a n d  N 2 ( E 3Z * )  a t  8 . 5 5  a n d  1 2 . 2  e V  r e ­
s p e c t i v e l y .  A  s t a t e  s e l e c t i v e  d e t e c t o r  a s  d e s c r i b e d  b y  
K u m e  e t  a l .  [ 2 7  ]  w o u l d  n o t  h a v e  a l l o w e d  u s  t o  s t u d y  
t h e  c o m p l e t e  d i s s o c i a t i o n  p r o c e s s .  T o  e n s u r e  t h a t  t h e  
d e t e c t o r  w a s  c a p a b l e  o f  d e t e c t i n g  b o t h  N 2 ( A 3Z „  )  
a n d  N 2 ( a  ’ x , )  s t a t e s ,  d i r e c t  e l e c t r o n  i m p a c t  e x c i t a ­
t i o n  o f  N 2 t o  t h e s e  s t a t e s  w a s  o b s e r v e d .  D e t a i l s  o f  t h i s  
a r e  g i v e n  i n  s e c t i o n  3 .

I t  w a s  a l s o  n e c e s s a r y  t o  e n s u r e  t h a t  t h e  r e l a t i v e  d e ­
t e c t i o n  e f f i c i e n c y  o f  e a c h  s t a t e  r e m a i n e d  c o n s t a n t  o v e r  
t h e  d a t a  c o l l e c t i o n  p e r i o d .  T h i s  p e r i o d  c o u l d  s p a n  
s e v e r a l  d a y s .  C o n s e q u e n t l y  t h e  s p e c t r a  w e r e  r e c o r d e d  
e v e r y  f e w  h o u r s  a n d  e a c h  s p e c t r u m  c o u l d  b e  s u p e r -

m
ca

0 200
TIME / us

Fig. 2. T im e o f  flight spectra for the dissociative excitation o f 
N 20  a t an incident electron energy o f  40 eV. These spectra were 
recorded after S, 23, 29 and 45 hours and show the constant rel­
ative detection efficiency o f  the tantalum  surface to the species 
NJ and O*.
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i m p o s e d  o n t o  p r e v i o u s  s p e c t r a .  E x a m i n a t i o n  o f  s u c h  
p l o t s  s h o w s  t h a t  t h e r e  i s  n o  o b s e r v a b l e  c h a n g e  i n  t h e  
d e t e c t i o n  e f f i c i e n c i e s .  T h i s  i s  b e s t  i l l u s t r a t e d  i n  t h e  
4 0  e V  e l e c t r o n  i m p a c t  d i s s o c i a t i o n  s p e c t r u m  o f  N 2 0 ,  
s h o w n  i n  f i g .  2 .  I t  c a n  b e  s e e n  t h a t  t h e r e  w a s  n o  m e a s ­
u r a b l e  c h a n g e  i n  t h e  r e l a t i v e  h e i g h t s  o f  t h e  n i t r o g e n ,  
N 2 ,  a n d  o x y g e n ,  O * ,  p e a k s .  A n y  c h a n g e  i n  t h e  r e l a ­
t i v e  d e t e c t i o n  e f f i c i e n c y  o f  t h e  s u r f a c e  t o  t h e  
N 2 ( A  3Z „  )  a n d  N 2 ( a  ' n g )  s t a t e s  w o u l d  h a v e  r e s u l t e d  
i n  a  c h a n g e  i n  t h e  h e i g h t  o f  t h e  m e t a s t a b i e  n i t r o g e n  
p e a k  r e l a t i v e  t o  t h e  o x y g e n  p e a k .  T h e r e f o r e  t h e  r e l a ­
t i v e  d e t e c t i o n  e f f i c i e n c y  o f  t h e  m e t a l  s u r f a c e  t o  e a c h  
m e t a s t a b i e  s p e c i e s  m u s t  h a v e  r e m a i n e d  c o n s t a n t .  T h e  
o v e r a l l  c o u n t  r a t e  m o n i t o r e d ,  h o w e v e r ,  d i d  f l u c t u a t e  
d u r i n g  d a t a  c o l l e c t i o n  p e r i o d s .

3 .  D i r e c t  e x c i t a t i o n  o f  N 2

T h e  d e t e c t o r  w a s  c a l i b r a t e d  b y  o b s e r v i n g  t h e  d i r e c t  
e x c i t a t i o n  o f  N 2 t o  N 2 ( A 3Z ^ ) ,  N 2 ( a ' n , )  a n d  
N 2 ( E  3Z „  )  o v e r  a  r a n g e  o f  i n c i d e n t  e l e c t r o n  e n e r g i e s  
f r o m  t h r e s h o l d  t o  2 1  e V .

T h e  m o l e c u l e s  i n  t h e  p a r e n t  g a s  b e a m  h a v e  t h e r ­
m a l  v e l o c i t i e s  d e s c r i b e d  b y  a  m o d i f i c a t i o n  o f  t h e  
M a x w e l l i a n  d i s t r i b u t i o n .  I t  i s  a s s u m e d  t h a t  t h e  m o l ­
e c u l e s  i n  t h e  m e t a s t a b i e  b e a m  h a v e  t h e  s a m e  v e l o c i t y  
d i s t r i b u t i o n  a s  t h e  m o l e c u l e s  i n  t h e  p a r e n t  g a s  b e a m  
a n d  c a n  a l s o  b e  d e s c r i b e d  b y  s u c h  a  d i s t r i b u t i o n  [ 2 8  ] .  
T h e  m o d i f i e d  M a x w e l l i a n  d i s t r i b u t i o n  m a y  b e  
w r i t t e n :

/><' ) = p “ p ( w ) ' xp( t ) -  (1)

w h e r e  C  i s  a  n o r m a l i s i n g  c o n s t a n t ,  t  i s  t i m e  t a k e n  b y  
a  m o l e c u l e  o f  v e l o c i t y  v  t o  r e a c h  t h e  d e t e c t o r ,  m  i s  t h e  
m a s s  o f  t h e  m e t a s t a b i e  m o l e c u l e ,  L  i s  t h e  p a t h  l e n g t h  
b e t w e e n  t h e  i n t e r a c t i o n  r e g i o n  a n d  t h e  d e t e c t o r ,  T  i s  
t h e  t e m p e r a t u r e  o f  t h e  g a s ,  k  i s  B o l t z m a n n ’s  c o n ­
s t a n t ,  t  i s  t h e  l i f e t i m e  o f  t h e  m e t a s t a b i e  s t a t e  a n d  g  i s  
a  r e a l  n u m b e r  s u c h  t h a t  4  < g <  5 .

T h e  m o d i f i c a t i o n  o f  t h e  M a x w e l l i a n  d i s t r i b u t i o n  i s  
o b t a i n e d  b y  i n c l u d i n g  a  v a r i a b l e  p a r a m e t e r  g  w h i c h  
i s  s i m p l y  d e p e n d e n t  o n  t h e  d y n a m i c s  o f  t h e  g a s  b e a m .  
A  p e r f e c t l y  d i f f u s e  g a s  b e a m  w o u l d  b e  a  g o o d  a p p r o x ­
i m a t i o n  t o  t h e  p u r e  M a x w e l l i a n  d i s t r i b u t i o n  a n d  i n  
t h i s  c a s e  g  w o u l d  h a v e  a  v a l u e  o f  4 .  H o w e v e r  a s  t h e
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d e g r e e  o f  c o l l i m a t i o n  i n c r e a s e s  t h e  v a l u e  o f  g  r i s e s  t o  
a r o u n d  5  [ 1 1 ] .

A n  a c c u r a t e  d e t e r m i n a t i o n  o f  t h e  p a t h  l e n g t h ,  L ,  

b e t w e e n  t h e  i n t e r a c t i o n  r e g i o n  a n d  t h e  d e t e c t o r  w a s  
m a d e  b y  r e c o r d i n g  a  t i m e  o f  f l i g h t  s p e c t r u m  o f  t h e  
e x c i t a t i o n  o f  t h e  ( 3 p 54 s )  3P 0 .2 s t a t e s  o f  a r g o n ,  t h e  l i f e ­
t i m e  o f  t h e s e  s t a t e s  h a s  b e e n  r e p o r t e d  a s  3  s  o r  l o n g e r  
[ 2 9 , 3 0 ]  h e n c e  t h e  l i f e t i m e  t e r m  e x p  (  — f / t )  *  1 i n e q .  
( 1 ) .  T h e  v a l u e  o f  g  f o r  a r g o n  i n  t h e  a p p a r a t u s  i s  u n ­
k n o w n ,  h o w e v e r  b y  u s i n g  a  d i r e c t  m e a s u r e m e n t  o f  t h e  
p a t h  l e n g t h ,  0 . 0 7  m ,  t h e  e x p e r i m e n t a l  d a t a  w a s  c o m ­
p a r e d  t o  e q .  ( 1 )  a n d  a  f i r s t  a p p r o x i m a t i o n  o f  g  o b ­
t a i n e d  a s  4 . 5 .  T h i s  w a s  t h e n  u s e d  t o  o b t a i n  a  n e w  v a l u e  
o f  t h e  p a t h l e n g t h .  A  r e f i n e d  v a l u e  f o r  L  w a s  f o u n d  b y  
a n  i t e r a t i v e  p r o c e d u r e  t o  b e  0 . 0 7 1  ±  0 . 0 0 2  m .

I t  w a s  a s s u m e d  t h a t  t h e  p a r e n t  g a s  b e a m  d i d  n o t  
c o o l  s i g n i f i c a n t l y  o n  a d m i t t a n c e  t o  t h e  c h a m b e r  a n d  
t h e r e f o r e  t h e  t e m p e r a t u r e  o f  t h e  m e t a s t a b i e  b e a m  w  a s  
a s s u m e d  t o  b e  2 9 3  K .

I n  t h e  p r e s e n t  w o r k  t h e  a p p r o p r i a t e  v a l u e  o f  £  a s ­
s o c i a t e d  w i t h  t h e  n i t r o g e n  b e a m  w a s  d e t e r m i n e d  b y  
c o m p a r i n g  t h e  N 2 m e t a s t a b i e  t i m e  o f  f l i g h t  s p e c t r u m  
p r o d u c e d  a t  a n  i n c i d e n t  e l e c t r o n  e n e r g y  o f  8 . 5  e V  w i t h  
e q .  ( 1 ) .  A t  t h i s  i n c i d e n t  e n e r g y ,  o n l y  t h e  N 2 ( A  3X „  )  
m e t a s t a b i e  s t a t e  w h i c h  h a s  a  t h r e s h o l d  o f  6 . 1 7  e V  w i l l  
b e  p r e s e n t .  T h e  h i g h e r  m e t a s t a b i e  s t a t e s ,  N 2 ( a  l 7tg )  
a n d  N 2 ( E 3Z *  ) ,  h a v e  t h r e s h o l d s  o f  8 . 5 5  e V  a n d  1 2 . 2  
e V ,  r e s p e c t i v e l y  a n d  s o  w i l l  n o t  b e  p o p u l a t e d .  T h e  
l i f e t i m e  o f  t h e  N 2 ( A 3X „  )  m e t a s t a b i e  s t a t e  h a s  b e e n  
r e p o r t e d  a s  1 . 4  s  [ 3 1  ] .  T h i s  v a l u e  o f  t h e  l i f e t i m e  a n d  
t h e  p a t h  l e n g t h  a n d  t e m p e r a t u r e  d e t e r m i n e d  a b o v e  
w e r e  u s e d  t o  o b t a i n  a  v a l u e  o f  g  o f  4 . 9 4 .

T h i s  v a l u e  o f  g  w a s  t h e n  u s e d  t o  f i t  t h e  o t h e r  d i r e c t  
e l e c t r o n  i m p a c t  e x c i t a t i o n  s p e c t r a  t o  d e t e r m i n e  t h e  
a p p a r e n t  l i f e t i m e  o f  t h e  m e t a s t a b i e  b e a m  a t  e a c h  e x ­
c i t a t i o n  e n e r g y .  A  t y p i c a l  t i m e  o f  f l i g h t  s p e c t r u m  f o r  
d i r e c t  e x c i t a t i o n  o f  N 2 i s  s h o w n  i n  f i g .  3 ,  t o g e t h e r  w i t h  
t h e  t h e o r e t i c a l  c u r v e  f r o m  w h i c h  t h e  l i f e t i m e  w a s  
e s t i m a t e d .

T h e  l i f e t i m e  d e r i v e d  f r o m  t h e  t i m e  o f  f l i g h t  s p e c ­
t r u m  d e p e n d s  o n  ( 1 )  t h e  p r o p o r t i o n  o f  e a c h  m e t a ­
s t a b i e  s t a t e  p r e s e n t  i n  t h e  b e a m ,  ( 2 )  t h e  l i f e t i m e s  o f  
t h e s e  m e t a s t a b i e  s t a t e s  a n d  ( 3 )  t h e  r e l a t i v e  d e t e c t i o n  
e f f i c i e n c y  o f  t h e  m e t a l  s u r f a c e  t o  e a c h  s l a t e .  C o n s e ­
q u e n t l y  w h e n  s e v e r a l  m e t a s t a b i e  s p e c i e s  a r e  p r e s e n t ,  
t h e  l i f e t i m e  t e r m  o f  e q .  ( 1 )  c a n  b e  r e p l a c e d  b y

t f T e x p (  — f / r ) =  £  A ^ e x p f  — r / t , ) ,  ( 2 )
i
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Fig. 3. A tim e o f flight spectrum for direct excitation o f  N 2 at an 
incident electron energy o f 21 eV. The calculated curve ( X ) re­
veals an apparent lifetime for the metastabie beam o f  288 ps.

w h e r e  t  i s  t h e  a p p a r e n t  l i f e t i m e  o f  t h e  m e t a s t a b i e  
b e a m ,  t *  a r e  t h e  l i f e t i m e s  o f  e a c h  m e t a s t a b i e  s t a t e  i n  
t h e  b e a m  a n d  t h e  AT, a r e  p a r a m e t e r s  d e p e n d i n g  o n  t h e  
d e t e c t i o n  e f f i c i e n c y  a n d  e x c i t a t i o n  c r o s s  s e c t i o n  o f  
e a c h  m e t a s t a b i e  s t a t e  i n  t h e  b e a m ,  K r  i s  a  p a r a m e t e r  
d e p e n d i n g  o n  t h e  t o t a l  e x c i t a t i o n  c r o s s  s e c t i o n  a n d  
t h e  d e t e c t i o n  e f f i c i e n c y  o f  t h e  s u r f a c e  t o  e a c h  m e t a ­
s t a b i e  s t a t e .  C o n s i d e r i n g  t h e  p r o d u c t i o n  o f  t h e  m e t a ­
s t a b i e  s t a t e s  o f  n i t r o g e n ,  e q .  ( 2 )  b e c o m e s :

K t  e x p (  - t / r )  =  K a  e x p (  — f / r A )

+ K a  e x p ( - / / r , )  +  A:E e x p ( - f / T E ) .  ( 3 )

A l t e r n a t i v e l y ,  i f  a A , o ,  a n d  crE a r e  t h e  c r o s s  s e c t i o n s  
f o r  t h e  p r o d u c t i o n  o f  t h e  N 2 ( A  3X „  ) ,  N 2 ( a  ’ n g )  a n d  
N 2 ( E  3X *  ) s t a t e s  w i t h  l i f e t i m e s  t a ,  t ,  a n d  t e  r e s p e c ­
t i v e l y ,  t h i s  m a y  b e  w r i t t e n  a s s u m i n g  1 0 0 %  d e t e c t i o n  
e f f i c i e n c y  o f  e a c h  s t a t e  a s

o T  e x p  ( - 1 / r )  =  f fA e x p  ( - 1 /  r , )

+ a ,  e x p (  — f / r , ) + < x E e x p (  — f / r E ) ,  ( 4 )

w h e r e  O j  i s  t h e  t o t a l  e x c i t a t i o n  c r o s s  s e c t i o n .
F o r  e a c h  o f  t h e  i n c i d e n t  e l e c t r o n  e n e r g i e s  u s e d  t h e  

a p p a r e n t  l i f e t i m e  o f  t h e  m e t a s t a b i e  b e a m  w a s  d e t e r ­
m i n e d ,  a s  s h o w n  i n  t a b l e  1 .

T o t a l  e x c i t a t i o n  c r o s s  s e c t i o n s  f o r  t h e  N 2 ( A  3X „  ) ,  
N 2 ( a  ‘ r c , )  a n d  N 2 ( E  3X ^  )  s t a t e s  h a v e  b e e n  f o u n d  e x ­
p e r i m e n t a l l y  b y  B o r s t  [ 3 2  ] .  B o r s t  e t  a l .  [ 3 3  ]  a n d  b y
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Tabic I
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Fig. 4. ( a ) Direct excitation cross sections for the metastabie states 
N j( A ), N j(a  '* , )  and N2(E *1^ ) o f  nitrogen as determ ined 
by Borst [32 ], (b )  "Die ratio o f  the cross sections a j a t .

C a r t w r i g h t  c t  a l .  [ 3 4 ] .  T h e  c r o s s  s e c t i o n s  o f  t h e  
N 2 ( A 3Z ^  )  a n d  N 2 ( a I 7tg )  s t a t e s ,  s h o w n  i n  f i g .  4 a ,  
w e r e  c o n s t r u c t e d  f r o m  t h e  t a b l e s  g i v e n  b y  B o r s t  [  3 2  ] .  
T h e  c r o s s  s e c t i o n  o f  t h e  N 2 ( E  3 Z ^ )  s t a t e  i s  t a k e n  f r o m  
B o r s t  e t  a l .  [ 3 3 ] .

T h e  r a t i o  o f  t h e  c r o s s  s e c t i o n s  o f  t h e  N 2 ( A  3Z ^  )  
a n d  N 2 ( a  ’ n , )  s t a t e s  o b t a i n e d  f r o m  t h i s  d a t a  i s  s h o w n

i n  f i g .  4 b .  T h e  a p p a r e n t  l i f e t i m e s  d e t e r m i n e d  f o r  e a c h  
i n c i d e n t  e l e c t r o n  e n e r g y  i n  t h e  p r e s e n t  w o r k  c a n  b e  
q u a l i t a t i v e l y  e x p l a i n e d  u s i n g  t h e  c r o s s  s e c t i o n s  i n  f i g .  
4 .  A t  i n c i d e n t  e l e c t r o n  e n e r g i e s  b e l o w  8 . 5 5  e V  o n l y  
t h e  N 2 ( A  3Z „  )  m e t a s t a b i e  s t a t e  w i l l  b e  p r e s e n t ,  a n d  
t h e  a p p a r e n t  l i f e t i m e  o f  t h e  m e t a s t a b i e  b e a m  w i l l  b e  
t h e  s a m e  a s  t h e  l i f e t i m e  o f  t h e  N 2 ( A  3Z „  )  s t a t e ,  1 . 4  
s .  A s  t h e  i n c i d e n t  e l e c t r o n  e n e r g y  p a s s e s  t h r o u g h  t h e  
t h r e s h o l d  f o r  N 2 ( a  ' n , )  p r o d u c t i o n ,  8 . 5 5  e V ,  t h e  a p ­
p a r e n t  l i f e t i m e  o f  t h e  m e t a s t a b i e  b e a m  i s  r e d u c e d  
s i n c e  t h e  l i f e t i m e  o f  t h e  N 2 ( a  ’ n , )  s t a t e  i s  1 1 5  ±  l O p s  
[ 3 5 ] .  T h e  c r o s s  s e c t i o n  o f  t h e  N 2 ( a  i n t )  s t a t e  r i s e s  

v e r y  s l o w l y  c l o s e  t o  i t s  t h r e s h o l d  a n d  t h i s  i s  r e f l e c t e d  
i n  t h e  g r a d u a l  r e d u c t i o n  o f  t h e  a p p a r e n t  l i f e t i m e  o f  
t h e  m e t a s t a b i e  b e a m .  A t  i n c i d e n t  e l e c t r o n  e n e r g i e s  
g r e a t e r  t h a n  — 1 6  e V  t h e  r a t i o  o f  t h e  N 2 ( A 3Z *  )  s t a t e  
t o  t h e  N 2 ( a  ' i t , )  s t a t e  i n  t h e  b e a m  d e c r e a s e s  s l o w l y  
a n d  s t e a d i l y  a n d  s o  t h e  a p p a r e n t  l i f e t i m e  o f  t h e  b e a m  
i s  e x p e c t e d  a l s o  t o  d e c r e a s e  s l o w l y .  I t  s h o u l d  b e  r e ­
m e m b e r e d  t h a t  t h e  v a l u e s  o f  K r  a n d  K t  i n  e q .  ( 2 )  
d e p e n d  n o t  o n l y  o n  t h e  c r o s s  s e c t i o n s  f o r  t h e  p r o d u c ­
t i o n  o f  e a c h  s t a t e  b u t  a l s o  o n  t h e  d e t e c t i o n  e f f i c i e n c y  
o f  t h e  m e t a l  s u r f a c e  t o  e a c h  s t a t e .  T h e  r a t i o  o f  t h e  
N 2 ( A 3Z *  )  a n d  N 2 ( a  ' i t , )  s t a t e s  a s  o b s e r v e d  a t  t h e  
t a n t a l u m  d e t e c t o r  w i l l  t h e r e f o r e  b e  d i f f e r e n t  t o  t h e  
r a t i o s  a s  m e a s u r e d  b y  B o r s t .  H o w e v e r ,  t h e  a p p a r e n t  
l i f e t i m e s  m e a s u r e d  i n  t h i s  s t u d y  f o l l o w  t h e  t r e n d s  t h a t  
w o u l d  b e  e x p e c t e d  f r o m  t h e  c r o s s  s e c t i o n s  o f  B o r s t .  
T h e  d e v i a t i o n  a t  1 2  e V  c a n  b e  e x p l a i n e d  b y  t h e  p r o ­
d u c t i o n  o f  N 2 ( E 3Z „  ) .  T h i s  m e t a s t a b i e  s t a t e  h a s  a  
s h a r p  c r o s s  s e c t i o n  c e n t e r e d  a t  1 2 . 2  e V ,  f i g .  4 a ,  a n d  a  
l i f e t i m e  o f  1 9 0  ±  3 0  p s  [  3 6  ] .  T h e  p r e s e n c e  o f  t h i s  t h i r d  
s t a t e  i n  t h e  m e t a s t a b i e  b e a m  w i l l  f u r t h e r  r e d u c e  t h e  
a p p a r e n t  l i f e t i m e .

T h e  N 2 ( a  ‘ i t , )  s t a t e  i s  n o t  p o p u l a t e d  b y  c a s c a d e  
f r o m  h i g h e r  l y i n g  s t a t e s  t o  a n y  s i g n i f i c a n t  d e g r e e ;  t h e  
d i r e c t  e x c i t a t i o n  c r o s s  s e c t i o n  h a s  t h e r e f o r e  b e e n  r e ­
l i a b l y  d e t e r m i n e d  a n d  a g r e e d  u p o n  b y  s e v e r a l  w o r k ­
e r s  [  3 2 , 3 5  ] .  U s i n g  t h e  p u b l i s h e d  e x c i t a t i o n  c r o s s  s e c ­
t i o n  o f  M a s o n  a n d  N e w e l l  [ 3 5 ]  a n d  t h e  f u n c t i o n  o T  

d e t e r m i n e d  i n  t h e  p r e s e n t  w o r k ,  t h e  s h a p e  o f  t h e  c r o s s  
s e c t i o n  f o r  t h e  e x c i t a t i o n  o f  t h e  N 2 (  A  3Z „  )  s t a t e  w a s  
d e d u c e d .  I t  w a s  f o u n d  t h a t  t h e  c r o s s  s e c t i o n  f o r  t h e  
p r o d u c t i o n  o f  t h e  N 2 ( A  3Z +  )  s t a t e  t h u s  d e t e r m i n e d  
f o l l o w e d  t h e  s a m e  s h a p e  a s  t h a t  o b s e r v e d  b y  B o r s t ,  
b u t  t h a t  i s  w a s  s m a l l e r  i n  m a g n i t u d e  r e l a t i v e  t o  t h e  
N 2 ( a  ' i t , )  s t a t e .  T h i s  s u g g e s t s  t h a t  o u r  t a n t a l u m  s u r ­
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f a c e  d e t e c t s  t h e  N 2 ( a  ' ji, )  s t a t e  m o r e  e f f i c i e n t l y  t h a n  
t h e  N 2 ( A  3 1 u  )  s t a t e .

T h i s  s t u d y  o f  d i r e c t  e l e c t r o n  i m p a c t  e x c i t a t i o n  o f  
N 2 d e m o n s t r a t e s  t h a t  t h e  t a n t a l u m  d e t e c t o r ,  a l ­
t h o u g h  b e i n g  m o r e  s e n s i t i v e  t o  t h e  N 2 ( a  ' ji, )  s t a t e ,  
c o u l d  d e t e c t  e f f i c i e n t l y  b o t h  t h e  N 2 ( A 3Z „  )  a n d  
N 2 ( a  ' n , )  s t a t e s .  C o n s e q u e n t l y  i t  w a s  p o s s i b l e  t o  u s e  
t h i s  d e t e c t i o n  s y s t e m  t o  s t u d y  p r o d u c t i o n  o f  b o t h  o f  
t h e s e  s t a t e s  o f  N 2 b y  d i s s o c i a t i v e  e x c i t a t i o n  o f  N 20 .

4. D i s s o c i a t i o n  o f  N zO

T h e  t i m e  o f  f l i g h t  s p e c t r a  f o r  t h e  d i s s o c i a t i v e  e x c i t a ­
t i o n  o f  N 20  a r e  s h o w n  i n  f i g .  5 .  T h e  k i n e t i c  e n e r g y  o f  
t h e  f r a g m e n t s  c a n  b e  d e d u c e d  f r o m  t h e  t i m e  o f  f l i g h t  
s p e c t r a .  T h e  e n e r g y  o f  t h e  m e t a s t a b i e  m o l e c u l e  a r r i v ­
i n g  a t  t h e  d e t e c t o r  a t  t i m e  /  i s  g i v e n  b y :

« = i  m ( L / t ) 2 ,

w h e r e  L  i s  t h e  p a t h  l e n g t h  b e t w e e n  t h e  i n t e r a c t i o n  
r e g i o n  a n d  t h e  d e t e c t o r ,  a n d  m  i s  t h e  m a s s  o f  t h e  
m e t a s t a b i e  m o l e c u l e .

I f  T ( t )  i s  t h e  n u m b e r  o f  c o u n t s  i n  e a c h  t i m e  c h a n ­
n e l  o f  w i d t h  d t  i n  t h e  t i m e  o f  f l i g h t  s p e c t r u m  a n d  D ( e )  

i s  t h e  n u m b e r  o f  c o u n t s  i n  e a c h  e n e r g y  c h a n n e l  o f  
w i d t h  d «  i n  t h e  k i n e t i c  e n e r g y  s p e c t r u m  t h e s e  a r e  r e ­
l a t e d  b y

j D ( c ) d f  =  J  7 X 0 d r ,

t h e r e f o r e

£>(Oocr3 7Xr). (5)

L o n g  d a t a  c o l l e c t i o n  p e r i o d s ,  t y p i c a l l y  5 0  h o u r s ,  g a v e  
g o o d  s t a t i s t i c s  i n  t h e  p e a k s ,  b u t  b e c a u s e  o f  t h e  r 3 d e ­
p e n d e n c e ,  s m a l l  s t a t i s t i c a l  f l u c t u a t i o n s  a t  l o n g  f l i g h t  
t i m e s  g i v e  r i s e  t o  l a r g e  v a r i a t i o n s  i n  t h e  l o w  k i n e t i c  
e n e r g y  p a r t  o f  t h e  e n e r g y  d i s t r i b u t i o n .  A  c o n s t a n t  
b a c k g r o u n d  w a s  d e d u c e d  f r o m  t h e  l o n g  f l i g h t  t i m e  
p a r t  o f  t h e  t i m e  o f  f l i g h t  s p e c t r u m  w h e r e  n o  m e t a ­
s t a b i e  m o l e c u l e s  r e a c h  t h e  d e t e c t o r .  T o  r e d u c e  t h e  e r ­
r o r  d u e  t o  t h e  s t a t i s t i c a l  f l u c t u a t i o n s  i n  t h e  t a i l  o f  t h e  
m e t a s t a b i e  p e a k ,  t h e  c o n s t a n t  b a c k g r o u n d  w a s  s u b ­
t r a c t e d  f r o m  t h e  d a t a  a n d  a  s m o o t h  c u r v e  f i t t e d  t o  t h e  
t a i l  b e f o r e  t h e  t i m e  d a t a  w a s  c o n v e r t e d  t o  k i n e t i c  e n ­
e r g y  d a t a .  T h i s  f i t t i n g  p r o c e s s  r e s u l t e d  i n  a n  u n c e r ­

t a i n t y  i n  t h e  p o s i t i o n  o f  t h e  k i n e t i c  e n e r g y  p e a k  o f  
t y p i c a l l y  9 % .  P o i n t  t o  p o i n t  c o n v e r s i o n  o f  t h e  t i m e  o f  
f l i g h t  d a t a  t o  a  k i n e t i c  e n e r g y  s p e c t r u m  w a s  p e r ­
f o r m e d  f o r  t h e  r e g i o n  o f  t h e  s p e c t r u m  i n  w h i c h  t h e  
n i t r o g e n  p e a k  d o m i n a t e d  o v e r  t h e  o x y g e n  p e a k .

T h e  d e t e r m i n a t i o n  o f  t h e  k i n e t i c  e n e r g y  d i s t r i b u ­
t i o n  f o r  t h e  o x y g e n  p e a k  g a v e  r e s u l t s  i n  a g r e e m e n t  
w i t h  t h o s e  o f  M a s o n  a n d  N e w e l l  [  2  ] .  T h e  k i n e t i c  e n ­
e r g y  d i s t r i b u t i o n s  o b t a i n e d  f o r  t h e  n i t r o g e n  p e a k  a r e  
s h o w n  i n  f i g .  6 .  T h e  e n e r g y  a t  w h i c h  e a c h  c u r v e  p e a k s  
a n d  t h e  h a l f  h e i g h t  e n e r g y  a r e  g i v e n  i n  t a b l e  2 .

I t  c a n  b e  s e e n  f r o m  t h e  k i n e t i c  e n e r g y  s p e c t r a  i n  f i g .  
6  t h a t  a s  t h e  i n c i d e n t  e l e c t r o n  e n e r g y  i n c r e a s e s  t h e  
n i t r o g e n  k i n e t i c  e n e r g y  s p e c t r u m  s h i f t s  t o  h i g h e r  e n ­
e r g y  a n d  i n c r e a s e s  i n  w i d t h .  T h e  i n c r e a s e  o f  t h e  p e a k  
k i n e t i c  e n e r g y  i n  t h e  f i r s t  f i v e  e V  a b o v e  t h r e s h o l d  o c ­
c u r s  a s  t h e  F r a n c k - C o n d o n  o v e r l a p  r e g i o n  i s  e x ­
c e e d e d .  T h e  b r o a d e n i n g  a t  h i g h e r  e n e r g i e s  i s  d u e  t o  
a n  i n c r e a s e d  n u m b e r  o f  d i s s o c i a t i o n  p r o c e s s e s  c o n ­
t r i b u t i n g  t o  t h e  m e t a s t a b i e  n i t r o g e n  p e a k  b y  c a s c a d e  
f r o m  h i g h e r  l y i n g  e x c i t e d  s t a t e s .

I n  f i g .  7 a  w e  r e p r o d u c e  t h e  1 2  e V  a n d  7 5  e V  s p e c t r a  
o f  A l i c o c k  a n d  M c C o n k e y ,  a n d  i n  f i g .  7 b  t h e  1 3  e V  
a n d  6 0  e V  s p e c t r a  f r o m  t h e  p r e s e n t  w o r k .  T h e  t w o  
s e t s  o f  d a t a  c o r r e s p o n d  v e r y  c l o s e l y .  T h e  p r e s e n t  6 0  
e V  k i n e t i c  e n e r g y  s p e c t r u m  p e a k s  a t  0 . 2 9 2  e V  w h e r e a s  
t h e  7 5  e V  s p e c t r u m  o f  A l l c o c k  a n d  M c C o n k e y  p e a k s  
a t  0 . 2 7  e V  b u t  i s  n o t  a s  b r o a d .  S u c h  a  d i f f e r e n c e  c o u l d  
b e  d u e  t o  t h e  p r e s e n c e  o f  t h e  N 2 ( a  ' ji, )  s t a t e  i n  t h e  
p r e s e n t  w o r k  b u t  w h i c h  w a s  a b s e n t  i n  t h e  w o r k  o f  A l l ­
c o c k  a n d  M c C o n k e y .  T h e  1 2  e V  a n d  1 3  e V  s p e c t r a  
a r e ,  h o w e v e r ,  i n  e x c e l l e n t  a g r e e m e n t .

F i g .  7 d  s h o w s  t h e  k i n e t i c  e n e r g y  s p e c t r a  f o r  a n  i n ­
c i d e n t  e l e c t r o n  e n e r g y  o f  2 0  e V  f r o m  t h e  p r e s e n t  w o r k  
c o m p a r e d  t o  t h a t  o f  M a s o n  a n d  N e w e l l ,  r e p r o d u c e d  
i n  f i g .  7 c .  T h e s e  s p e c t r a  p e a k  a t  0 . 1 6 2  ±  0 . 0 1 6  e V  a n d  
0 . 1 2 5  ± 0 . 0 0 9  e V  r e s p e c t i v e l y .  T h e  d i f f e r e n c e  i s  d u e  
t o  t h e  d i f f e r e n t  p r o c e s s e s  b e i n g  o b s e r v e d .  M a s o n  a n d  
N e w e l l  [ 3 5 ]  s e l e c t i v e l y  d e t e c t e d  o n l y  t h e  N 2 ( a  *ji, )  

m e t a s t a b i e  s t a t e  w h i l e  w e  d e t e c t e d  a  m i x t u r e  o f  b o t h  
t h e  N 2 ( A 3I ^  )  a n d  t h e  N 2 ( a  ' ji, )  s t a t e s .  S i n c e  o u r  
r e s u l t s  a g r e e  m o r e  c l o s e l y  w i t h  t h o s e  o f  A l l c o c k  a n d  
M c C o n k e y  [ 1 3 ]  t h a n  t h o s e  o f  M a s o n  a n d  N e w e l l  
[ 3 5 ]  i t  i s  r e a s o n a b l e  t o  c o n c l u d e  t h a t  w e  a r e  d e t e c t ­
i n g  m a i n l y  t h e  N 2 ( A  3L f  )  f r a g m e n t s .  I n  t h e  p r e s e n t  
s t u d y  o f  d i r e c t  e l e c t r o n  i m p a c t  e x c i t a t i o n  o f  m o l e c u ­
l a r  n i t r o g e n ,  i t  w a s  d e m o n s t r a t e d  t h a t  t h e  t a n t a l u m
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Fig. 5. Tim e o f flight spectra for the  dissociative excitation o f  N20 .

s u r f a c e  d e t e c t o r  i s  p r e f e r e n t i a l l y  s e n s i t i v e  t o  t h e  
N 2 ( a  l n % )  m e t a s t a b i e  s t a t e .  T h e r e f o r e  t h e  d o m i n a n c e  
o f  t h e  N 2 (  A  3 X u  )  m e t a s t a b i e  s t a t e  i n  t h e  t i m e  o f  f l i g h t  
s p e c t r a  i n  t h e  p r e s e n t  w o r k  i n d i c a t e s  t h a t  t h e  d i s s o ­
c i a t i v e  e x c i t a t i o n  c r o s s  s e c t i o n  f o r  N 2 ( A 5I u  )  ( i s

s u b s t a n t i a l l y  g r e a t e r  t h a n  t h a t  f o r  N 2 ( a ‘ n , )  
p r o d u c t i o n .

T h e  k i n e t i c  e n e r g y  s p e c t r a  o f  t h e  p r o d u c t  m e t a ­
s t a b i e  f r a g m e n t s  p r o d u c e d  i n  d i s s o c i a t i v e  e x c i t a t i o n  
a l l o w  t h e  n a t u r e  o f  t h e  d i s s o c i a t i o n  p r o c e s s  t o  b e  i n -
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Fig. 6. Kinetic energy distributions for the nitrogen metastabie peak deduced from the tim e o f  flight spectra shown in  fig. S.

v e s t i g a t e d .  F r a g m e n t s  w i t h  f i n i t e  m i n i m u m  k i n e t i c  
e n e r g y ,  f i g .  8 a ,  a r e  p r o d u c e d  f r o m  a  p u r e l y  r e p u l s i v e  
p o t e n t i a l  e n e r g y  c u r v e .  T h e  p r o d u c t i o n  o f  s o m e  o f  t h e  
f r a g m e n t s  w i t h  n e a r  z e r o  k i n e t i c  e n e r g i e s  i n d i c a t e s  
d i s s o c i a t i o n  f r o m  t h e  r e p u l s i v e  p a r t  o f  a  b o u n d  m o ­
l e c u l a r  p o t e n t i a l  e n e r g y  c u r v e ,  f i g .  8 b .  T h e  k i n e t i c  e n ­

e r g y  s p e c t r a  i n  f i g .  6  s h o w  e v i d e n c e  o f  n e a r  z e r o  e n ­
e r g y  f r a g m e n t s ,  r e v e a l i n g  t h a t  t h e  m e t a s t a b i e  n i t r o g e n  
f r a g m e n t s  f o r m e d  i n  d i s s o c i a t i v e  e x c i t a t i o n  o f  n i ­
t r o u s  o x i d e  a r e  p r o d u c e d  f r o m  a  b o u n d  p o t e n t i a l  e n ­
e r g y  c u r v e  o r  c u r v e s .

T h e  s t e a d y  b r o a d e n i n g  o f  t h e  k i n e t i c  e n e r g y  d i s t r i -



260

S.M . Barnett et al. /  The N ,(A  SI * )  metastabie state 293

Tabic 2

Incident
electron
energy
(eV )

Peak
intensity
(eV )
±0 .016

H alf
height
energy
(eV )
± 0 .016

13 0.130 0.649
15 0.146 0.698
20 0.162 0.682
25 0.195 0.746
30 0.244 0.731
40 0.292 0.779
50 0.292 0.747
60 0.292 1.039

(•)
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Fig. 8. The relationship between the parent molecular potential 
energy curve and the kinetic energy distributions o f  the product 
fragments is illustrated. D istributions are shown for dissociation 
from  (a ) a purely repulsive potential energy curve, (b )  the re­
pulsive p an  o f a bound potential energy curve, (c )  perturbation  
o f  a bound state by crossing o f a repulsive state as in 
predissociation.

0 E N E R G Y /.V  1 0 E N E R G Y /.V  1

Fig. 7. Com parison o f  the kinetic energy spectra obtained in the 
present work with previous experiments: ( a )  the kinetic energy 
distributions o f Allcock and McConkey [ 13 ] a t incident energies 
o f 12 eV and 75 eV and (b ) those a t 13 eV and 60 eV from the 
present work; (c ) kinetic energy spectra for incident electron en­
ergy 20 eV from M ason and Newell [15] and  ( d ) from this work.

b u t i o n  b e t w e e n  t h r e s h o l d  a n d  6 0  e V  i n d i c a t e s  a  c a s ­
c a d e  c o n t r i b u t i o n  t o  t h e  o b s e r v e d  m e t a s t a b i e  m o l e c ­
u l a r  n i t r o g e n  f l u x .  I t  h a s  p r e v i o u s l y  b e e n  c o n f i r m e d  
t h a t  c a s c a d e  c o n t r i b u t i o n s  t o  t h e  N 2 ( a  ’ n , )  s t a t e  a r e  
s m a l l  [ 2 , 3 5 ] .  T h e r e f o r e  i n  t h i s  c a s e  t h e  b r o a d e n i n g  
m u s t  b e  d u e  t o  c a s c a d e  t o  t h e  N 2 ( A  3l f  )  s t a t e .  E x ­
c i t a t i o n  o f  t h e  N 2 ( A 3Z J ' )  s t a t e  b y  e l e c t r o n  i m p a c t  
u p o n  m o l e c u l a r  n i t r o g e n  r e v e a l e d  s u b s t a n t i a ]  c a s ­
c a d e  f r o m  b o t h  t h e  N 2 ( B 2 j i , )  a n d  N ^ C X )  s t a t e s .

I t  i s  t h e r e f o r e  n e c e s s a r y  t o  c o n s i d e r  t h e  f o l l o w i n g  
p r o c e s s e s  i n  d i s s o c i a t i v e  e x c i t a t i o n :

c -  +  N 2 0 - N 2 ( A 3I ^ ) - i - 0 ( 3 P )

- N 2 ( B X ) + 0 ( 3 P ) - N 2 ( A 3I u+ ) + 0 ( 3 P )

- N 2 ( C X ) + 0 ( 3P ) - N 2 ( A 3I u+ ) + 0 ( 3P )  .

S u c h  t w o  s t e p  p r o c e s s e s  a r e  n o t  u n u s u a l  i n  d i s s o c i a ­
t i v e  e x c i t a t i o n  a s  r e c e n t  s t u d i e s  o f  d i s s o c i a t i v e  e x c i ­
t a t i o n  i n  m o l e c u l a r  o x y g e n  h a v e  r e v e a l e d  [ 3 ] .

P a r t i a l  p o t e n t i a l  e n e r g y  c u r v e s  f o r  t h e  r e p u l s i v e  p a r t  
o f  t h e  b o u n d  s t a t e  c a n n o t  b e  c o n s t r u c t e d  f r o m  t h e  k i ­
n e t i c  e n e r g y  s p e c t r a  d e t e r m i n e d  i n  t h e  p r e s e n t  w o r k  
b e c a u s e  o f  t h i s  s i g n i f i c a n t  c a s c a d e  c o n t r i b u t i o n .  S u c h  
p a r t i a l  p o t e n t i a l  e n e r g y  c u r v e s  h a v e  b e e n  d e d u c e d  f o r  
f r a g m e n t s  f r o m  d i a t o m i c  m o l e c u l e s  s u c h  a s  0 2 
[ 3 7 , 3 8 ]  i n  w h i c h  t h e  p o t e n t i a l  o f  t h e  g r o u n d  s t a t e  i s  

w e l l  e s t a b l i s h e d .  H o w e v e r ,  t o  a p p l y  t h e  s a m e  t e c h ­



294 S.M. Barnett et al. /  The A!j(A *1 ? ) metastabie state

nique to a triatomic molecule requires knowledge of 
a  ground state potential surface and extension of two 
dimensional arguments to a three dimensional prob­
lem. However, earlier calculations of the energies and 
potential surfaces of the lowest excited electronic 
states of nitrous oxide may be reconsidered in the light 
of the present results.

Semi-empirical calculations for potential energy 
curves of the lower lying states of nitrous oxide are 
reproduced in fig. 9 [39 ]. A Z ~  state, threshold 4 eV, 
is predicted to be responsible for the production of 
N2(A3I„ ) and 0 ( 3P) fragments at a dissociative

1 2 -

0 . 1 3 00 N j e  0  B O N D  L E N G T H  /  n m

1 2 -

N , ( X ^ + f l )

3 . 6 4 e V

N ,(XiX+fl)

1 . 6 7 # V

0 0 . 1 3 0N j =  0  B O N D  L E N G T H  /  n m

Fig. 9. Potential energy curves for low lying states o f  nitrous ox­
ide calculated using a semi-empirical technique [39 ].

excitation energy of 7.89 eV, while a 3 A or 3X+ state 
is responsible for production of N2(B3ji,) and 0 ( 3P) 
fragments. In fig. 9 both these states are bound, in 
agreement with the present results. A third produc­
tion channel from the N20(2 ‘;t) repulsive state must 
therefore have a low excitation cross section, at least 
at incident electron energies less than 20 eV. There is 
the possibility of purely repulsive states overlapping 
both the ' I - and 3 A or 3Z+ states and allowing pre- 
dissociation. The kinetic energy distributions of frag­
ments produced by predissociation would have a 
shape such as that shown in fig. 8c. The kinetic en­
ergy distributions obtained in the present work do not 
have these characteristics. No calculations of the 
electronic state of N20  yielding N2(C 3Jtu) and 0 ( 3P ) 
fragments are available.

5 .  C o n c l u s i o n s

In this paper we have discussed some of the consid­
erations required for a detailed and accurate analysis 
of metastabie time of flight spectroscopy. By the care­
ful analysis of our time of flight spectra for the direct 
excitation of the metastabie states of N2, we found 
the apparent lifetime of the metastabie beam over an 
incident energy range of 8.5-21 eV. From this, we 
further deduced that the tantalum surface detected 
the N2(A 3I ^ ) state less efficiently than the N2(a xit%) 
state. It was also observed that the relative detection 
efficiency of each state remained constant.

Knowledge of the properties of the detector al­
lowed a new investigation of the electron impact dis­
sociation of N20  to be performed in which both the 
N2(A3Z+ ) and N2(a ‘nt ) states were observed si­
multaneously. Comparison of the results obtained in 
the present work with previous experiments leads us 
to conclude that the production of the N2(A3I*  ) 
state dominates in the dissociation process. This con­
clusion is further endorsed by the knowledge that our 
detector was preferentially sensitive to the N2(a1ng) 
state.

The metastabie fragments appear to be produced 
from the repulsive part of a bound molecular poten­
tial energy curve. There is also evidence that several 
competing dissociative channels populate the 
N2( A 3I„ ) state by cascade at the higher energies.

In view of the many applications we hope to ex­
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tend our studies of dissociative excitation to other di- 
and polyatomic molecules which are important in 
gaseous discharges and aeronomical phenomena.
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Dissociative excitation o f metastabie fragments by electron 
impact on carbonyl sulphide, carbon dioxide and 
carbon monoxide

S M Bamett, N J Mason and W R Newell
D e p a r tm e n t o f  P h y sics  a n d  A s tro n o m y , U n iv e rs ity  C o lle g e  L o n d o n , G o w e r S tre e t,  
L o n d o n  W C 1 E  6 B T , U K

R ece iv ed  6  S e p te m b e r  1991, in  final fo rm  23 D e ce m b e r 1991

A b stra c t. M e ta s ta b ie  fra g m e n ts  p ro d u c e d  in  th e  e le c tro n  im p a c t d is so c ia tio n  o f  c a rb o n y l 
s u lp h id e , c a rb o n  d io x id e  a n d  c a rb o n  m o n o x id e  h av e  b een  s tu d ie d  b y  th e  te c h n iq u e  o f  
tim e -o f-flig h t s p e c tro s c o p y . T h re e  m e ta s ta b ie  frag m e n ts  w ere  id e n tif ie d  in  th e  tim e -o f-flig h t 
s p e c tra  fo r  d is so c ia tio n  o f  c a rb o n y l s u lp h id e  a n d  h av e  b e en  c la ss ifie d  a s  0 ( sS), S (sS ) a n d  
C O (a  3I1). F ro m  th e  tim e -o f-flig h t s p e c tra ,  th e  k in e tic  en erg y  d is t r ib u t io n s  o f  the  fra g m e n ts  
h a v e  b e en  d e d u c e d . T h e  p ro d u c t io n  o f  C O (a  311) fro m  c a rb o n y l s u lp h id e  h a s  b een  c o m p a re d  
w ith  its  p ro d u c t io n  fro m  c a rb o n  d io x id e ; th e  p ro d u c tio n  o f  0 ( sS ) fro m  d is so c ia tio n  o f  
c a rb o n y l s u lp h id e , c a rb o n  d io x id e  a n d  c a rb o n  m o n o x id e  is a lso  c o m p a re d .

1. Introduction

Dissociation o f molecules by electron impact is one of the least studied electron- 
molecule collision processes. It may be represented by the equation

t E +  AB -*■ e£_5£ + A* +  B

in which the incident electron provides the energy S E  necessary both to dissociate the 
molecule AB and to promote the fragment A to the excited electronic state A* where 
A may be an atomic or a molecular fragment. This excited fragment may be produced 
in a metastabie state, which in the present experimental work will be defined as an
excited state with lifetime in excess of 50 (a s . Since the energy of the chemical bond
is released as kinetic energy o f the fragments, such metastabie fragments are fast 
moving as well as long lived. Consequently such dissociation processes contribute 
greatly to the energy transfer in the terrestrial ionosphere, aurorae and many laboratory 
induced plasmas.

Experimental results for such dissociative processes are limited in scope and have 
often been contradictory in their results and conclusions (Zipf 1982). Particular 
difficulty has been found in the interpretation of the results of those experiments in 
which one, or more, of the fragments is produced in a metastabie state. The major 
experimental problems encountered are; (i) the calibration of the detector for each 
metastabie state, (ii) lifetime effects in time-of-flight spectra and (iii) the small cross 
sections for each of the processes. There is therefore a need for reliable experimental 
data concerning dissociation processes. Theoretical studies of dissociative excitation 
are currently confined to molecular hydrogen (Chung and Lin 1978), however new 
computational techniques such as the R-matrix code (Branchett and Tennyson 1991,

0 9 5 3 -4 0 7 5 /9 2 /0 0 0 0 0 0  +  O0SO4.50 ©  1992 IO P  P u b lish in g  Ltd 1
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Burke e t  a l  1987) are likely to be extended to describe the dissociation o f some simple 
diatomics. Consequently, more quantitative experimental data will be required for 
comparison.

Carbonyl sulphide is the predominant sulphur bearing compound in the terrestrial 
atmosphere. It is present in the troposphere (Crutzen 1976) and in the stratosphere 
(Inn e t  a l  1979), the carbonyl sulphide concentration in the stratosphere being main­
tained by diffusion o f carbonyl sulphide from the troposphere (Turco e t  a l  1981 and 
references therein). Dissociation o f carbonyl sulphide is an initial step in the formation 
o f stratospheric sulphate aerosol particles (Crutzen 1976) which affect the earth’s 
radiation balance and climate. Like carbon dioxide, carbonyl sulphide contributes to 
the ‘greenhouse effect’ in which far infrared radiation from the earth’s surface is 
trapped, resulting in heating of the atmosphere. Carbonyl sulphide is also present in 
significant quantities in the interstellar medium (Hollis and Ulich 1977) and transitions 
in carbonyl sulphide have been observed in the interstellar clouds SGR B2 (OH) and 
W51 (Hollis and Ulich 1977).

In the dissociation o f carbonyl sulphide several atomic or molecular metastabie 
species may be excited, depending on the energy, £ , o f the incident electron. Some 
dissociative modes relevant to this work are described by the equations:

CO(a 3n) + S(3P )+

e i+ O C S - C S ( X 'X ) + 0 ( sS )+ e (-E-«£2,

CO(X l2 )  + S(5S) + e(V , EJ,

in which the metastabie fragment produced in each case is underlined. In addition, 
long-lived high Rydberg fragments, S** and O**, will be formed and, under certain 
experimental conditions, will be detected simultaneously with the metastabie fragments.

The notable feature of all these dissociative processes is that the fragments are 
produced with kinetic energies exceeding the thermal energy o f the parent gas 
molecules. Consequently, in general, the dissociation fragments are chemically more 
reactive than the corresponding metastabie species which are formed by direct electron 
impact excitation in which the excited species have kinetic energies associated with 
the values o f the thermal energies in the parent gas beam. Careful study o f the kinetic 
energy spectra of the product metastabie fragments produced in dissociation allows 
the nature of the dissociation process to be investigated and, in some cases, partial 
potential energy curves to be constructed for the parent molecular state.

Previous work on the photodissociation o f carbonyl sulphide has been limited to 
experiments which employed wavelengths in the range 60 to 200 nm (<18 eV) (e.g. 
Ashfold e t a l  1979, Strauss e t  a l  1989) to measure dissociation rates and cross sections. 
Several electron energy loss studies have been performed (Szmytkowski 1983, Sohn e t  
a l  1987, Lynch e t a l  1979) but there has been only one study of dissociation by electron 
impact (van Brunt and Mumma 1975). Van Brunt and Mumma studied the product 
fragments by time-of-flight spectroscopy but did not clearly identify the fragments and 
consequently were not able to deduce the kinetic energy distributions. The new results 
obtained in this work will be compared with the results of van Brunt and Mumma and 
their conclusions re-examined.

While the electron impact dissociation of carbonyl sulphide has not been extensively 
studied, there have been numerous investigations of the electron impact dissociation 
o f carbon dioxide. These two molecules are expected to display similar dissociative 
features since they both contain a C = 0  bond. The present results for the dissociative



265

Dissociative excitation o f OCS, C 02 and CO by e impact 3

excitation of the oxygen fragments from carbonyl sulphide will be compared with 
previous results for dissociative excitation o f 0 ( 5S) from carbon dioxide (e.g. Misakian 
e t  a l  1975, Allcock and McConkey 1976). Similarities in the kinetic energy distributions 
for the oxygen fragments produced by dissociative excitation o f carbonyl sulphide and 
o f carbon dioxide are discussed. The production of oxygen fragments in the dissociation 
o f carbon monoxide has also been studied for comparison.

2. Experimental details

The apparatus used in the present study o f electron impact dissociative excitation has 
been described in detail elsewhere (Barnett e t a l  1991). A pulsed electron beam of 
time averaged current —3 nA and tunable in the range 10-70 eV is crossed perpen­
dicularly with a molecular gas beam. The time taken for the product metastabie 
fragments to travel from the interaction region to the detector is recorded as a 
time-of-flight spectrum. In this work two different metastabie detectors were used, each 
with different detection thresholds. One o f the detectors uses the principle o f Auger 
ejection from a metal surface and was based on the design o f Zubek and King (1986). 
This detector consisted o f tantalum strips arranged at 45° to the incident metastabie 
beam and maintained at a temperature o f —40-70 °C by ohmic heating. The detection 
threshold o f the warm tantalum surface was —5 eV. Its operation has been described 
in detail previously (Bam ett e t  a l  1991). The second detector was a bare Mullard type 
B419BL channel electron multiplier which was used to detect selectively the product 
metastabie species o f energy greater than 8 eV (Brunt e t  a l  1978, Mason and Newell 
1987). The pathlength in these experiments was 0.070 m and 0.080 m for the tantalum 
surface detector and the channel electron multiplier respectively.

3. Results

Time-of-flight spectra for the dissociative excitation o f carbonyl sulphide obtained 
using the warm tantalum surface detector are shown in figure 1.

At an incident electron energy of 15 eV, the spectrum consists o f only one feature, 
peak 1, due to fragments with a mean arrival time o f 4 0 /ts. At an incident electron 
energy o f 20 eV, a shoulder develops on the short flight time side of peak 1 and at 
35 eV this feature dominates the spectrum as peak 2. The fragments responsible for 
this peak have a mean arrival time at the detector o f 23 /xs. A second shoulder also 
appears on the short flight time side o f peak 2 at an incident electron energy o f 30 eV. 
This peak, 3, is due to fragments with a mean arrival time of 14 f i s  and dominates the 
time-of-flight spectrum at incident electron energies above 40 eV.

These peaks may be ascribed to the metastabie species CO(a 3n), 0 ( 5S), S(5S) or 
to long-lived high Rydberg fragments, all o f which have excitation energies above the 
detection threshold (—5 eV) of the warm tantalum surface. A convenient way to resolve 
the peaks is to change the detector to one o f a different threshold detection energy. 
The tantalum surface was therefore removed and a bare channel electron multiplier 
(M ullard B419L) used in its place. Since the channel electron multiplier has a detection 
threshold of ~ 8  eV it is unable to detect the CO(a 3II) and S(5S) fragments which have 
energies 6.01 and 6.52 eV respectively. The only fragments produced in dissociation
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p h o to n s  p ro d u c e d  d u r in g  th e  e le c tro n  p u lse .

of carbonyl sulphide that can be detected by the channel electron multiplier are expected 
to be 0 ( 5S) at 9.14 eV, a higher lying metastabie state of carbon monoxide at —10 eV 
(Wells e t  a l  1978) or high lying Rydberg states. •

A typical time-of-flight spectrum o f the fragments produced in dissociation of 
carbonyl sulphide detected by the channel electron multiplier is shown in figure 2. 
There is a single peak, mean arrival time 14 f i s ,  which corresponds to peak 3 in figure 
1. There is no evidence of 10 eV metastabie carbon monoxide fragments, which would 
have longer flight times than the oxygen fragments, having been produced by dissocia­
tive excitation. Neither is there any evidence of long-lived Rydberg states of sulphur 
or o f carbon monoxide.

Peak 1 must be due to metastabie fragments of energy less than 8 eV since the peak 
was absent in the time-of-flight spectra recorded by the channel electron multiplier, 
but o f energy greater than 5 eV since the peak was present in the time-of-flight spectra 
recorded by the tantalum surface detector. These observations are consistent with the 
assignment o f CO(a3n) fragments being responsible for peak 1. Peak 3 must be due 
to metastabie fragments o f energy greater than 8eV, since this peak was present in
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Figure 2. Time-of-flight spectra for oxygen fragments produced in the dissociation of 
carbonyl sulphide. The detector was a bare channel electron multiplier, work function 
~8 eV .

spectra recorded by both the tantalum surface detector and the channel electron 
multiplier.

In the work o f van Brunt and Mumma, peak 3 was identified as being due to 
unspecified Rydberg species. The present work suggests that it is due to either 0 ( sS) 
metastabie fragments or long-lived high Rydberg oxygen fragments, O**. It is difficult 
to distinguish between these two products, however earlier work (Wells e t a l  1978, 
Freund 1971, Allcock and McConkey 1976) has shown that in many dissociative

Table 1. Thresholds for the production o f metastabie fragments. Note: processes involving 
the production o f Rydberg states or ions are not included in the table.

Threshold
(eV)
(Ashfold 
et al)

Threshold
(eV)
(van Brunt 
and Mumma) Products

3.16 CO(x *S+) + S(3P)
7.30 CS(x 'S +) + 0 ( 3P)

9.17 9.23 C O (aT l) + S(3P)
9.74 CO(x ' I +) + S(sS)

10.32 10.38 C O (a3n ) + S('D)
10.72 CS(a-Tl) + 0 ( 3P)

11.09 CO(x ' I +) + S(sP ) - S ( 5S)
11.64 CO(x 'S +) + S(sD ) - S ( 5S)

11.92 C O (a3n ) + S('S)
11.99 C O (a3n ) + S(sS)

12.69 C S(a3n ) + 0 ('D )
14.91 C S(a3n ) + 0 ('S )

15.64 CS(x 'S +) + 0 ( sS)
23.58 C('S) + S(5S) + 0 ( 3P)
24.66 C (3P) + S('D) + 0 ( sS)
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processes resulting in the production o f Rydberg oxygen atoms these cascade down 
to the O ('S) state. This is also true for the processes in which other excited quintet 
states o f atomic oxygen such as 0 (3d  5D0) and 0 (3 p  5P) are produced. It is not possible 
in this experiment to determine the fraction o f O** fragments which decay to 0 ( 5S) 
atoms before being detected or the fraction which remain in the Rydberg state.

Peak 2 is not so easy to identify. This peak was observed only in the time-of-flight 
spectrum recorded by the tantalum surface detector and is therefore due to metastabie 
fragments o f excitation energy less than 8 eV but greater than 5 eV. There is no 
corresponding feature in the time-of-flight spectra o f carbon dioxide observed by the 
tantalum detector so the metastabie fragments are most probably sulphur atoms. The 
only metastabie state in the required range of excitation energies, 5 e V ^  E * ^ 8  eV, is 
S(5S) o f excitation energy 6.52 eV. The time-of-flight spectra recorded also reveal that 
no metastabie states o f CS or carbonyl sulphide, OCS, are detected, either because 
the production cross sections are very small, or because the internal energy is below 
that of the detection threshold of the tantalum surface, 5 eV.

The use o f a channel electron multiplier revealed no evidence for the production 
o f the 10 eV metastabie state o f carbon monoxide (Mason and Newell 1988) in 
dissociation o f carbonyl sulphide by electron impact. Van Brunt and Mumma listed a 
series o f possible dissociation channels involving such a 10 eV state and since the 
present work provides no evidence for such metastabie production the possible dissoci­
ation channels are reduced to those listed in table 1.

4. Discussion

The kinetic energy distributions o f the metastabie fragments produced by dissociative 
excitation allows the nature of the dissociation process to be investigated.

The kinetic energy distributions of the fragments can be deduced from the recorded 
time-of-flight spectra. The energy of the metastabie fragment arriving at the detector 
at time t is given by:

e = j m ( L / t ) 2

where L  is the pathlength between the interaction region and the detector, and m  is 
the mass o f the metastabie molecule.

If T ( t ) is the number o f counts in each time channel of width dr in the time-of-flight 
spectrum and D ( e )  is the number o f counts in each energy channel o f width de in 
the kinetic energy spectrum these are related by

J D (e )d e  = |  T (f )d /

giving

D(e)cctynt ) .
Long data collection periods, typically 50 h, gave good statistics in the peaks, but 
because o f the t* dependence in the time to energy conversion, small statistical 
fluctuations at long flight times give rise to large variations in the low kinetic energy 
part of the energy distribution. To reduce the error due to the statistical fluctuations 
in the tail of the metastabie peak, a constant background, deduced from the long flight 
time part o f the time-of-flight spectrum where no metastabie molecules reach the
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detector, was subtracted from the time-of-flight spectrum. The uncertainty in the 
position of the kinetic energy peak is typically 5-10%.

A consequence o f the conversion from time to kinetic energy is that the peak in 
the kinetic energy distribution corresponds to a position in the tail o f the time-of-flight 
spectrum. For this reason, it is clear that the only feature in the time-of-flight spectra 
recorded by the tantalum surface detector (figure 1) which may be replotted successfully 
in terms o f kinetic energy is peak 1, that due to CO(a an).

The kinetic energy distributions for the C O (a3Il) fragments at incident electron 
energies of 15 eV and 20 eV are shown in figure 3. The peak in the 15 eV distribution 
occurs at 0.2 eV compared with typical thermal energies of carbon monoxide molecules 
o f —0.02 eV. There is a finite probability o f the fragments being formed with zero 
kinetic energy. This is the characteristic kinetic energy distribution for fragments 
produced from the repulsive part o f a bound potential energy curve.
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Figure 3. Kinetic energy distributions for CO(a Jn ) fragments produced in the dissociation 
o f carbonyl sulphide, detected by tantalum surface.
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Although all the recorded time-of-flight spectra o f the oxygen fragments produced 
by electron impact dissociation o f carbonyl sulphide at different incident electron 
energies are very similar, differences become apparent when the spectra are replotted 
in terms o f the kinetic energy o f the fragments. The kinetic energy distributions for 
the fragments produced at incident electron energies of 40, 50 and 60 eV are shown 
in figure 4. Feature A in the 40 eV spectrum occurs at 1.25 eV. As the incident electron 
energy is increased a second feature, B, appears at a mean kinetic energy of 1.88 eV. 
Although the peak energy of feature A remains the same as the incident electron energy 
increases, the peak kinetic energy o f feature B increases to 2.2 eV at an incident electron 
energy o f 60 eV.

In the only other study o f the dissociation o f carbonyl sulphide by electron impact 
(van Brunt and Mumma 1975) no kinetic energy distributions of the fragments were 
determined. However the electron impact dissociation o f carbon dioxide has been 
widely studied and the kinetic energy distributions o f the fragments are well known.

For comparison with the kinetic energy distribution for oxygen fragments from 
carbonyl sulphide, time-of-flight spectra for the oxygen fragments from carbon dioxide 
were recorded using the channel electron multiplier and the corresponding kinetic 
energy distributions are shown in figure 5. The spectrum for incident electron energy

co

c
=5

-d
o
CO

cDO

60eV

0.0 1.0 2.0 3.0

e n e r g y / e V
F igu re  4. K in e tic  e n e rg y  d is t r ib u tio n  o f  th e  o x y g e n  frag m e n ts  p ro d u c e d  in  d is so c ia tio n  o f  
c a rb o n y l su lp h id e . T h e  sp e c tra  w e re  n o rm a liz e d  a n d  g iven  a n  a rb itra ry  z e ro  offset.
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c a rb o n  d io x id e . T h e  sp e c tra  w ere  n o rm a liz e d  a n d  g iven  a n  a rb i t r a ry  ze ro  offset.

of 40 eV shows two features. The first, feature A, occurs at a mean kinetic energy of 
1.89 eV, while the second, feature B, is faster, having a mean kinetic energy of 3.00 eV. 
As the incident electron energy increases, the mean kinetic energy of both features 
increases. At an incident electron energy o f 60 eV, the mean kinetic energy o f feature 
A is 2.53 eV while that o f feature B is 4.41 eV.

To assist the understanding o f the dissociation of carbonyl sulphide, the same 
method was used to record the time-of-flight spectra for the oxygen fragments produced 
in dissociation o f carbon monoxide at incident electron energies o f 40, 50 and 60 eV. 
The kinetic energy distributions o f the oxygen fragments for these incident electron 
energies are shown in figure 6. The kinetic energy distributions for the oxygen fragments 
from carbon monoxide differ from those fragments from carbonyl sulphide and carbon 
dioxide in that there is a single peak in the distribution. This feature, A, shows an 
increase in the peak kinetic energy from 3.75 eV at 40 eV to 4.69 eV at 60 eV incident 
electron energy.

The features of the kinetic energy distributions o f the oxygen fragments produced 
in the electron impact dissociation of carbonyl sulphide, carbon dioxide and carbon 
monoxide are compared in table 2.

The oxygen fragments produced in the dissociation of carbonyl sulphide, carbon 
dioxide and carbon monoxide are all formed with non-zero kinetic energy distributions
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T a b le  2. P eak  e n e rg ie s  in  th e  k in e tic  e n e rg y  d is tr ib u tio n s  o f  o x y g en  frag m e n ts  (figures 
4 -6 ) .  E n e rg ies  a re  e x p re ss e d  in  eV .

M o lecu le s F e a tu re

In c id e n t e le c tro n  en erg y

40 eV 50 eV 60 eV

O C S fe a tu re  A 1.25 ± 0 .1 0 1 .2 5 ± 0 .1 3 1.25 ± 0 .1 0
fe a tu re  B 1.88 ± 0 .1 7 2 .19 ± 0 .2 0
ra tio  B /A 1.50 ± 0 .2 1 1.75 ± 0 .2 1

co2 fe a tu re  A 1.89 ± 0 .1 3 2.53 ± 0 .2 0 2 .53 ± 0 .1 0
fe a tu re  B 3.00 ± 0 .2 6 4.03  ± 0 .3 3 4.41 ± 0 .2 6
ra tio  B /A 1.59 ±  0.18 1.74 ± 0 .1 2

C O fe a tu re  A 3.75 ± 0 .5 3 4 .50  ± 0 .4 6 4 .69  ± 0 .4 0
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and have higher kinetic energies than the CO(a 3IT) fragments. The oxygen fragments 
are therefore produced from a purely repulsive potential energy state.

Partial potential energy curves for the repulsive part o f the bound state cannot be 
constructed from the kinetic energy spectra determined in the present work because 
o f the possible cascade contribution and the difficulties associated with polyatomic 
molecules. Such partial potential energy curves have been deduced for fragments from 
diatomic molecules for which the potential o f ground state has been well established, 
e.g. molecular oxygen (Borst and Z ipf 1971, Freund 1971). To apply the same technique 
to a triatomic molecule, knowledge o f the ground state potential surface and an 
extension o f two-dimensional arguments to a three-dimensional problem is required. 
Nevertheless some qualitative conclusions concerning the dissociation processes may 
be made.

The CO(a 3I1) fragments are most likely to be produced from a bound potential 
energy curve. Photodissociation studies (Ashfold e t a l  1979) suggest that the OCS(a 'TT) 
state may be the molecular parent state even though its production cross section is 
low because o f the endothermic nature of the process.

It is clear that the nature o f electron impact excitation allows different dissociation 
channels to be followed than in photon excitation. For example the electron impact 
may allow excitation to triplet states o f the carbonyl sulphide molecule. At present 
there is little information concerning the triplet states o f the carbonyl sulphide molecule 
or the carbon dioxide molecule; consequently we cannot determine whether the 
dissociation proceeds via the OCS(a 'II) state or through a triplet state o f unknown 
nomenclature. A b  in it io  calculations for the potential energy curves o f the lower lying 
states o f carbonyl sulphide and carbon dioxide would be welcome, or semi-empirical 
calculations similar to those for nitrous oxide (Chutjian and Segal 1972). The product 
molecules may also have considerable internal excitation energy, including vibrational 
and rotational energy, which due to the varying lifetimes o f each vibrational level may 
account for some of the differences in our observed kinetic energy spectra in carbon 
dioxide with those o f Allcock and McConkey.

The oxygen fragments from carbon dioxide, figure 5, are faster than the correspond­
ing fragments from the dissociation of carbonyl sulphide, figure 4. This is expected 
since when a molecule dissociates the energy o f the chemical bond is shared between 
the fragments according to the masses of the fragments. The kinetic energy distributions 
o f Allcock and McConkey (1976) and of Misakian e t  a l  (1975) for 0 ( 5S) production 
from carbon dioxide are shown in figure 7. In agreement with the present data the 
kinetic energy distribution is found to have structure at higher incident electron energies. 
In this work, a similar trend was found for oxygen production from carbonyl sulphide, 
while a single peak was observed in the kinetic energy distribution for oxygen fragments 
from dissociation o f carbon monoxide.

Carbon dioxide and carbonyl sulphide will have similar electronic excited states, 
the energies o f the excited states o f carbonyl sulphide being proportionally less than 
the corresponding states o f carbon dioxide but not sharing the symmetry o f the carbon 
dioxide molecule. It is not surprising, therefore, that the kinetic energy distributions 
for fragments from each are similar, with the thresholds for production o f the fragments 
from carbonyl sulphide being proportionally lower than the corresponding thresholds 
in carbon dioxide. However, we find no feature in the kinetic energy distribution of 
oxygen fragments from carbonyl sulphide at an incident electron energy of 40 eV which 
corresponds to the feature B in the distribution for oxygen from carbon dioxide at the 
same incident energy, see table 2. It is possible that the second feature in carbon



274

12 S M Barnett et al

n
o
>K

<A
C•#
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I<7>
75

F ro g m e n !  k in e t i c  e n e r g y  (eV I

F ig u re  7 . K in e tic  e n e rg y  d is tr ib u tio n s  fo r  o x y g en  fra g m e n ts  fro m  c a r b o n  d io x id e  d e te r ­
m in e d  b y  A ilc o ck  a n d  M cC o n k e y  (1976) (d o tte d  c u rv e )  a n d  by  M isa k ia n  et a l  (1975) (fu ll 
c u rv e ). (R e p ro d u c e d  w ith  p e rm is s io n  o f  IO P  P u b lish in g .)

dioxide is due to the second electronic state arising from the symmetry of the molecule 
which is not present in carbonyl sulphide.

Referring again to table 2, it can be seen that in both carbon dioxide and carbonyl 
sulphide the peak kinetic energy of feature A, figures 4 and 5, remains at the same 
energy for incident electron energies above 40 eV, while feature B becomes steadily 
faster with increasing incident electron energy. However the ratio of the peak kinetic 
energies of features A and B are identical, within experimental error, for carbon dioxide 
and carbonyl sulphide at incident energies o f 50 eV and 60 eV. This indicates that the 
oxygen fragments are produced from similar repulsive potential energy curves in carbon 
dioxide and carbonyl sulphide with the cascade contributions to each state essentially 
the same in both molecules. This perhaps adds further evidence that a single fragment, 
0 ( 5S), is detected. In the production o f oxygen fragments from carbon monoxide a 
single production mechanism is suggested with increasing cascade contributions at 
higher incident electron energies.

By analogy with the oxygen fragments, the sulphur fragments, S(5S), are also 
expected to be produced from a purely repulsive potential energy curve. The sulphur 
fragments would therefore reach the detector before the slower excited carbon 
monoxide fragments which originate from the repulsive part of a bound potential 
energy curve.

A recent experiment measured the lifetime of the S(?S) state to be 9 .2±1.0 /is 
(Delalic e t  a l  1990). If this is correct, 92% of the excited sulphur fragments produced 
in the view cone o f the detector would decay before reaching the detector, this compares 
with 6% of the O ('S) fragments (lifetime 185 /is) and 1% of the CO(a 'FI) fragments 
(lifetime —1 ms). In a time-of-flight spectrum corrected for inflight decay (Mason 1990)
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and assuming the lifetime o f S(5S) to be 9.2 /is, the sulphur peak would then become 
eight times the height of the oxygen peak. The production cross section for excited 
sulphur may be greater than that for oxygen, but it is unlikely to be eight times greater. 
Erman (1975) in reviewing the high frequency deflection technique used by Delalic e t  
a I  states that such a method is only applicable for lifetimes up to 10/is. In the 
determination o f the lifetime o f the S(5S) state, the experimental method is being 
pushed to the limit o f its sensitivity and consequently the value o f 9.2 /is should perhaps 
be regarded as a lower limit. Other lifetime determinations range from 12 /is to 30 /is 
and are summarized in table 3.

T able 3 . L ife tim e  d e te rm in a tio n s  o f  S (5S ).

L ife tim e

( m s )

P e rc e n ta g e
d e c a y in g t R efe ren c e

9.2  ± 1 .0 92 D e la lic  (1 9 9 0 ) (e x p t.)
2 6 ; 24 12 A y m a r (1 9 7 3 ) (e x p t.)
12 85 M u lle r  (1 9 6 8 ) (e x p t.)
17 74 L a w re n c e  (1 9 6 7 ) (c a lc .)

< 3 0 54 S to rey  (1 9 9 1 ) (c a lc .)  (p ro v is io n a l)

t  F o r  th e  p a th le n g th  a n d  so lid  a n g le  o f  th e  d e te c to r  in  th is  w ork .

Lifetimes in this range are too long to be accurately measured by optical methods 
and should be determined by detecting the excited atom directly using the time-of-flight 
method (Barnett and Mason 1990). In view of the discrepancies in the lifetime 
determinations for S(sS), both theoretical and experimental studies of electron impact 
dissociation o f carbon disulphide (CS2) should be undertaken. Once the lifetime of 
the S(5S) state is measured accurately, the production cross section o f this state from 
carbonyl sulphide may be determined. Electron impact dissociation of carbonyl sul­
phide and carbon disulphide producing S(sS) is potentially a useful laboratory source 
o f this astrophysically important species; knowledge of the cross sections for production 
of this state from carbonyl sulphide will enable the feasibility of such a source to be 
established. New collision experiments complementary to those using the 0 ( 5S) species 
(Kiefl and Fricke 1980) could then be undertaken.

5 .  C o n c l u s i o n

In this work, fragments produced in the dissociation of carbonyl sulphide, carbon 
dioxide and carbon monoxide have been studied. In the dissociation of carbonyl 
sulphide, three distinct peaks appear in the time-of-flight spectra. It has been suggested 
that the fragments contributing to these peaks are 0 ( 5S), S(5S), CO(a3n) and high 
lying Rydberg states o f atomic oxygen. The kinetic energy distribution o f the CO(a 3n )  
fragments deduced from the time-of-flight spectra reveal that these fragments are 
produced from the repulsive part of a bound potential energy state, possibly OCS(a 'n).

The oxygen fragments produced from dissociation of carbonyl sulphide were 
compared with those from carbon dioxide and carbon monoxide. The kinetic energy 
distributions of the oxygen fragments from all these molecules indicate that the 
fragments are produced from a purely repulsive state. The kinetic energy distributions 
for the oxygen fragments from carbonyl sulphide and carbon dioxide obtained in this
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work show similarities and are in agreement with the kinetic energy distributions of 
the fragments produced from the electron impact dissociation of carbon dioxide in 
other studies. The kinetic energy distribution o f the oxygen fragments from carbon 
monoxide shows no structure. From the intensity o f the S(5S) signal in the present 
work, it is suggested that the lifetime o f this state is >10 fis.
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