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Abstract. Recent years have seen an increasing use of supervised learning
methods for segmentation tasks. However, the predictive performance of these
algorithms depend on the quality of labels, especially in medical image domain,
where both the annotation cost and inter-observer variability are high. In a
typical annotation collection process, different clinical experts provide their
estimates of the “true” segmentation labels under the influence of their levels
of expertise and biases. Treating these noisy labels blindly as the ground truth
can adversely affect the performance of supervised segmentation models. In
this work, we present a neural network architecture for jointly learning, from
noisy observations alone, both the reliability of individual annotators and
the true segmentation label distributions. The separation of the annotators’
characteristics and true segmentation label is achieved by encouraging the
estimated annotators to be maximally unreliable while achieving high fidelity
with the training data. Our method can also be viewed as a translation of
STAPLE, an established label aggregation framework proposed in Warfield et
al [1] to the supervised learning paradigm. We demonstrate first on a generic
segmentation task using MNIST data and then adapt for usage with MRI
scans of multiple sclerosis (MS) patients for lesion labelling. Our method shows
considerable improvement over the relevant baselines on both datasets in terms
of segmentation accuracy and estimation of annotator reliability, particularly
when only a single label is available per image. An open-source implementation
of our approach can be found at https://github.com/UCLBrain/MSLS.

1 Introduction

Segmentation of anatomical structures in medical images is known to suffer from
high inter-reader variability [2,3], affecting the performance of downstream supervised
machine learning models. For example, accurate identification of multiple sclerosis
(MS) lesions in MRIs is difficult even for experienced experts due to variability in
lesion location, size, shape and anatomical variability across patients [4]. Further
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aggravated by differences in levels of expertise, annotations of MS lesions suffer from
high annotation variations [5]. Despite the present abundance of medical imaging
data thanks to over two decades of digitisation, the world still remains relatively
short of access to data with curated labels [6], that is amenable to machine learning,
necessitating an intelligent method to learn robustly from such noisy annotations.

To mitigate inter-reader variations, different pre-processing techniques are com-
monly used to curate annotations by fusing labels from different experts. The most
basic yet popular approach is based on the majority vote where the most represen-
tative opinion of the experts is treated as the ground truth (GT). A smarter version
that accounts for similarity of classes has proven effective in aggregation of brain
tumour segmentation labels [2]. A key limitation of such approaches, however, is that
all experts are assumed to be equally reliable. Warfield et al.[1] proposed a label
fusion method, called STAPLE that explicitly models the reliability of individual
experts and use such information to “weigh” their opinions in the label aggregation
step. After consistent demonstration of its superiority over the standard majority
vote preprocessing in multiple applications, STAPLE has become a staple label
fusion method in the creation of medical image segmentation datasets e.g., ISLES [7],
MSSeg [8], Gleason’19 [9] datasets. Asman et al.later extended this approach in [10]
by accounting for voxel-wise consensus to address the issue of under-estimation of
annotators’ reliability. In [11], another extension was proposed in order to model the
reliability of annotators across different pixels in images. More recently, within the
context of multi-atlas segmentation problems [12] where image registration is used to
warp segments from labeled images (“atlases”) onto a new scan, STAPLE has been
enhanced in multiple ways to encode the information of the underlying images into the
label aggregation process. A notable example is STEP proposed in Cardoso et al.[13]
who designed a strategy to further incorporate the local morphological similarity
between atlases and target images, and different extensions of this approach such as
[14,15] have since been considered. However, these previous label fusion approaches
share a drawback—they critically lack a mechanism to integrate information across dif-
ferent training images, fundamentally limiting the remit of applications to cases where
each image receives a reasonable number of annotations from multiple experts, which
may be expensive in practice. Moreover, relatively simplistic functions are employed
to model the relations between observed noisy annotations, true labels and reliability
of experts, which may fail to capture complex characteristics of human experts.

Our contributions: In this work, we introduce the first instance of an end-to-end
supervised segmentation method that jointly estimates, from noisy labels alone, the
reliability of multiple human annotators and true segmentation labels. Specifically, we
achieve this by translating the long-standing STAPLE framework [1] to the supervised
learning setting. The proposed approach (Fig. 1) consists of two coupled CNNs where
one estimates the true segmentation probabilities and the other models the characteris-
tics of individual annotators (e.g., prone to over-segmentation) by estimating the pixel-
wise confusion matrices on a per image basis. The parameters of our models are global
variables that are optimised across different training samples; this enables the model to
infer annotators’ characteristics and true labels based on correlations between similar
image samples even when only a single annotation is available per image. In contrast,
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this would not be possible with STAPLE [1] and its variants [11,13,14] where the anno-
tators’ parameters are estimated on every image separately. Lastly, unlike the previous
label fusion methods, as a supervised approach, our method produces a model that
can segment test images without needing to acquire labels from annotators or atlases.

For evaluation, we first simulate a diverse range of annotator types on the MNIST
dataset by performing morphometric operations with Morpho-MNIST framework [16].
Then we demonstrate the potential in the real-world task of MS lesion segmentation
on ISBI 2015 challenge dataset. Experiments on both datasets demonstrate that our
method leads to better performance with respect to the widely adopted STAPLE
framework and the naive CNNs trained on traditional labels, and is capable of recover-
ing the true label distributions even when there is only one label available per example.

Other related works: Our work also relates to a recent strand of methods that
aim to generate a set of diverse and plausible segmentation proposals on a given image.
Notably, probabilistic U-net [17] and its recent variant, PHiSeg [18] have shown that
the aforementioned inter-reader variation in segmentation labels can be modelled with
sophisticated forms of probabilistic CNNs. Such approaches, however, fundamentally
differ from ours in that variable annotations from many experts in the training data
are assumed to be all realistic instances of the true segmentation; we assume, on the
other hand, that there is a single true segmentation map of the underlying anatomy,
and the variations arise from the characteristics of individual annotators.

We should also note that, in standard supervised classification problems [19,20,21,22],
several methods have shown promising results in modelling the label noise of multiple
annotators and thereby restoring the true label distribution in medical imaging appli-
cations and beyond. By contrast, no attention has been paid to the same problem in
more complicated, structured prediction tasks – to our knowledge, our work makes
the first attempt to address such problem for segmentation where the outputs are high
dimensional and structured. In particular, our approach yields the estimate of relia-
bility in every pixel as a function of the input image, crucial in capturing the complex
spatial variations in annotators’ characteristics and absent in the classification setting.

2 Method

2.1 Problem Set-up

In this work, we consider the problem of learning a supervised segmentation model
from noisy labels acquired from multiple human annotators. Specifically, we consider
a scenario where set of images {xn ∈ RW×H×C}Nn=1 (with W,H,C denoting the
width, height and channels of the image) are assigned with noisy segmentation labels

{ỹ(r)
n ∈YW×H}

r∈S(xi)
n=1,...,N from multiple annotators where ỹ(r)

n denotes the label from
annotator r∈{1,...,R} and S(xn) denotes the set of all annotators who labelled image
xi and Y=[1,2,...,L] denotes the set of classes.

Here we assume that every image x annotated by at least one person i.e., |S(x)|≥1,
and no GT labels {yn∈YW×H}n=1,...,N are available. The problem of interest here is
to learn the unobserved true segmentation distribution p(y |x) from such noisy labelled

dataset D={xn,ỹ(r)n }
r∈S(xn)
n=1,...,N i.e., the combination of images, noisy annotations and

experts’ identities for labels (which label was obtained from whom).
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Fig. 1. General schematic of the model in the presence of 5 annotators. The method consists
of two components: (1) Segmentation network parametrised by θ that generates an estimate
of the GT segmentation probabilities, pθ(x) for the given input image x; (2) Annotator

network, parametrised by φ, that estimates the confusion matrices (CMs) {A(r)
φ (x)}5r=1 of the

annotators. The segmentation probabilities of respective annotators p̂
(r)
φ (x):=A

(r)
φ (x)·pθ(x)

are then computed. The model parameters {θ,φ} are optimized to minimize the sum of five

cross-entropy losses between each estimated annotator distribution p
(r)
φ (x) and the noisy

labels ỹ(r) observed from each annotator.

We also emphasise that the goal at inference time is to segment a given unlabelled
test image but not to fuse multiple available labels as is typically done in multi-atlas
segmentation approaches [12].

2.2 Probabilistic Model and Proposed Architecture

Here we describe the probabilistic model of the observed noisy labels from multiple
annotators.Wemake two key assumptions: (1) annotators are statistically independent,
(2) annotations over different pixels are independent given the input image. Under these

assumptions, the probability of observing noisy labels {ỹ(r)}r∈S(x) on x factorises as:

p({ỹ(r)}r∈S(x) |x)=
∏

r∈S(x)

p(ỹ(r) |x)=
∏

r∈S(x)

∏
w∈{1,...,W}
h∈{1,...,H}

p(ỹ
(r)
wh |x) (1)

where ỹ
(r)
wh∈ [1,...,L] denotes the (w,h)th elements of ỹ(r)∈YW×H. Now we rewrite

the probability of observing each noisy label on each pixel (w,h) as:

p(ỹ
(r)
wh |x)=

L∑
ywh=1

p(ỹ
(r)
wh |ywh,x)·p(ywh |x) (2)
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where p(ywh |x) denotes the GT label distribution over the (w,h)th pixel in the image

x, and p(ỹ
(r)
wh | ywh,x) describes the noisy labelling process by which annotator r

corrupts the true segmentation label. In particular, we refer to the L×L matrix whose

each (i,j)th element is defined by the second term a(r)(x,w,h)ij :=p(ỹ
(r)
wh=i |ywh=j,x)

as the confusion matrix(CM) of annotator r at pixel (w,h) in image x.

We introduce a CNN-based architecture which models the different constituents
in the above joint probability distribution p({ỹ(r)}r∈S(x) |x) as illustrated in Fig.
1. The model consists of two components: (1) Segmentation Network, parametrised
by θ, which estimates the GT segmentation probability map, p̂θ(x) ∈ RW×H×L
whose each (w,h,i)th element approximates p(ywh = i | x);(2) Annotator Network,
parametrised by φ, that generate estimates of the pixel-wise confusion matrices of

respective annotators as a function of the input image, {Â
(r)

φ (x)∈ [0,1]W×H×L×L}Rr=1

whose each (w,h,i,j)th element approximates p(ỹ
(r)
wh= i | ywh= j,x). Each product

p̂
(r)
φ (x):=Â

(r)

φ (x)·p̂θ(x) represents the estimated segmentation probability map of
the corresponding annotator. Note that here “·” denotes the element-wise matrix
multiplications in the spatial dimensions W,H. At inference time, we use the output
of the segmentation network p̂θ(x) to segment test images.

2.3 Learning Spatial Confusion Matrices and True Segmentation

Next, we describe how we jointly optimise the parameters of segmentation network,
θ and the parameters of annotator network, φ. In short, we minimise the negative
log-likelihood of the probabilistic model plus a regularisation term via stochastic
gradient descent. A detailed description is provided below.

Given training input X={xn}Nn=1 and noisy labels Ỹ
(r)

={ỹ(r)
n :r∈S(xn)}Nn=1

for r=1,...,R, we optimaize the parameters {θ,φ} by minimizing the negative log-

likelihood (NLL), −logp(Ỹ(1)
,...,Ỹ

(R)|X). From eqs. (1) and (2), this optimization
objective equates to the sum of cross-entropy losses between the observed noisy
segmentations and the estimated annotator label distributions:

−logp(Ỹ(1)
,...,Ỹ

(R)|X)=

N∑
n=1

R∑
r=1

1(ỹ(r)
n ∈S(xn))·CE

(
Â

(r)

φ (x)·p̂θ(xn),ỹ(r)
n

)
(3)

Minimizing the above encourages each annotator-specific prediction p̂(r)(x) :=

Â
(r)

φ p̂θ(x) to be as close as possible to the true noisy label distribution of the

annotator p(r)(x). However, this loss function alone is not capable of separating the
annotation noise from the true label distribution; there are many combinations of

pairs Â
(r)

φ (x) and segmentation model p̂θ(x) such that p̂(r)(x) perfectly matches the

true annotator’s distribution p(r)(x) for any input x e.g., permutation of rows in
the CMs. To combat this problem, inspired by Tanno et al.[21], which addressed a
similar issue for simple classification, we add the trace of the estimated CMs to the
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MNIST MNIST MSLesion MSLesion
Models DICE (%) CM estimation DICE (%) CM estimation

(testing) (validation) (testing) (validation)
Naive CNN on mean labels 38.36 ± 0.41 n/a 46.55 ± 0.53 n/a
Naive CNN on mode labels 62.89 ± 0.63 n/a 47.82 ± 0.76 n/a
Separate CNNs on annotators 70.44 ± 0.65 n/a 46.84 ± 1.24 n/a
STAPLE [1] 78.03 ± 0.29 0.1241 ± 0.0011 55.05 ± 0.53 0.1502 ± 0.0026
Spatial STAPLE [11] 78.96 ± 0.22 0.1195 ± 0.0013 58.37 ± 0.47 0.1483 ± 0.0031
Ours without Trace (λ=0) 79.63 ± 0.53 0.1125 ± 0.0037 65.77 ± 0.62 0.1342 ± 0.0053
Our method (λ=0.001) 82.02 ± 0.21 0.0979 ± 0.0016 66.23 ± 0.39 0.0956 ± 0.0031
Our method (λ=0.01) 82.73 ± 0.21 0.0913 ± 0.0014 66.42 ± 0.37 0.0939 ± 0.0027
Our method (λ=0.1) 82.92 ± 0.19 0.0893 ± 0.0009 67.55 ± 0.31 0.0811 ± 0.0024
Our method (λ=0.7) 82.97 ± 0.14 0.0887 ± 0.0008 67.58 ± 0.29 0.0805 ± 0.0021
Our method (λ=0.9) 82.94 ± 0.18 0.0891 ± 0.0009 67.56 ± 0.33 0.0809 ± 0.0023
Oracle (Ours but with known CMs) 83.29 ± 0.11 0.0238 ± 0.0005 78.86 ± 0.14 0.0415 ± 0.0017

Table 1. Comparison of segmentation accuracy and error of CM estimation for different
methods with dense labels (mean ± standard deviation).

loss in Eq. (3) as a regularisation term. We thus optimize the combined loss:

N∑
n=1

R∑
r=1

1(ỹ(r)
n ∈S(xi))·

[
CE
(
Â

(r)

φ (x)·p̂θ(xn),ỹ(r)
n

)
+λ·tr

(
Â

(r)

φ (xn)
)]

(4)

where S(x)) denotes the set of all labels available for image x, and tr(A) denotes
the trace of matrix A. Intuitively, minimising the trace encourages the estimated
annotators to be maximally unreliable while minimising the cross entropy ensures
fidelity with observed noisy annotators. We minimise this combined loss via stochastic
gradient descent to learn both {θ,φ}.

While it still remains unclear whether the theoretical justification for the trace
regularisation in Tanno et al.[21] holds in this sample-specific setting, we demonstrate
empirically that such regularisation consistently improves the performance of both
segmentation and the estimation of confusion matrices.

3 Experiments and Analysis

Experimental Settings. In this work, we evaluate our method on two datasets:
MNIST segmentation dataset [23] and ISBI 2015 MS lesion segmentation challenge
dataset [24]. The MNIST dataset consists of 60,000 training and 10,000 testing
examples, all of which are 28 × 28 grayscale images of digits from 0 to 9, and we
derive the segmentation labels by thresholding the intensity values at 0.5. The MS
dataset is publicly available and comprises 21 3D scans from 5 subjects each with
T1w (voxel size = 0.82 × 0.82 × 1.17 mm3) and FLAIR (voxel size = 0.82 × 0.82 ×
2.2 mm3) MRIs. All scans are split into 10 for training and 11 for testing. We hold
out 20% of training images as a validation set for both datasets.

For both datasets, we simulate a group of 5 annotators of disparate characteristics
by performing morphological transformations (e.g., thinning, thickening, fractures, etc)
on the ground-truth (GT) segmentation labels, using Morpho-MNIST software [16]
(see Fig. 2(a) for examples). In particular, the first annotator provides faithful segmen-
tation (“good-segmentation”) with approximate GT, the second tends over-segment
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Fig. 2. Visualisation of segmentation labels on two datasets: (a) GT and simulated annota-
tor’s segmentations (Annotator 1 - 5); (b) the predictions from the supervised models.

(“over-segmentation”), the third tends to under-segment (“under-segmentation”),
the fourth is prone to the combination of small fractures and over-segmentation
(“wrong-segmentation”) and the fifth always annotates everything as the background
(“blank-segmentation”). We create training data by deriving labels from the simu-
lated annotators. Based on the simulated segmentation annotations, we compute the
corresponding CMs of respective annotators for evaluation by comparing against the
GT labels. We quantify the segmentation accuracy using the dice similarity coefficient
(DICE) and the error of CM estimation by the root-mean-squared-error between each
CM and its estimate over the annotators.

We examine the ability of our method to learn the CMs of annotators and the
true label distribution. We compared the performance of our method against several
baselines, the original STAPLE algorithm [1] and the Spatial STAPLE algorithm
[11]. The first baseline is the naive CNN trained on the mean labels and the majority
vote labels across the 5 annotators. The second baseline is the separate CNNs trained
on 5 annotator labels and evaluate on their mean output. All the baselines and the

MNIST MNIST MSLesion MSLesion
Models DICE (%) CM estimation DICE (%) CM estimation

(testing) (validation) (testing) (validation)
Naive CNN 32.79 ± 1.13 n/a 27.41 ± 1.45 n/a
STAPLE [1] 54.07 ± 0.68 0.2617 ± 0.0064 35.74 ± 0.84 0.2833 ± 0.0081
Spatial STAPLE [11] 56.73 ± 0.53 0.2384 ± 0.0061 38.21 ± 0.71 0.2591 ± 0.0074
Ours without Trace (λ=0) 74.48 ± 0.37 0.1538 ± 0.0029 54.76 ± 0.66 0.1745 ± 0.0044
Our method (λ=0.001) 75.42 ± 0.28 0.1402 ± 0.0015 55.67 ± 0.50 0.1623 ± 0.0028
Our method (λ=0.01) 75.93 ± 0.27 0.1394 ± 0.0014 55.81 ± 0.49 0.1581 ± 0.0027
Our method (λ=0.1) 76.48 ± 0.25 0.1329 ± 0.0012 56.43 ± 0.47 0.1542 ± 0.0023
Our method (λ=0.7) 76.51 ± 0.22 0.1324 ± 0.0011 56.49 ± 0.45 0.1538 ± 0.0022
Our method (λ=0.9) 76.49 ± 0.24 0.1326 ± 0.0011 56.45 ± 0.43 0.1540 ± 0.0024

Table 2. Comparison of segmentation accuracy and error of CM estimation for different
methods with one label per image (mean ± std). We note that ‘Naive CNN’ is trained on
randomly selected annotations for each image.
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Fig. 3. Confusion matrices (CMs) of 5 simulated annotators on the MNIST dataset (Best
viewed in colour: white is the true positive, green indicates the false negative, red is the false
positive and black is the true negative).

annotator CNN, the segmentation CNN in our model are implemented with the
NicMSlesions architecture described in [25]. We also evaluate on the validation set
the effects of regularisation coefficient λ∈{0,0.001,0.01,0.1,0.7,0.9} of the trace-norm
in Eq. 4 on the accuracy of segmentation and CM estimation. The “oracle” model is
the idealistic scenario where CMs of the annotators are a priori known to the model
while “annotators” indicate the average labeling accuracy of each annotator group.

Performance on MNIST Segmentation Dataset. The segmentation results
of several examples are given in Fig. 2(b). Overall, models utilizing CMs are more
effective than the naive CNN trained on traditional labels. Except the results from
oracle model trained on GT, our proposed model achieves a higher dice similarity
coefficient than STAPLE and Spatial STAPLE on both of the dense labels and
single label (i.e., 1 label per image) scenarios (shown in Table. 1 and Table. 2). In
addition, our model outperforms STAPLE and Spatial STAPLE in terms of CM
estimation by a large margin, even removing the trace norm can achieve reasonably
high segmentation accuracy and low CM estimation error. Fig. 3 illustrates that our
method can estimate CMs of the 5 very different annotators. We can see our method
clearly capturing the patterns of mistakes for each annotator.

Results on MS Dataset. Table. 1 and Table. 2 also show a strong correlation
between the segmentation accuracy and the error of CM estimation on MS dataset.
We observe that our model displays consistently better performance in terms of
both segmentation accuracy and estimation of CMs with dense labels and single
label. Examples of the different lesion segmentation results are shown in Fig. 2b. Our
proposed algorithm shows comparable performance because of the benefits from the
pixel information of the image, which provides additional lesion level information.
Although the MS lesion is more diverse in shape and size than the MNIST digital data,
Fig. 4 shows that our model can still recover the CMs of the 5 different annotators,
and presents high segmentation consistency between the GT and our prediction.
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Fig. 4. Confusion matrices (CMs) of 5 simulated annotators on MS dataset (Best viewed in
colour: white is the true positive, green is the false negative, red is the false positive and
black is the true negative).

4 Conclusion

We introduced the first method for simultaneously recovering the label noise of mul-
tiple annotators and the GT label distribution for supervised segmentation problem.
We demonstrated this method on the MNIST segmentation dataset and MS lesions
dataset respectively. Our method is capable of estimating individual annotators and
thereby improving robustness to label noise. Experiments have shown considerable
improvement over the common CNNs trained on aggregated labels based on averaging,
the majority vote and the widely used STAPLE and Spatial STAPLE framework in
terms of both segmentation accuracy and the quality of confusion matrix estimation.

In the future, we plan to extend to accommodate knowledge about the meta-
information of annotators (e.g., number of years of experience) and also the non-image
data (e.g., genetics) that may influence the pattern of the underlying segmentation la-
bel such as lesion appearance.We are also interested in assessing the downstream utility
of our approach in active data collection schemes where the segmentation model p̂θ(x)
is used to select which samples to annotate (“active learning”), and the annotator mod-

els {Â
(r)

φ (x)}Rr=1 are used to decide which experts to label them (“active labelling”).

Acknowledge funding sources: EPSRC grants EP/R006032/1, EP/M020533/1,
CRUK/EPSRC grant NS/A000069/1, and the NIHR UCLH Biomedical Research
Centre all support this work.
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