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Abstract—In this paper, we consider a multiuser massive
MIMO system with hybrid analog-digital precoding architecture.
The phase shifters in the hybrid precoding architecture are
assumed to be imperfect, where the true values of both phase and
magnitude of the phase shifters are different from their nominal
values. For a given analog precoding matrix, we develop an
iterative algorithm to compute robust digital precoders based on
the interference exploitation approach to eliminate any potential
symbol errors due to the phase shifter impairments. Numeri-
cal experiments demonstrate the performance of the proposed
algorithm and show its advantage over a conventional robust
precoding technique.

Index Terms—Constructive interference, Semi-infinite pro-
gram, Robust precoding, Hybrid precoding, Massive MIMO

I. INTRODUCTION

Massive multiple-input multiple-output is a promising tech-
nology to significantly enhance the spectral efficiency of the
5G and future cellular networks [1–4]. In this system, the
base stations (BSs) are equipped with hundreds of antenna el-
ements. This large number of antenna elements can be utilized
for extensive spatial multiplexing, e.g., in the downlink line-
of-sight scenario, the BSs form narrow transmit beams using
precoding techniques to maximize the useful signal powers at
the intended users or minimize the interference powers at the
unintended users. The conventional precoding [5–7], in which
each antenna is equipped with a dedicated radio-frequency
(RF) chain, can tremendously increase the hardware cost and
operational power in a massive MIMO system [8, 9]. To
overcome this challenge, the hybrid analog-digital precoding
architecture is proposed for massive MIMO systems [10–
13]. In this new architecture, the BSs are quipped with a
significantly smaller number of RF chains than the number of
antenna elements, and each RF chain is connected to multiple
antenna elements through phase shifter (PS) components, as
shown in Fig. 1. A PS can alter the phase of the incoming
signal; however, it can not alter the magnitude of the signal.

A major drawback of the hybrid precoding is its reduced
energy efficiency due to the limited degrees of freedom
resulting from a smaller number of RF chains and constant
gains of the PSs [14–16]. To address this challenge, the
constructive interference (CI)-based precoding technique [17–
20] has been extended to hybrid precoding architecture in
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Fig. 1: Hybrid analog-digital precoding architecture.

[21–23]. In CI-based precoding, the knowledge of the current
transmit symbols and channel state information are exploited
to design the transmit signals such that the received signals at
the users lie in the appropriate regions, known as CI-regions
[17, 22, 24]. Even though the CI-based hybrid precoding
improves the energy-efficiency significantly, this technique
is highly sensitive to errors in the PS components of the
hybrid precoding architecture, which can lead to unaccept-
ably high symbol error rates (SERs). In [22], a CI-based
hybrid precoding algorithm is proposed that computes the
precoders that are robust against phase errors in the PSs. The
resulting worst-case robust precoders eliminate the symbol
errors resulting from the phase errors. However, the magnitude
errors associated with the PSs—which are often encountered
in practical PSs [25–27]—are completely neglected in [22]. In
this paper, we propose a CI-based hybrid precoding algorithm
that incorporates robustness against both phase and magnitude
errors of the PSs into the precoders. First, we mathematically
model the potential phase and magnitude errors in the PSs, and
accordingly formulate the robust CI-based hybrid precoding
problem. Subsequently, we extend the algorithm proposed
in [22] to compute the worst-case robust precoders that are
robust against the magnitude and phase errors of the PSs. In
the numerical results, first, we analyze the SER increment at
the users due to PS errors in the case of non-robust hybrid
precoding. Furthermore, we study the performance of the
proposed algorithm in terms of SER and transmit power. We
also compare the performance of the proposed algorithm with
that of a conventional robust precoding scheme.

II. SYSTEM MODEL

Consider a co-channel multiuser MIMO downlink system
consisting of a BS equipped with N transmit antennas and R
RF chains, where R ≤ N . Let K , {1, . . . ,K} denote a set of
K single antenna users served by the BS. The transmit symbol
vector at the BS is given by s , [s1, . . . , sK ]T, where the
element sk indicates the symbol intended for the kth user. The
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Fig. 2: The bounded error of the PS around its nominal value.

symbols are assumed to be drawn from an M -ary phase-shift
keying (M -PSK) constellation.1 Without loss of generality
(w.l.o.g.) each transmit symbol is assumed to be of constant
unit modulus. A digital precoder dk ∈ CR is applied to the
transmit symbol sk and the resulting signals are fed to R RF
chains. Each RF chain is connected to all transmit antennas
through analog PSs. Let pnr denote the PS that connects
the nth antenna element to the rth RF chain. The nominal
(designed) value of PS pnr is denoted by anr. The PSs have
constant gains, and w.l.o.g. the gains of all PSs are assumed to
be identical, which is denoted by a. Let ar , [a1r, . . . , aNr]

T

indicate the corresponding analog precoder applied to the
output of the rth RF chain for r ∈ R , {1, . . . , R}, and
A , [a1, . . . ,aR] be the analog precoding matrix. The PSs
are assumed to be imperfect, i.e., their actual values can differ
from their nominal values [29–31]. Let ãnr , anr+enr denote
the actual value of the PS pnr, where enr denotes the error
(mismatch). We assume that the magnitude of the error is
bounded within a known bound %, i.e., |enr| ≤ %, as shown in
Fig. 2. The matrix of error elements enr,∀n ∈ N ,∀r ∈ R is
represented by E. Let E denote the infinite set of all possible
error matrices that are associated with the nominal analog
precoding matrix A, which is given by

E , {E | E ∈ CN×R, |enr| ≤ %, ∀n ∈ N ,∀r ∈ R}. (1)

Let h̃k ∈ CN be the frequency-flat channel vector between
the BS and the kth user, which is assumed to be known at the
BS [2, 32]. Let nk ∼ CN (0, σ2

k) represent the i.i.d. additive
white Gaussian noise at the kth user. The received signal yk
at the kth user can be expressed as

yk = h̃T
k (A + E)

(
K∑
`=1

d`s`

)
+ nk, ∀k ∈ K, (2)

where the error matrix E ∈ E .

III. PROBLEM FORMULATION

In this paper, we propose a technique to compute CI-
based hybrid precoders that are robust against both phase
and magnitude errors at the PSs, given by set E in (1). Our
objective is to design hybrid precoders with the minimum
transmit power at the BS, such that the received signal at
each user lies in the CI-regions of the respective transmitted
symbols, for any PS error matrix E ∈ E . The corresponding
problem can be formulated as a semi-infinite optimization
problem [22, 33] given by

1We employ PSK-modulation here for simplicity. Nevertheless, the pro-
posed techniques can be extended to other modulation formats following the
principles in [28].

minimize
A,{d`}`∈K

∣∣∣∣∣
∣∣∣∣∣A

K∑
`=1

dksk

∣∣∣∣∣
∣∣∣∣∣
2

(3a)

s. t.

∣∣∣∣∣Im
(
s∗kh̃

T
k (A + E)

K∑
`=1

d`s`

)∣∣∣∣∣ ≤(
Re

(
s∗kh̃

T
k (A + E)

K∑
`=1

d`s`

)
− γk

)
tan θ,

∀E ∈ E,∀k ∈ K, (3b)
|anr| = a, ∀n ∈ N ,∀r ∈ R, (3c)

where θ , π/M , and γk , Γk/ sin θ, with Γk indicating the
threshold-margin2 at the kth user. The objective function (3a)
minimizes the total transmit power at the BS. The constraints
in (3b) enforce the received signals to lie in the appropriate CI-
regions3 at each user, ∀E ∈ E . The constraints in (3c) enforce
the magnitude of each PS value in matrix A to its nominal
value a. This problem is difficult to solve due to the following
reasons: 1) bilinear coupling between the optimization vari-
ables in A and dk, 2) infinite number of constraints in (3b), 3)
nonconvex constant magnitude constraint in (3c). To overcome
these challenge, we decompose the problem into two stages,
namely analog precoding and robust digital precoding, as in
[22]. The analog precoding matrix is computed by employing
any standard methods as discussed in [21, 22]. Let Â denote
the corresponding analog precoding matrix. By substituting
hk , s∗kh̃k, treating the composite precoding term

∑K
`=1 d`s`

as a single precoder b, and fixing the analog precoding matrix
to Â, problem (3) can be reformulated as

minimize
b

∣∣∣∣∣∣Âb
∣∣∣∣∣∣2 (4a)

s. t.
∣∣∣Im(hT

k (Â + E)b
)∣∣∣ ≤(

Re
(
hT
k (Â + E)b

)
− γk

)
tan θ, ∀E ∈ E,∀k ∈ K. (4b)

Even though the above problem is convex, there are infinite
linear constraints in (4b), which make the problem nontrivial.
In the next section, we propose an iterative algorithm to solve
the above problem efficiently.

Remark: There are two major differences between problem
(4) and its counterpart in [22]. First, the error sets are different:
In problem (4) the magnitude of the error element enr is
bounded by %, i.e., |enr| ≤ %, while in [22] the error element
enr has unit magnitude and its phase is limited by δ, i.e.,
|enr| = 1 and |∠enr| ≤ δ. Second, in problem (4) the
error element enr is additive to the corresponding analog
precoder coefficient anr. In contrast, the error element enr
is multiplicative with anr in [22].

IV. PROPOSED ALGORITHM

We extend the iterative algorithm developed in [22]—which
is based on the cutting plane method and alternating procedure

2The threshold-margin controls the quality of service (QoS) at the user. For
more information, the readers are referred to [22].

3Due to the space constraints, the readers are referred to [17, 22] for the
geometrical interpretation of this formulation.
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minimize
bi

∣∣∣∣∣∣Âbi
∣∣∣∣∣∣2 (5a)

s. t. + Im
(
hT
k (Â + E)bi

)
≤
(

Re
(
hT
k (Â + E)bi

)
− γk

)
tan θ,∀E ∈ Ei+k ,∀k ∈ K, (5b)

− Im
(
hT
k (Â + E)bi

)
≤
(

Re
(
hT
k (Â + E)bi

)
− γk

)
tan θ,∀E ∈ Ei−k ,∀k ∈ K. (5c)

f̂ , Im
(
hT
k (Â + E)bi?

)
−
(

Re
(
hT
k (Â + E)bi?

)
− γk

)
tan θ. (6)

[34, 35]—to efficiently solve the formulated semi-infinite
problem (4) by exploiting a structure in the problem, namely,
the bounded magnitude property of elements of error matrices
∀E ∈ E .

The proposed algorithm begins with initializing finite error
matrix sets Ei+k = {0} and Ei−k = {0}, ∀k ∈ K at iteration
number i = 1, where 0 is an N×R matrix with all elements
being equal to 0. The algorithm comprises the following two
stages in each iteration.
Update Digital Precoder: In the first stage of the ith iteration,
we solve the convex quadratic problem (5), which corresponds
to the non-robust precoding problem in the first iteration. In the
subsequent iterations, this problem comprises a finite subset of
constraints of problem (4): the constraint (5b) for every error
matrix E ∈ Ei+k ; the constraint (5c) for every error matrix E ∈
Ei−k , ∀k ∈ K. The problem (5) can be efficiently solved by
employing the low-complexity parallel implementation scheme
proposed in [22], or alternatively, using any general purpose
solver such as CVX [36] and CPLEX [37]. Let bi? denote the
optimal solution of problem (5) at the ith iteration.
Update Worst-Case Error Matrix Sets: In the second stage
of the ith iteration, we compute the worst-case error matrices
Ei+k and Ei−k , for constraints in (4b) at b = bi?, which violate
the constraints with the largest margins. We formulate the
corresponding problems as convex programs given by

Ei+k = argmax
|enr|≤%

(
+f̂
)
, (7)

Ei−k = argmax
|enr|≤%

(
−f̂
)
, (8)

where f̂ is defined in Eq. (6). In the following, we derive
closed-form expressions for Ei+k and Ei−k for efficiently
computing these matrices.

Consider the objective function f̂ of problem (7). Let g ,
hT
k (Â + E)bi?. We can rewrite g as

g = hT
k Âbi?︸ ︷︷ ︸
constant

+
∑
∀n∈N

∑
∀r∈R

hnkb
i?
r enr. (9)

The above expression for g reveals that the objective function
f̂ is separable in each optimization variable enr. Therefore,
the function f̂ can be maximized independently and separately
with respect to (w.r.t.) each enr for n ∈ N , r ∈ R. Consider
a summand hnkb

i?
r enr of g. Define χ̄ + jχ̃ , hnkb

i?
r and

α+ jβ , enr, where j denotes the imaginary unit. Substituting
these new definitions, the term of function f̂ that comprises
the variable enr can be expressed as

f̃(α, β) = (χ̃− χ̄ tan θ)︸ ︷︷ ︸
κ

α+ (χ̄+ χ̃ tan θ)︸ ︷︷ ︸
τ

β. (10)

The constraints on the magnitude of the PS errors in problem
(7), given by |enr| ≤ %, can be equivalently expressed in
terms of α and β as α2 + β2 ≤ %2. Accordingly, the
optimization problem for maximizing function f̂ w.r.t. enr can
be formulated as

maximize
α, β

κα+ τβ (11a)

s. t. α2 + β2 ≤ %2. (11b)

Note that, for a finite κ, τ , and %, the above problem is
always feasible and bounded above. However, if the con-
straint (11b) is removed, then the above problem becomes
unbounded. Therefore, we can argue that the constraint (11b)
is an active constraint and at optimum, the constraint is
satisfied with equality,4 i.e., α2 + β2 = %2. Now, substituting
β = ±

√
%2 − α2 in Eq. (10), we obtain the function

f(α) = κα± τ
√
%2 − α2. (12)

This function comprises the following two variants:

f1(α) = κα+ τ
√
%2 − α2, (13a)

f2(α) = κα− τ
√
%2 − α2. (13b)

Differentiating Eq. (13a) and (13b) w.r.t. α and equating them
to zero, we obtain the maximizer α? of the functions f1 and
f2, as

α? =
κ%√

κ2 + τ2
=

%(χ̃ cos θ − χ̄ sin θ)

|χ̄+ jχ̃|
. (14)

Consequently, β? can be expressed as

β? = sign(τ)

√
%2 − α?2 =

χ̄+ χ̃ tan θ

|χ̄+ χ̃ tan θ|

√
%2 − α?2. (15)

Now we define Z , hk(bi?)
T. Then, the worst-case error

values of all PSs can be obtained efficiently by computing the
error matrix E+

k = U+ + jW+, where

u+nr =
%(Im(znr) cos θ − Re(znr) sin θ)

|znr|
, (16a)

w+
nr =

Re(znr) + Im(znr) tan θ

|Re(znr) + Im(znr) tan θ|

√
%2 − (u+nr)2. (16b)

Similarly, we can derive a closed-form expression for the
optimal solution of problem (8) as E−k = U− + jW−, where

u−nr =
%(− Im(znr) cos θ − Re(znr) sin θ)

|znr|
, (17a)

w−nr =
−Re(znr) + Im(znr) tan θ

|−Re(znr) + Im(znr) tan θ|

√
%2 − (u−nr)2. (17b)

4For M = 2, tan θ = ∞. In this case, the constraint (4b) and problem
(11) can be reformulated to omit tan θ, and subsequently arrive at the same
conclusion that the constraint (11b) is satisfied with the equality.
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Fig. 3: SER and total transmit power vs. error bound % for
R = K = M = 4, TNR=1, and CPC analog precoding.

Now, if Ei+k violates the constraint (4b), then it is added to
the error matrix Ei+k , i.e., E(i+1)+

k = Ei+k ∪ Ei+k . Similarly,
if the error matrix Ei−k violates the constraint (4b), then it is
included in set E(i+1)−

k , i.e., E(i+1)−
k = Ei−k ∪E

i−
k . When both

Ei+k and Ei−k , ∀k ∈ K, satisfy the constraints (4b), the vector
bi? fulfills all constraints in (4b), and hence the algorithm is
terminated.

V. NUMERICAL RESULTS

For the simulation, we employed a BS equipped with R = 4
RF chains, QPSK modulation, and K = 4 users. We used the
geometric channel model with 15 propagation paths [22]. The
nominal magnitude of each PS is given by a = 1√

N
. The PS

errors enr,∀n ∈ N ,∀r ∈ R are distributed uniformly within
a disk with center at the origin and radius of %.

Table I lists the average SER increase due to the phase
and magnitude errors when the non-robust CI-based hybrid
precoding scheme in [21] is employed for different values
of threshold-margin-to-noise power ratio (TNR). In the table,
we note that increase of the error bound % corresponds to a
drastic increase in the SER.5 In particular, for larger values
of TNR, the increase in SER is unacceptably high for critical
applications (up to approx. 14% for % = 0.3a and TNR = 2.5).

TABLE I: SER increase due to PS errors in the case of non-
robust CI-based hybrid precoding for N = 128, R = K =
M = 4, and CPC analog precoding [21].

% TNR = 1.0 TNR = 1.5 TNR = 2.0 TNR = 2.5
0.1a 0.08% 0.36% 1.02% 0.42%
0.2a 0.24% 0.97% 3.51% 4.24%
0.3a 0.55% 2.45% 7.48% 13.94%

Figure 3 plots the achieved SER and the corresponding
transmit power (in watts) over a range of error bound values
% for different numbers of transmit antennas N . In the figure,
we observe that the transmit power associated with the robust

5In the results, the error bounds are specified in terms of nominal magnitude
of the PSs a.
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Fig. 4: Performance comparison of the robust precoding tech-
niques for R = K = M = 4, and CPC analog precoding.

precoders increases, whereas the resulting SER decreases, as
the error bound % increases. The robust precoders with larger
transmit powers—which are primarily designed to circumvent
the undesired effect of PS errors—also reduce the errors
caused by the additive noise at the users. In the figure, we
also notice that as the number of transmit antennas increases,
the required transmit power significantly reduces to achieve a
given QoS.

Figure 4 compares the performance of the proposed robust
hybrid precoding scheme with that of a conventional heuristic
robust precoding technique, where the transmit powers of
the non-robust precoders are linearly scaled to meet the
required QoS [38, 39]. In the simulation, we compute the
required transmit power and the resulting SER by the proposed
robust hybrid precoding scheme for a range of TNR values.
Afterward, the non-robust CI-based hybrid precoders (% = 0)
are computed, and their powers are scaled to match them to
the transmit powers achieved by the proposed scheme. Finally,
the corresponding SERs are computed. The simulations are
carried out for the scenario where the PSs suffer the worst-case
errors for at-least one user. The figure demonstrates that for
a given transmit power budget the proposed robust precoding
scheme achieves a better SER performance when compared to
the conventional robust precoding technique.

VI. CONCLUSION

In this paper, we considered the hybrid analog-digital pre-
coding in a multiuser massive MIMO system, where the
PSs in the hybrid precoding architecture are imperfect. We
formulated a semi-infinite problem to compute the robust
digital precoders that are robust against both phase and mag-
nitude errors associated with PSs. Subsequently, we presented
an iterative algorithm, where the precoders and the worst-
case error matrices are updated sequentially and iteratively.
We derived the closed-form expressions for the worst-case
error matrices by exploiting the special structure in the error
model. The numerical results demonstrated that the proposed
algorithm significantly reduces the SER when compared to the
non-robust hybrid precoding.
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