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Abstract. The need for training data can impede the adoption of novel
imaging modalities for learning-based medical image analysis. Domain
adaptation methods partially mitigate this problem by translating train-
ing data from a related source domain to a novel target domain, but
typically assume that a one-to-one translation is possible. Our work ad-
dresses the challenge of adapting to a more informative target domain
where multiple target samples can emerge from a single source sample. In
particular we consider translating from mp-MRI to VERDICT, a richer
MRI modality involving an optimized acquisition protocol for cancer
characterization. We explicitly account for the inherent uncertainty of
this mapping and exploit it to generate multiple outputs conditioned on
a single input. Our results show that this allows us to extract system-
atically better image representations for the target domain, when used
in tandem with both simple, CycleGAN-based baselines, as well as more
powerful approaches that integrate discriminative segmentation losses
and/or residual adapters. When compared to its deterministic counter-
parts, our approach yields substantial improvements across a broad range
of dataset sizes, increasingly strong baselines, and evaluation measures.
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1 Introduction

Domain adaptation can be used to exploit training samples from an exist-
ing, densely-annotated domain within a novel, sparsely-annotated domain, by
bridging the differences between the two domains. This can facilitate the train-
ing of powerful convolutional neural networks (CNNs) for novel medical imag-
ing modalities or acquisition protocols, effectively compensating for the limited
amount of training data available to train CNNs in the new domain.

The assumption underlying most domain adaptation methods is that one
can align the two domains either by extracting domain-invariant representations
(features), or by establishing a ‘translation’ between the two domains at the
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Fig. 1. One-to-many mapping from one mp-MRI image (left) to four VERDICT-MRI
translations: our network can generate samples with both local and global structure
variation, while at the same time preserving the critical structure corresponding to the
prostate lesion, shown as a red circle. We note that the lesion area is annotated by a
physician on the leftmost image, but is not used as input to the translation network
- instead the translation network learns to preserve lesion structures thanks to the
end-to-end discriminative training (details in text).

signal level, where in any domain the ‘resident’ and the translated signals are
statistically indistinguishable.

In particular for medical imaging, [23] and [13] rely on adversarial training

to align the feature distributions between the source and the target domain for
medical image classification and segmentation respectively. Pixel-level distribu-
tion alignment is performed by [2, 11,27, 28], who use CycleGAN [29] to map
source domain images to the style of the target domain; they further combine
the translation network with a task-specific loss to penalize semantic inconsis-
tency between the source and the synthesized images. The synthesized images
are used to train models for image segmentation in the target domain. Ouyang
et al. [17] perform adversarial training to learn a shared, domain-invariant latent
space which is exploited during segmentation. They show that their approach is
effective in cases where target-domain data is scarce. Similarly, [26] embed the
input images from both domains onto a domain-specific style space and a shared
content space. Then, they use the content-only images to train a segmentation
model that operates well in both domains. However, their approach does not
necessarily preserve crucial semantic information in the content-only images.

These methods rely on the strong assumption that the two domains can be
aligned - our work shows that accuracy gains can be obtained by acknowledging
that this can often be only partially true, and mitigating the resulting chal-
lenges. As a natural image example, an image taken at night can have many
day-time counterparts, revealed by light; similarly in medical imaging, a better
imaging protocol can reveal structures that had previously passed unnoticed. In
technical terms, the translation can be one-to-many, or, stated in probabilistic
terms, multi-modal [10, 14, 30]. Using a one-to-one translation network in such
a setting can harm performance, since the translation may predict the mean of
the underlying multi-modal distribution, rather than provide diverse, realistic
samples from it.

In our work we accommodate the inherent uncertainty in the cross-domain
mapping and, as shown in Figure 1, generate multiple outputs conditioned on a
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single input, thereby allowing for better generalization of the segmentation net-

work in the target domain. As in recent studies [2,11,27,28], we use GANs [0] to
align the source and target domains, but go beyond their one-to-one, determinis-
tic mapping approaches. In addition, inspired by [2,8,11,27], we enforce semantic

consistency between the real and synthesized images by exploiting source-domain
lesion segmentation supervision to train target-domain networks operating on
the synthesized images. This results in training networks that can generate di-
verse outputs while at the same time preserving critical structures - such as the
lesion area in Figure 1. We further accommodate the statistical discrepancies be-
tween real and synthesized data by introducing residual adapters (RAs) [5,22] in
the segmentation network. These capture domain-specific properties and allow
the segmentation network to generalize better across the two domains.

We demonstrate the effectiveness of our approach in prostate lesion segmenta-
tion and an advanced diffusion weighted (DW)-MRI method called VERDICT-
MRI (Vascular, Extracellular and Restricted Diffusion for Cytometry in Tu-
mors). VERDICT-MRI is a non-invasive imaging technique for cancer microstruc-
ture characterisation [12,18,20]. The method has been recently in clinical trial to
supplement standard multi-parametric (mp)-MRI for prostate cancer diagnosis.
Compared to the naive DW-MRI from mp-MRI acquisitions, VERDICT-MRI
has a richer acquisition protocol to probe the underlying microstructure and
reveal changes in tissue features similar to histology. A recent study [12] has
demonstrated that the intracellular volume fraction (FIC) maps obtained with
VERDICT-MRI differentiate better benign and malignant lesions compared to
the apparent diffusion coefficient (ADC) map obtained with the naive DW-MRI
from mp-MRI acquisitions. However, the limited amount of available labeled
training data does not allow the training of robust deep neural networks that
could directly exploit the information in the raw VERDICT-MRI [4]. On the
other hand, large scale clinical mp-MRI datasets exist [1, 15]. As shown experi-
mentally, our approach largely improves the generalization capabilities of a lesion
segmentation model on VERDICT-MRI by exploiting labeled mp-MRI data.

2 Method

Our approach relies on a unified network for cross-modal image synthesis and
segmentation, that is trained end-to-end with a combination of objective func-
tions. As shown in Figure 2, at the core of this network is an image-to-image
translation network that maps images from the source (’S’) to the target ("T’)
domain. The translation network is trained in tandem with a segmentation net-
work that operates in the target domain, and is trained with both the synthesized
and the few real annotated target-domain images. Beyond these standard com-
ponents, our approach relies on three additional components: firstly, we sample
a latent variable from a Gaussian distribution when translating to the target
domain; this represents structures that cannot be accounted by a determinis-
tic mapping, and can result in one-to-many translation when needed. Secondly,
we introduce residual adapters (RAs) to a common backbone network for se-
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Fig. 2. Overview of our domain adaptation framework: we train a noise-driven domain
translation network in tandem with a discriminatively supervised segmentation network
in the target domain; GAN-type losses align the translated samples with the target
distribution, while residual adapters allow the segmentation network to compensate
for remaining discrepancies. Please see text for details.

mantic segmentation, allowing the discriminative training to accommodate any
remaining discrepancies between the real and synthesized target domain images.
Finally, we use a dual translation network from the target to the source domain,
allowing us to use cycle-consistency in domain adaptation [10, 16,29]; the cy-
cle constraint allows us to disentangle the deterministic, transferable part from
the stochastic, non-transferable part, which is filled in by Gaussian sampling, as
mentioned earlier.

2.1 Problem formulation

Having provided a broad outline of our method, we now turn to a more detailed
technical description. We consider the problem of domain adaptation in prostate
lesion segmentation. We assume that the source domain, Xg, contains Ng images,
xg € Xg, with associated segmentation masks, ys € Vg. Similarly, the sparsely
labeled target domain, X7, consists of Ny images, x7 € Xp. A subset Xr of Xr
comes with associated segmentation masks, yr € Yp. The proposed framework
consists of two main components, i.e. an image-to-image translation network and
a segmentation network described below.

Segmentation Network

The segmentation network (Fig. 2), Seg, operates on image-label pairs of both
real, Xr, and synthesized data, Xs_ 7, translated from source to target. An
encoder-decoder network [3,24] is the main backbone which serves both do-
mains. To compensate further for differences in the feature statistics of real and
synthesized data we install residual adapter modules [22] in parallel to each of
the convolutional layer of the backbone. Introducing residual adapters ensures
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that most of the parameters stay the same with the network, but also that the
new unit introduces a small, but effective modification that accommodates the
remaining statistical discrepancies of the two domains.

More formally, let ¢; be a convolutional layer in the segmentation network
and F! € REXkxCixCo he g set of filters for that layer, where k x k is the kernel
size and C;, C, are the number of input and output feature channels respectively.
Let also Z! € RY*1xCixC he a set of domain-specific residual adapter filters of
domain 4, where ¢ € {1, 2}, installed in parallel with the existing set of filters F.
Given an input tensor x; € REXWxCi the output y; € RE*XW*C of layer [ is
given by

yi=Fsxx+Z «x. (1)

We train the segmentation network by optimizing the following objective

Lseg(Seq, Xr, Vr, Xsor,Vs) =

. (2)
Lpsc(Seg, Xr,Yr)+ Lpsc(Seg, Xsr,Vs).

The dice loss, Lpsc, is given by
K
2) (xye(r,y) 2ak=1 59 (X)ryn

K ’
P xyrex,y) 2ohet (Seg(x)F +¥7)

where K the number of voxels in the input images. We adopt this objective
function since it is a differentiable approximation of a criterion that is well-
adapted to our task.

EDSC(SQQ,X,J}) = -

3)

Diverse Image-to-Image Translation Network

Recently, several studies [10,30] have pointed out that cross-domain mapping is
inherently multi-modal and proposed approaches to produce multiple outputs
conditioned on a single input. Here we use MUNIT [10] to illustrate the key
idea. As it is illustrated in Figure 2 the image-to-image translation network
consists of content encoders E¢, Ef, style encoders E¢, Ef., generators Gg, G
and domain discriminators Dg, Dy for both domains. The content encoders E¢,
E% map images from the two domains onto a domain-invariant content space
C (B¢ : Xs — C, ES : Xp — C) and the style encoders E¢, E7 map the
images onto domain-specific style spaces Sg (E¢ : Xs — Sg) and Sy (E5 :
Xr — Sr). The content code can be understood as the underlying anatomy
which is the information that we want transfer during the translation while the
style codes capture information related to the imaging modalities. Image-to-
image translation is performed by combining the content code extracted from a
given input and a random style code sampled from the target-style space. For
instance, to translate an image zg € Xs to X we first extract its content code
¢ = E%(zg). The generator G uses the extracted content code ¢ and a randomly
drawn style code st € St to produce the final output zs_r = Gr(c, st). By
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sampling random style codes from the style spaces Sg and Sy the generators
Gs and Gp are able to produce diverse outputs. We train the networks with
a loss function that consists of domain adversarial, self-reconstruction, latent
reconstruction, cycle-consistency and segmentation losses.

Domain adversarial loss. We utilize GANs to match the distribution between
the synthesized and the real images of the two domains. The adversarial dis-
criminators Dy, Dg aim at discriminating between real and synthesized images,
while the generators G, Gg aim at generating realistic images that fool the
discriminators. For G and Dr the GAN loss is defined as

LEAN(ES, Gr, Dr, Sr, Xs) =

c (4)

Bosnxs,sp~srl0g(l — Dr(Gr(E§(zs), s1)))] + Eopnaer [log(Dr ()]
Self-reconstruction loss. Given the encoded content and style codes of a
source-domain image the generator Gg should be able to decode them back
to the original one.

£§econ(GS7 E§7 Eg, XS) =Essnxs [HGS(E.%’(‘TS)7 Eg(xs)) - ‘TSHI]' (5)

Latent reconstruction loss. To encourage the translated image to preserve
the content of the source image, we require that a latent code ¢ sampled from
the latent distribution can be reconstructed after decoding and encoding.

‘Cf’gcon(EvaTaE%,XS’ST) = (6)

Epsnxs,sr~se | BT (GT(ES(s), sT)) — E§(s) 1]
Similarly, to align the style representation with a Gaussian prior distribution,
we enforce the same constrain for the latent style code.

‘Cigcon(Eg'aGT’E%vX57ST) = (7>
T

EﬁcsNXs,STNST[HE%(G (Ef;(ﬂfs), ST)) - ST)Hl]

Cycle-consistency loss. To facilitate training we enforce cross-cycle consis-
tency which implies that if we translate an image to the target domain and then
translate it back to the source domain using the extracted source-domain style
code, we should be able to obtain the original image.

ECSyC(Eg'7Eg’7GTﬂE’%7GS,XS7ST) = (8)
Eoymite srss [1Gs (B3 (Gr(BS (2s), 57)), B (ws)) — sl

L2 ans LTons LET s L35 0ns L7, are defined in a similar way.
Segmentation loss. To enforce the generator to preserve the lesions, we en-
rich the network with segmentation supervision on the synthesized images. The
segmentation loss on the synthesized images is given by

L5 (Seg, Gr, BS, Xs, Vs, Sr) = Lpsc(Seg, Gr(E5(Xs), 51),Vs).  (9)

Seg
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The full objective is given by

. S T S T
min max Agan (£ + L + Az (L + L
ES,E%,E% B Gs,Gr D, Dr ( GAN GAN) m( recon recon)

+ AC(‘C?C"gcon + ‘ngcon) + )‘3 (‘Cigcon + [’igcon) (10)

S h
 Aeye(Loye + LI, + L0,

where Agan, Az, Ac; Asy Acye are weights that control the importance of each
term.

2.2 Implementation details

We implement our model using Pytorch [21]. The content encoders consist of
several convolutional layers and residual blocks followed by instance normaliza-
tion [25]. The style encoders consist of convolutional layers followed by fully con-
nected layers. The decoders include residual blocks followed by upsampling and
convolutional layers. The residual blocks are followed by adaptive instance nor-
malization (AdalIN) [9] layers to adjust the style of the output image. The affine
parameters of AdalN are generated by a multilayer perceptron from a given style
code. The discriminators consist of several convolutional layers. The encoder of
the segmentation network is a standard ResNet [7] consisting of several convolu-
tional layers while the decoder consists of several upsampling and convolutional
layers. For training we use Adam optimizer, a batch size of 32 and a learning
rate of 0.0001. We make our code available at https://github.com/elchiou/DA.

2.3 Datasets

VERDICT-MRI: We use VERDICT-MRI data collected from 60 men with a
suspicion of cancer. VERDICT-MRI images were acquired with pulsed-gradient
spin-echo sequence (PGSE) using an optimized imaging protocol for VERDICT
prostate characterization with 5 b-values (90, 500, 1500, 2000, 3000 s/mm?) in 3
orthogonal directions [19]. Images with b = 0 s/mm? were also acquired before
each b-value acquisition. The DW-MRI sequence was acquired with a voxel size
of 1.25 x 1.25 x 5 mm?, 5 mm slice thickness, 14 slices, and field of view of
220 x 220 mm? and the images were reconstructed to a 176 x 176 matrix size.
A dedicated radiologist, highly experienced in prostate mp-MRI, contoured the
lesions on VERDICT-MRI using mp-MRI for guidance.

DW-MRI from mp-MRI acquisition: We use DW-MRI data from the Prosta-
teX challenge dataset [15] which consists of training mp-MRI data acquired from
204 patients. The DW-MRI data were acquired with a single-shot echo planar
imaging sequence with a voxel size of 2 x 2 x 3.6 mm?, 3.6 mm slice thickness.
Three b-values were acquired (50,400,800 s/mm? ), and subsequently, the ADC
map and a b-value image at b = 1400 s/mm? were calculated by the scanner soft-
ware. In this study, we use DW-MRI data from 80 patients. Since the ProstateX
dataset provides only the position of the lesion, a dedicated radiologist manually
annotated the lesions on the ADC map using as reference the provided position
of the lesion.
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Table 1. Average recall, precision, dice similarity coefficient (DSC), and average pre-
cision (AP) across 5 folds. The results are given in mean (+std) format.

Model Recall Precision DSC AP
VERDICT-MRI only 67.1 (£14.2)[59.6 (+11.5) [62.4 (£13.4)[63.5 (+13.1)
Finetuning 68.4 (+12.4)(62.5 (+13.5) |64.7 (+11.2)|65.8 (+14.7)
RAs 66.6 (+11.6)[67.0 (£8.8) |65.7 (+10.2)[66.6 (+12.6)
MUNIT 65.2 (£10.2)[64.2 (+£13.7) [64.4 (£11.3)[68.2 (+12.0)
CycleGAN + L3/7'F 64.5 (£10.4)[66.1 (£10.1) [64.8 (+8.7) |70.1 (+9.8)
CycleGAN + L£37"™ + RAs  [60.9 (£10.7)[74.0 (+11.8)[66.6 (+13.6)[71.6 (+11.3)
MUNIT + £57" (Ours) 71.8 (+7.8) [68.0 (£6.8) [69.8 (£7.9) |73.5 (+8.1)
MUNIT + L3777 4+ RAs (Ours)[69.2 (£8.6) [71.2 (£9.7) [69.9 (£9.0) [75.4 (£9.7)
80 80 80
> ]
70 70 {4 70 —
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Fig. 3. Impact of the ratio of synthesized to real data on the performance. (Right)
Average precision (AP) as a function of the percentage of real samples used given
a constant number of synthesized ones. (Middle) AP as a function of the number of
synthesized examples used given a constant number of real ones. (Left) AP as a function
of the percentage of real data used given a constant number of synthesized ones. Here,
the ratio of real to synthesized data in a mini-batch also varies during training.

3 Results

In this section we evaluate the performance of our approach and the impact of
the ratio of synthesized to real data on the performance. In the supplementary
material we provide qualitative results and quantitative results related to the
effect of sampling random style codes on the performance.

Performance evaluation. We first compare our approach to several baselines.
i)VERDICT-MRI only: we train the segmentation network only on VERDICT-
MRI. ii) Finetuning: we pre-train on mp-MRI and then perform finetuning using
the VERDICT-MRI data. iii) RAs: we pre-train on mp-MRI, then we install RAs
in parallel to each of the convolutional layers of the pre-trained network and up-
date them using VERDICT-MRI. iv) MUNIT: we use MUNIT to map from

source to target without segmentation supervision. v) CycleGAN + Egz;th' we

use CycleGAN and segmentation supervision to perform the translation, an ap-

proach similar to the one proposed in [28]. vi) CycleGAN + Egg;nh + RAs: we

use (v) for the translation and introduce RAs to the segmentation network. We
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evaluate the performance based on the average recall, precision, dice similarity
coefficient (DSC), and average precision (AP). We report the results in Table
1. The proposed approach yields substantial improvements and outperforms all
baselines including CycleGAN, which indicates that accommodating the uncer-
tainty in the cross-domain mapping allows us to learn better representations for
the target domain. Compared to the naive MUNIT without segmentation su-
pervision, nggth, our approach performs better since it successfully preserves
the lesions during the translation. Finally, introducing RAs in the segmentation
networks further improves the performance of both CyclgeGAN + £ and

Seg

MUNIT + L300,

Impact of the ratio of synthesized to real data on the performance.
Using synthesized data is motivated by the fact that annotating large datasets
can be challenging in medical applications. We therefore evaluate the impact of
the ratio of synthesized to real data. To this end, we first vary the percentage
of real data while keeping fixed the amount of synthesized data (Fig. 3 (left)).
We compare our approach to a segmentation network trained only on real data
and to [28] where CycleGAN is used for the generation of synthesized data. Our
approach outperforms both baselines. Figure 3 (middle) shows the performance
when we vary the percentage of synthesized samples while fixing the percentage
of real ones. The AP of our approach increases as we increase the amount of
synthesized data. The baseline also improves but we systematically outperform
it. Figure 3 (right) shows the performance of our approach when we vary the
percentage of real data while fixing the percentage of synthesized. Here, we also
vary the ratio of real to synthesized data in a mini-batch during training. Note
that when the percentage of real data is small, a large ratio of synthesized to
real data in the mini-batch delivers better results.

4 Conclusion

In this work we propose a domain adaptation approach for lesion segmenta-
tion. Our approach exploits the inherent uncertainty in the cross-domain map-
ping to generate multiple outputs conditioned on a single input allowing the
extraction of richer representations for the task of interest in the target do-
main. We demonstrate the effectiveness of our approach in lesion segmentation
on VERDICT-MRI, which is an advanced imaging modality for prostate cancer
characterization. However, our approach is quite general can be applied in other
application where the amount of labeled training data is limited.
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