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Adolescence, defined as the period of life between 
puberty and adulthood, is associated with heightened 
social influence, especially from peers (Blakemore, 
2018). Existing studies on peer influence in adolescence 
have tended to focus on social influence on risky decision-
making and risk perception (Reniers et al., 2017) and have 
more recently been extended to other processes, includ-
ing cognitive performance (Wolf, Bazargani, Kilford, 
Dumontheil, & Blakemore, 2015) and hypothetical pro-
social behavior (Foulkes, Leung, Fuhrmann, Knoll, & 
Blakemore, 2018).

However, it remains unclear how such age effects 
on prosocial influence may apply to situations in which 
participants incur real costs to help other people. This 
is important for a number of reasons. First, hypothetical 
and real prosocial behaviors have been shown to be 
frequently unrelated (e.g., Böckler, Tusche, & Singer, 
2016). Second, real costs are known to introduce an 
asymmetry in the way adults conform to the behavior 
of other individuals, leading them to preferentially 

adapt to selfish norms (which involve monetary ben-
efits), relative to prosocial ones (which involve mon-
etary costs; Charness, Naef, & Sontuoso, 2019; Croson 
& Shang, 2008; Dimant, 2019). On the other hand, rela-
tive to adults, adolescents have been frequently sug-
gested to be more concerned with conforming and 
fitting in with other people, that is, to be more wary of 
the social costs and benefits of their actions (Blakemore, 
2018), possibly at the expense of monetary concerns. 
This might result in adolescents conforming to prosocial 
and selfish norms in a different way than adults. In this 
study, we focused on prosocial decisions that are costly 
to oneself but beneficial to others. In particular, we 
investigated how prosocial influence, the tendency to 
engage in prosocial behavior after observing it in other 
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people, is modulated by age and whether this further 
depends on the source of influence (i.e., whether one 
is influenced by peers, nonpeers, or a computer) and on 
the direction of influence (i.e., whether others are more 
or less prosocial than oneself).

So far, the relationship between social influence and 
adolescent decision-making has largely been investi-
gated in the context of risk taking (Blakemore, 2018; 
Knoll, Magis-Weinberg, Speekenbrink, & Blakemore, 
2015; Reiter, Suzuki, O’Doherty, Li, & Eppinger, 2019; 
Reniers et al., 2017). This is a natural starting point, given 
that excessive risk taking, such as binge drinking, smok-
ing, substance use, and reckless driving, is a prevalent 
source of vulnerability during adolescence (Steinberg, 
2008). However, social influence is not restricted to risky 
decisions (Van Hoorn, Van Dijk, Güroğ lu, & Crone, 
2016). It is also proposed to play a fundamental role in 
spreading and maintaining prosocial norms (Kraft-Todd, 
Yoeli, Bhanot, & Rand, 2015). Indeed, prosocial influence 
has been observed in a variety of domains, including 
contributions to public goods and charitable giving, 
helping, and fairness in economic games (Croson & 
Shang, 2008; Kraft-Todd et al., 2015; Nook, Ong, Morelli, 
Mitchell, & Zaki, 2016; Wei, Zhao, & Zheng, 2016).

Prosocial influence is observed in early childhood 
in humans (Schmidt & Tomasello, 2012) as well as in 
nonhuman primates (Berthier & Semple, 2018). Ado-
lescents are no exception (Choukas-Bradley, Giletta, 
Cohen, & Prinstein, 2015; van Goethem, van Hoof, van 
Aken, Orobio de Castro, & Raaijmakers, 2014; Van 
Hoorn et al., 2016). For example, the mere presence of 
peers increased monetary contributions by adolescents 
in a public-goods game (Van Hoorn et al., 2016). Simi-
larly, volunteering by adolescents has been found to 
be influenced by whether their peers also volunteer 
(Choukas-Bradley et  al., 2015; van Goethem et  al., 
2014). It follows that prosocial influence is prevalent 
across ages, but less is known about whether, as in the 
domain of risk, prosocial influence is heightened during 
adolescence. One recent study showed that prosocial 
influence decreased linearly with age between early ado-
lescence and adulthood (Foulkes et al., 2018). However, 
this study focused on hypothetical prosocial decisions, 
which can be unrelated to incentivized decisions (e.g., 
Böckler et al., 2016). It thus remains unclear whether 
age might similarly affect prosocial influence in decision-
making that involves real monetary incentives.

In fact, these monetary incentives plausibly underlie 
a known opportunistic asymmetry in the way adults 
adapt their prosocial behavior to the prosocial behavior 
of others (Charness et al., 2019), leading them to conform 
to the behavior of others more when this aligns with their 
own material self-interest and, thus, to preferentially 

decrease rather than increase their prosocial behavior. 
For example, adults adjusted their contributions to a 
public good (i.e., a public radio station) more in line 
with other individuals’ contributions when informed 
that others had contributed less than them, compared 
with when others had given more (Croson & Shang, 
2008). Similarly, adults have been shown to conform 
more to antisocial relative to prosocial behavior 
(Dimant, 2019) and to align their trust-related decisions 
with others more when this allows them to earn more 
(Charness et al., 2019).

Finally, none of the studies above controlled for non-
social-influence effects, which are known to have an 
impact on decision-making in adults. For example, adults 
adapted their decisions to those of a computer when 
making incentivized decisions (Moutoussis, Dolan, & 
Dayan, 2016), even when they were informed that the 
agent they were observing was simulated. This intro-
duces the possibility that some of the previously reported 
social-influence effects might have been conflated with 
nonsocial-influence effects, such as more automatic or 
narrow forms of imitation (Nook et al., 2016), priming 
effects (Moutoussis et al., 2016), and anchoring effects 
(e.g., Wilson, Houston, Etling, & Brekke, 1996).

We aimed to fill these gaps by addressing the fol-
lowing hypotheses. First, we aimed to extend the age-
dependent-influence hypothesis—previously observed in 
the domains of risk (Knoll, Leung, Foulkes, & Blakemore, 
2017; Knoll et  al., 2015) and hypothetical prosocial 
behavior (Foulkes et al., 2018)—to situations in which 
prosocial behavior has real monetary costs. Second, we 
tested the peer-influence hypothesis by introducing a 
teenager-versus-adults distinction in the source of influ-
ence, as in previous studies (Foulkes et al., 2018; Knoll 
et al., 2017; Knoll et al., 2015; Reiter et al., 2019; van 
Goethem et al., 2014). Third, we tested a social-influence 
hypothesis by comparing social influence from other 
people (teenagers or adults) with nonsocial influence 
from a computer (Moutoussis et al., 2016). Finally, we 
investigated a direction-of-influence hypothesis by assess-
ing how participants responded when they learned that 
other people donated more or less than them (Knoll 
et al., 2017; Reiter et al., 2019).

Method

Participants

Previous research suggests that developmental effects 
on decision-making during adolescence range between 
small and medium (Defoe, Dubas, Figner, & van Aken, 
2015; Knoll et al., 2015; Reiter et al., 2019). In particular, 
previous studies employing a similar paradigm to the 
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one used here (Knoll et al., 2015; Reiter et al., 2019) 
suggest that recruiting between 100 and 250 partici-
pants between early adolescence and early adulthood 
should suffice to detect these effects. We recruited 220 
participants (106 female) between the ages of 11 and 
35 years (see Table 1 for participant demographics; see 
also Section 1 in the Supplemental Material available 
online). Participants were divided into three age groups 
for comparability with previous research (Foulkes et al., 
2018; Knoll et al., 2017; Knoll et al., 2015; Reiter et al., 
2019): young adolescents (11–14 years), midadolescents 
(15–18 years), and adults (23–35 years). All analyses 
were additionally conducted using age as a continuous 
variable, to avoid any grouping criteria. Participants 
younger than 18 years were recruited through school-
wide announcements from teachers within participating 
schools. Group sessions took place in school computer 
rooms, and group size varied between 1 and 14 pupils 
per classroom. Each participant completed the task on 
an individual computer, and desks were sufficiently 
spaced apart so that participants would be unable to 
read the screens of the other participants. Participants 
older than 18 years were recruited through University 
College London’s subject-pool recruitment system. Ses-
sions took place in groups at the university’s computer 
cubicles, and group size varied between 1 and 4. Adult 
participants and parents of participants younger than 
18 years provided informed consent. All procedures 
were approved by University College London’s ethics 
committee (Approval Code 3453/001). The study was 
not preregistered. Deidentified data, stimuli, and scripts 
are available on OSF at https://osf.io/3e9s6/.

Prosocial-influence task

The study employed a 3 (age: young adolescent, mid-
adolescent, adult; between subjects) × 3 (source: adults, 
teenagers, computer; within subjects) × 2 (direction: 
prosocial influence, selfish influence; within subjects) 
repeated measures design.

To measure prosocial behavior, we adapted a charitable-
donation task (e.g., Böckler et al., 2016) in which par-
ticipants were allotted 50 tokens and asked to decide 
how many, if any, they wished to donate to a number 
of charities. Participants were informed that tokens had 
real monetary value, and consequently, prosocial 
behavior was costly. Specifically, we informed partici-
pants that one random charity would be selected at the 
end of the session and that any tokens not donated to 
that charity would be converted to money and paid to 
them. This occurred as stated. As in previous studies, 
participants were informed that tokens were worth 
money, but they were not informed about the exchange 
rate (e.g., Geier, Terwilliger, Teslovich, Velanova, & 
Luna, 2010). We did this to avoid selecting an exchange 
rate that may have been relevant to only a subsample 
of participants and to reduce the possibility that par-
ticipants would mentally convert tokens into money, 
thus freeing working memory for the task. In addition, 
at the end of the experiment, we asked participants to 
provide a rating indicating how much money they 
thought a single token was worth. We observed no age 
differences in the guesses of such exchange rates (for 
details, see Section 2 in the Supplemental Material).

To investigate prosocial influence, we divided each 
of 36 donation trials into two phases (Fig. 1). In Phase 
1, participants decided how many tokens to donate to 
each of 36 different charities, without knowing anything 
about how much other donors had given (we henceforth 
refer to these as first donations). In Phase 2, participants 
first observed how much other donors had given to the 
same charities and were then requested to donate again. 
There was no time limit to any decisions. Our main 
variable of interest was whether participants changed 
their donations from Phase 1 to Phase 2, adjusting them 
to the donations they observed. In particular, we inves-
tigated how the likelihood of prosocial influence was 
modulated by participants’ age, by the source of influ-
ence, and by the direction of influence.

The observed donations could come from one of 
three supposed sources: the average donation of a 
group of adults, the average donation of a group of 
teenagers who had previously taken part in the study, 
or a randomly generated donation by a computer. 
These three source-related levels were included in 
blocks and presented in a counterbalanced order 
between participants.

As for the direction of influence, the specific dona-
tions that participants observed were generated accord-
ing to an adaptive algorithm that was designed to 
balance the number of prosocial-influence trials, in 
which other donors had given more generously than 
the participant, and selfish-influence trials, in which other 
donors had given more selfishly than the participant. 

Table 1. Participant Demographics

Variable

Young 
adolescents

(n = 65)
Midadolescents

(n = 86)
Adults

(n = 69)

Age (years)  
 Range 11–14 15–18 23–35
 M 12.91 16.60 26.45
 SD 0.84 0.94 3.43
Gender (n)  
 Female 34 39 33
 Male 31 47 36

https://osf.io/3e9s6/
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These conditions were included to potentially induce 
more prosocial or selfish behavior, respectively (Nook 
et al., 2016; Wei et al., 2016), and thus to assess possible 
age effects on opportunistic conformity (Charness et al., 
2019; Croson & Shang, 2008; Dimant, 2019). Specifically, 
the observed donation was a random number in the 
relevant interval: observed donation ∈ [(donation 1 + 
1), 45] for prosocial-influence trials and observed dona-
tion ∈ [(donation 1 – 1), 5] for selfish-influence trials. 
These intervals were capped at 5 and 45, respectively, 
to avoid implausible observed donations. These cap-
ping rules were, however, relaxed when participants 
displayed skewed donations in Phase 1 (e.g., most 
donations at ceiling or floor in Phase 1; see Section 3 
in the Supplemental Material).

Stimuli. In both phases of the prosocial-influence task, 
participants indicated their donation by moving a slider 
on a bar with “0” and “50” written at the two extremes. A 
cursor on top of the bar indicated the current number of 
tokens, allowing participants to be precise if they wished 
to. The initial position of the cursor was always set to 25 
to provide an unbiased anchor. First and second dona-
tions were probed in different phases to obtain an entirely 
unbiased estimate of participants’ baseline donation 
behavior (i.e., to avoid any possible cross-item influence). 
In Phase 2, in addition to a bar indicating the observed 
donation of other donors, a second bar reminded partici-
pants of their own previous donation. This was done to 
avoid any confounding effects related to forgetting one’s 
initial donation (Fig. 1).

For each participant, the 36 charities were randomly 
selected from a set of 120 possible charities dedicated 
to social, health, or environmental missions (see Section 
4 in the Supplemental Material). This variety of charities 
was adopted to decorrelate prosocial-influence effects 
from any particular charity contents. Each charity was 
represented by an image and a brief sentence (M = 47 
characters, SD = 11) related to the charity’s mission. 
The images were drawn from a number of online image 
platforms (e.g., Google images) and were all labeled 
“free for reuse.” All stimuli are available on OSF at 
https://osf.io/3e9s6/. Stimuli never referred to charity 
names or logos, to reduce any political connotations 
or legal implications. The task was implemented on 
Gorilla (https://gorilla.sc/; Anwyl-Irvine, Massonnié, 
Flitton, Kirkham, & Evershed,  2020). It can be sampled 
at https://gorilla.sc/openmaterials/133819 and can be 
freely cloned.

Suspicion. After the prosocial-influence task, partici-
pants were probed for any suspicion of deception with a 
single open-ended question: “Did you feel that any aspect 
of the task was strange in any way? If so, can you briefly 

describe what seemed strange? If not, simply respond 
No.” Nine participants (one young adolescent, two mid-
adolescents, six adults) expressed potential doubts about 
the veracity of donating to charity or the fact that the 
observed donations really came from the stated sources. 
Results were qualitatively unaffected by the exclusion of 
these participants.

Abstract-reasoning task

To investigate effects of prosocial influence exclusive 
of potential interindividual or age differences in non-
verbal reasoning abilities, we had participants take part 
in the Matrix Reasoning Item Bank (Chierchia et  al., 
2019). The task consists of a 3 × 3 matrix containing 
eight abstract shapes and a missing shape. Participants 
are asked to complete the pattern by clicking on the 
correct shape among four available alternatives. The 
proportion of correct choices was taken as a measure 
of nonverbal ability and thus used as an additional 
control. The task takes 8 min to complete.

Overall, the entire experimental session thus lasted 
around 35 min on average.

Statistical analysis

The analysis includes four dependent variables. We first 
analyzed donations in Phase 1 because they are relevant 
to a distinct literature on age, gender, and economic 
behavior (reviewed by Sutter, Zoller, & Glätzle-Rützler, 
2019) and because they could potentially affect social 
influence. In fact, social influence is generally propor-
tional to the distance between one’s own baseline behav-
ior (i.e., in this case, donations) and the decisions of 
others (Foulkes et al., 2018; Knoll et al., 2015; Moutoussis 
et al., 2016). In a follow-up analysis to participants’ first 
donations, we assessed whether there were age effects 
in the difference (delta) between participants’ first dona-
tions and the donations of other donors (Foulkes et al., 
2018). We took the absolute value of this difference to 
obtain a more direct comparison of cases in which other 
donors gave more or less than participants (i.e., cases of 
prosocial influence vs. selfish influence).

Our central social-influence dependent variable was 
influence probability. To measure this, we first created 
a trial-level vector of 1s and 0s, where 0 indicated that 
no change in donation occurred between Phases 1 and 
2 or that a change occurred but in the opposite direc-
tion of the observed donations, and 1 indicated that a 
change occurred in the direction of the observed dona-
tions. For a secondary dependent variable, to assess 
whether prosocial influence is associated with more 
deliberative or impulsive decision styles (Reiter et al., 
2019), we investigated how response times (RTs) in 

https://osf.io/3e9s6/
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Phase 2 varied as a function of whether or not partici-
pants were influenced and how this relation may 
change as a function of age and direction of influence. 
Finally, we analyzed influence magnitude, that is, the 
degree to which participants changed their donations 
in the direction of the observed donations between 
Phases 1 and 2. Specifically, following previous work 
(Foulkes et  al., 2018; Knoll et  al., 2017; Knoll et  al., 
2015; Reiter et  al., 2019), we defined change as the 
amount donated in Phase 2 minus the amount donated 
in Phase 1. Then, all donation changes in the direction 
of the observed donations (i.e., conforming change) 
were transformed to positive (i.e., by taking the abso-
lute value of change magnitude), whereas all changes 
in the opposite direction of the observed donations 
(i.e., anticonforming change) were taken as negative 
(i.e., by taking the absolute value of change and mul-
tiplying it by −1). Trials in which participants did not 
change their donations had a change value of 0. As 
main independent variables, the factors of the 2 × 3 × 
3 design described above were used.

Raw trial-level data were modeled using generalized 
linear mixed models (GLMMs; Barr, Levy, Scheepers, & 
Tily, 2013) in the R programming environment (Version 
3.4.1; R Core Team, 2017). Influence probability was 
modeled using the binomial distribution with logit link 
function. RTs lower than 250 ms (23 out of 7,906) were 
excluded from the analysis (Reiter et al., 2019). Remain-
ing RTs were modeled on the log scale because this 
better approximated a normal distribution and addition-
ally resulted in a lower Akaike information criterion 
(AIC) during model estimation. The three-way interac-
tion among the main factors described above and all 
lower level interactions were included as fixed effects 
in all models. In the RT model only, we additionally 
included an influence term, a factor indicating whether 
or not the participant was influenced on the given trial 
(and all possible three-way interactions among this and 
the other factors of the model). In the influence- 
magnitude model only, following Foulkes and col-
leagues (2018), we additionally included the delta term 
(and all possible three-way interactions among this and 
the other factors of the model). Fixed effects for dona-
tions in Phase 1 included only age because the other 
factors did not apply. To obtain more parsimonious 
models, we progressively excluded nonsignificant 
higher level interactions via nested model comparison. 
All models clustered data by subject (i.e., as a random 
intercept) and additionally included maximal random 
slopes for the within-subjects factors (Barr et al., 2013) 
as random effects.

We modeled age as both categorical and continuous. 
When treating age as continuous, we first compared 
different curve-fitting regressions—linear, quadratic, 
and cubic (and combinations thereof) as well as inverse 

of age (1/age), logarithmic, and exponential (Luna, 
Garver, Urban, Lazar, & Sweeney, 2004)—in simpler 
models predicting the dependent variables of interest 
with the single independent variable (i.e., age alone). 
We then selected the trend or trends yielding the lowest 
AIC (to account for potential differences in the number 
of parameters) and forwarded this to the same models 
described above. For influence probability, the inverse 
of age had the lowest AIC. For the log of RTs, first dona-
tions, and influence magnitude, the lowest AIC was 
obtained by including linear, quadratic, and cubic com-
ponents of age. For RTs and influence magnitude, but 
not first donations, the cubic component did not sig-
nificantly contribute to the model fit and was thus dis-
carded during model reduction. Polynomials were 
orthogonalized to eliminate multicollinearity. Main 
effects and interactions of the best-fitting models were 
inspected using omnibus Type III Wald χ2 tests. Planned 
and post hoc comparisons were performed using the 
emmeans package (Version 1.3.0; Lenth, Singmann, 
Love, Buerkner, & Herve, 2018) and Bonferroni- 
corrected for multiple comparisons.

We call the models described above reference models 
because they focused exclusively on the main variables 
of our experimental design. For each reference model, 
a number of additional control models probed the 
robustness of the findings to other potentially relevant 
factors. For example, given that adolescents and adults 
differ in a wide range of behaviors (Blakemore, 2018; 
Defoe et al., 2015; Reniers et al., 2017), these can intro-
duce baseline differences in studies on social influence 
(given that social influence is frequently measured as 
a change in behavior relative to some baseline; Knoll 
et al., 2015; Moutoussis et al., 2016; Reiter et al., 2019). 
Therefore, to account for potential differences in base-
line donations (either age-dependent differences or 
skewed patterns of baseline donations in general, such 
as participants who never donated anything) and the 
imbalance in delta that might have resulted from this, 
we added to one model a regressor for donations during 
Phase 1 and another for the delta term. A different con-
trol model was used to control for nonsocial-influence 
effects and thus to isolate influence effects that are not 
entirely explained by nonsocial processes. This control 
model focused on noncomputer trials only and included 
an additional regressor related to the degree of influ-
ence displayed by participants on computer trials. For 
influence probability, this regressor was the proportion 
of trials in which participants had been influenced in the 
computer condition. For influence magnitude, it was the 
mean influence magnitude displayed in the computer 
conditions. Finally, to control for response variability, we 
coded responses as 1 if participants conformed, as 0 if 
they did not change, and as −1 when they anticon-
formed. We then took the participant-level variance of 
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this vector as a measure of response variability. We used 
this variance measure as a covariate to assess whether 
age-related decreases in conformity were still observed 
after controlling for age-related decreases in response 
variance.

For reasons of space, we provide the results of each 
of these models only for influence probability in the 
manuscript (Table 2), whereas the same control models 
for this and the other dependent variables can be found 
in Tables S10 through S17 in the Supplemental Material. 
Those supplemental tables also show the results of 
control models controlling for a number of other fac-
tors. For example, to account for potential gender dif-
ferences in pubertal onset, one such control model 
controlled for gender and its interaction with age, and 
other models accounted for abstract-reasoning perfor-
mance, group size, block order, and the guess of the 
token-pound exchange rate, among others. For RTs 
only, a control model additionally controlled for RTs of 
donations to the same charity during Phase 1 (for 
details on each control model, see Section 5 in the 
Supplemental Material).

In addition to these control models, we further ran 
a number of additional reduced models, which probed 
the robustness of results when various exclusion criteria 
were adopted (see Section 5). Among the latter, we 
assessed whether the omnibus effects of interest 
remained significant when we excluded participants 
who displayed skewed decision patterns (e.g., floor or 
ceiling effects) in the donations of Phase 1. At the 
request of a reviewer, we also ran an exploratory 
reduced model that included data from the adolescents 

only (adults were excluded; see Section 6 in the Supple-
mental Material).

All of the significant omnibus results reported below 
were robust to all such control models and reduced 
models unless otherwise noted (see Section 5). Data 
and scripts are available on OSF at https://osf.io/3e9s6/.

Results

Prosocial behavior at first donation

A GLMM revealed a main effect of age group on first 
donations, χ2(2) = 72.13, p < .001 (Fig. 2, top panel; 
also see Fig. S3 and Section 7 in the Supplemental 
Material). Planned contrasts showed that adults donated 
less than both midadolescents and young adolescents 
(young adolescents – adults: contrast = 13.19, SE = 1.98, 
Bonferroni-corrected p [pBonf] < .001; midadolescents – 
adults: contrast = 14.73, SE = 1.85, pBonf < .001; for all 
contrasts, see Table S1 in the Supplemental Material). 
The effect of age on first donations was also observed 
when age was modeled as a continuous variable: Dona-
tions linearly (and cubically) scaled with age—linear 
trend: χ2(2) = 55.84, p < .001; cubic trend: χ2(1) = 9.67, 
p = .002 (Fig. 2, bottom panel).

A control model additionally revealed a main effect 
of gender on first donations, χ2(1) = 7.87, p = .005, 
which did not interact with age, χ2(2) = 1.30, p = .521. 
Contrasts suggest that this was because female partici-
pants donated larger amounts than male participants 
(female – male: contrast = 5.66, SE = 1.52, pBonf < .001). 
This corroborates a frequently observed gender effect 

Table 2. Estimates From the Influence-Probability Models

Variable
Reference  

model
Reference model 
+ first donation

Reference  
model + delta

Reference model 
+ response 
variance

Reference model 
(social-influence  

trials only) + 
computer influence

Intercept –0.26 (0.2) –0.28 (0.2) –0.24 (0.2) –1.6*** (0.23) –0.51** (0.18)
Age group  
 Midadolescents –0.65* (0.25) –0.65* (0.25) –0.69** (0.26) –0.36 (0.24) –0.26 (0.23)
 Adults –1.05*** (0.27) –1.1*** (0.27) –1.19*** (0.27) –0.72** (0.25) –0.69** (0.24)
Source  
 Adults –0.05 (0.07) –0.05 (0.07) –0.05 (0.08) –0.05 (0.07) –0.05 (0.07)
 Computer –0.48*** (0.08) –0.48*** (0.08) –0.49*** (0.08) –0.49*** (0.08)  
Direction of influence: selfish –0.02 (0.28) 0.04 (0.28) –0.04 (0.29) –0.02 (0.27) –0.03 (0.27)
Midadolescents × Selfish Influence 0.03 (0.37) 0.05 (0.37) 0.02 (0.38) 0.04 (0.36) 0.06 (0.36)
Adults × Selfish Influence 0.77† (0.4) 0.77† (0.4) 1.06* (0.41) 0.67† (0.38) 0.61 (0.38)
First donation –0.07 (0.06)  
Delta 0.3*** (0.03)  
Response variance 3.18*** (0.34)  
Computer influence 0.76*** (0.06)

Note: Values in parentheses are standard errors. For all control models, see Table S12 in the Supplemental Material available online.
†p < .10. *p < .05. **p < .01. ***p < .001.

https://osf.io/3e9s6/
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in prosocial behavior, discussed elsewhere (for reviews, 
see Sutter et al., 2019; Van der Graaff, Carlo, Crocetti, 
Koot, & Branje, 2018).

The age differences in baseline donations possibly 
led to differences in deltas between the age groups 
(i.e., the absolute difference between one’s own dona-
tions and the observed donations of others). Indeed, a 
mixed model showed a significant interaction between 
age group and direction on delta, χ2(2) = 40, p < .001, 
and post hoc contrasts suggested that, unsurprisingly, 
deltas under prosocial influence were greater for adults 
than for both adolescent groups (young adolescents – 
adults: contrast = −4.21, SE = 0.92, pBonf < .001; midado-
lescents – adults: contrast = −3.15, SE = 0.86, pBonf = 

.001), whereas deltas under selfish influence were 
greater for both adolescent groups than for adults 
(young adolescents – adults: contrast = 5.21, SE = 1.05, 
pBonf < .001; midadolescents – adults: contrast = 6.46, 
SE = 0.99, pBonf < .001). The low baseline donations of 
adults might also have led to within-group differences 
in deltas under prosocial and selfish influence. Indeed, 
contrasts within the same model suggested that deltas 
were skewed toward prosocial influence in adults (pro-
social – selfish: contrast = 9.19, SE = 1.25, pBonf < .001) 
but were balanced in both young adolescents (prosocial 
– selfish: contrast = −0.23, SE = 1.28, pBonf = 1) and 
midadolescents (prosocial – selfish: contrast = −0.42, 
SE = 1.11, pBonf = 1).

Thirty-nine participants displayed a skewed pattern 
of first donations. For these participants, it was not pos-
sible to generate an equal number of prosocial and 
selfish influence trials: One participant always donated 
the maximum amount of 50 tokens, five participants 
always donated 0, nine participants were skewed toward 
the maximum (i.e., they donated the maximum amount 
in more than half of the trials), and 24 participants were 
skewed toward the minimum (i.e., they donated 0 in 
more than half of the trails). Our reduced models 
showed that all significant results reported in the study 
were robust to the exclusion of these participants.

Prosocial-influence manipulation checks

After observing the amount of tokens given by other 
donors and being reminded of their own previous 
donation to a given charity, participants changed their 
donations in 43% of trials. In such cases, 76% of adjust-
ments (2,624 of 3,433 trials) moved in the direction of 
the observed donations (i.e., consistent with a social-
influence effect), whereas the complementary percentage 
(24%) moved in the opposite direction (i.e., anticonform-
ing choices). Supplemental analyses further showed 
that age trends in anticonforming probability were 
entirely explained by interindividual differences in 
response variance, whereas age trends in conforming 
probability were not (see Section 8 in the Supplemental 
Material).

Exact binomial tests confirmed that these frequencies 
significantly differ from a uniform distribution (i.e., 
rejecting the null hypothesis that conforming and anti-
conforming adjustments occurred with equal probabil-
ity; frequency of conforming adjustments = 0.76, 95% 
confidence interval, or CI = [0.75, 0.78], p < .001). This 
was also true when we inspected each of the 2 × 3 × 
3 cells of our experimental design (all pBonfs < .001) as 
well as for the computer conditions.

Similarly, inspecting the size of donation changes 
(averaged at the participant level), we found that t tests 
against 0 showed that the average change in donation 
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Fig. 2. Effect of age on first donations (before participants observed 
what other people donated). In the top graph, age is treated as a 
categorical variable. Dots are individual participant means. The vio-
lin plots represent kernel probability density of the data at different 
values (randomly jittered across the x-axis). Within each age group, 
the black squares represent the fixed-effects estimates of first dona-
tions from the trial-level linear mixed model, and error bars show the 
corresponding 95% confidence intervals. Asterisks indicate significant 
differences between groups (p < .001, Bonferroni corrected). For 
statistics of all contrasts, see Table S1 in the Supplemental Material 
available online. In the bottom graph, age is treated as a continuous 
variable. Circles are grand means. Circle area is proportional to the 
number of participants; the key shows three examples for reference. 
The black line shows the overall polynomial trend as estimated by 
the trial-level generalized linear mixed model. The shaded area is 
the 95% confidence interval. The dashed, colored lines represent 
significant linear and cubic trends (**p < .01, ***p < .001).
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was positive and statistically different from 0 (influence 
magnitude = 1.78, 95% CI = [1.48, 2.09], p < .001). This 
indicates that social-influence magnitude was on aver-
age larger when participants adjusted their donations 
toward as opposed to away from the donations they 
observed. With four exceptions, this too held (all pBonfs < 
.035) for each cell of our experimental design. Three 
exceptions were in the computer condition: Influence 
magnitude in midadolescents was not significantly dif-
ferent from 0 under both prosocial and selfish influ-
ence, whereas the same held for young adolescents 
under selfish influence only. The fourth exception was 
in the adult group under selfish influence from teenag-
ers. Taken together, these results suggest that partici-
pants’ second donations were reliably influenced by 
the donations they observed, in terms of both influence 
probability and influence magnitude.

Finally, we inspected the relation between social 
influence and one’s distance from the observed norms 
(i.e., Δ). For example, suppose participant i donated 
five tokens to a given charity at baseline and subse-
quently observed one of two norms: In one case, i 
observed other donors giving seven tokens to the same 
charity (thus, Δ = 2), whereas in another case, i observed 
that other donors gave 15 tokens to the same charity 
(thus, Δ = 10). It seems plausible that the second case 
may lead i to adjust his or her donation more than the 
first. In fact, previous studies have consistently reported 
that such a positive linear relation exists (e.g., Foulkes 
et al., 2018; Knoll et al., 2017; Knoll et al., 2015; Moutoussis 

et al., 2016). However, other studies have shown that 
there are boundary conditions to this linear social-
influence effect (e.g., Shang & Croson, 2009). In par-
ticular, if deltas are very small or very large, participants 
may deem them irrelevant, and this may result in dimin-
ished social influence. If so, this may result in a qua-
dratic relationship rather than a linear one. Our study 
adaptively capped the observed donations to avoid 
such extreme and irrelevant deltas. In addition, to assess 
whether this sufficed to isolate a linear relation between 
social influence and deltas, we fitted the social-influence 
variables (both influence probability and magnitude) to 
polynomial functions of delta (up to the fourth degree 
included) using mixed models and then compared 
these models using AICs. The model with the best fit 
was linear. This was true at the full-sample level, as 
well as for each of the six possible subsample combina-
tions of age groups and direction of influence, for both 
influence probability and influence magnitude. More 
specifically, in each of these cases, the linear term was 
always significant and positive (influence magnitude: 
all slopes > 0.4, all ps < .001; influence probability: all 
slopes > 0.14, all ps < .050).

Influence probability. A GLMM revealed a significant 
main effect of source on influence probability, χ2(2) = 
39.48, p < .001 (Fig. 3): the probability of changing one’s 
donation between Phase 1 and Phase 2 in the direction 
of the observed donation. Planned contrasts showed that 
participants were more likely to be influenced by other 
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Fig. 3. Effect of source of influence on influence probability. Dots are the frequencies 
of trials (%) in which participants changed their donations and conformed them with 
those of other donors. The violin plots represent kernel probability density of the data at 
different values (randomly jittered across the x-axis). Within each source type, the black 
squares represent the fixed-effects estimates of influence probability from the trial-level 
generalized (logistic) linear mixed model, and error bars show the corresponding 95% 
confidence intervals. Asterisks indicate significant differences between sources of influ-
ence (***p < .001, Bonferroni corrected). For statistics of all contrasts, see Table S2 in the 
Supplemental Material available online.
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people than by the computer (teenagers – computer: con-
trast = 0.48, SE = 0.08, pBonf < .001; adults – computer: 
contrast = 0.43, SE = 0.08, pBonf < .001; for all contrasts, see 
Table S2 in the Supplemental Material). There was no sig-
nificant interaction between source and any of the other 
factors (ps > .10).

The model also revealed a significant impact of age 
on influence probability, χ2(2) = 16.02, p < .001. Con-
trasts showed that young adolescents were more likely 
to be influenced than adults and midadolescents (young 
adolescents – midadolescents: contrast = 0.63, SE = 0.18, 
pBonf < .001; young adolescents – adults: contrast = 0.67, 
SE = 0.19, pBonf = .002; for all contrasts, see Table S3 in 
the Supplemental Material), whereas midadolescents and 
adults did not significantly differ in this respect (Fig. 4, 
top panel). The effect of age was also reliably observed 
when models used age as a continuous variable, χ2(1) = 
20.31, p < .001: There was a linear relation between the 
inverse of age and influence probability (slope = 23.21, 
SE = 5.15, p < .001; Fig. 4, bottom panel).

The effect of age was marginally modulated by the 
direction of influence, χ2(2) = 5.04, p = .080 (Fig. 5, top 
panel): Under prosocial influence, influence probability 
was higher for young adolescents than for adults (young 
adolescents – adults: contrast = 1.05, SE = 0.27, pBonf < 
.001; for all contrasts, see Table S4a in the Supplemental 
Material) and marginally higher than for midadolescents 
(young adolescents – midadolescents: contrast = 0.65, 
SE = 0.25, pBonf = .061), whereas this was not the case 
under selfish influence, where influence probability did 
not differ between age groups (all pBonfs > .110). The 
interaction between age and direction was significant 
when the inverse of age was taken as a continuous 
predictor, χ2(1) = 3.95, p = .047 (Fig. 5, bottom panel). 
Contrasts suggested that the inverse of age decreased 
influence probability to a greater extent for prosocial 
influence, relative to selfish influence (prosocial – self-
ish: estimate = 13.87, SE = 6.98, p = .047). In line with 
this, post hoc analyses indicated that the linear trend 
of the inverse of age was present under prosocial influ-
ence (slope = 23.21, SE = 5.15, pBonf < .001) but not 
selfish influence (slope = 9.34, SE = 6.01, pBonf = .120).

To assess an effect of age on opportunistic confor-
mity, we ran a separate set of within-age-group contrasts 
comparing influence probability under prosocial and 
selfish influence. These showed that adults were more 
likely to be influenced by other donors when others 
had given less than them, rather than more (prosocial – 
selfish: estimate = −0.75, SE = 0.28, pBonf = .025; for all 
contrasts, see Table S4b). This was not the case for the 
two adolescent age groups, whose donations were 
equally likely to conform to those of other donors, 
regardless of the direction of influence (pBonfs = 1).

The significant omnibus effects reported above were 
robust to all control models. In particular, they remained 

significant when models controlled for participants’ first 
donations. Thus, even though first donations differed 
between age groups (Table 2), they did not cancel out 
the age differences in influence probability. Similarly, 
although the amount of influence exerted on partici-
pants (i.e., the Δ) also differed between age groups and 
robustly predicted influence probability, controlling for 
this did not cancel out the effects of age on influence 
probability (Table 2). It should also be noted that 
because deltas are positively associated with social 
influence (Foulkes et al., 2018; Knoll et al., 2015; Mou-
toussis et al., 2016), the particular pattern of age differ-
ences in deltas in our data would predict that adults 
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Fig. 4. Effect of age on influence probability. In the top graph, age 
is treated as a categorical variable. Dots are the frequencies of trials 
(%) in which participants changed their donations and conformed 
them with those of other donors. The violin plots represent kernel 
probability density of the data at different values (randomly jittered 
across the x-axis). Within each age group, the black squares represent 
the fixed-effects estimates of influence probability from the trial-level 
generalized (logistic) linear mixed model, and error bars show the 
corresponding 95% confidence intervals. Asterisks indicate signifi-
cant differences between groups (**p < .01, ***p < .001, Bonferroni 
corrected). For statistics of all contrasts, see Table S3 in the Supple-
mental Material available online. In the bottom graph, age is treated 
as a continuous variable. Circles are grand means of trials in which 
participants adjusted their donations to the observed donations. Circle 
area is proportional to the number of participants; the key shows 
three examples for reference. The black line shows the overall linear 
trend for the inverse of age as estimated by the generalized linear 
mixed model, and the shaded area is the 95% confidence interval. 
Asterisks indicate a significant trend (***p < .001).
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would be more influenced than adolescents toward 
prosocial behavior and less influenced toward selfish 
behavior—the opposite pattern from that observed. 

Thus, it is highly unlikely that the age effects on social 
influence reported above were due to age differences 
in baseline donations or deltas.
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Importantly, another control model showed that the 
significant age effects remained significant when models 
controlled for nonsocial influence (i.e., the proportion 
of trials in which participants had been influenced in 
the computer condition), suggesting that age effects of 
prosocial influence are not entirely explained by non-
social anchoring effects. They were also robust when 
models controlled for response variability. In particular, 
even though response variance significantly contributed 
to the probability of conforming, age effects of confor-
mity were not entirely explained by this (Table 2).

RTs. A GLMM on the log of RTs during participants’ 
donations in Phase 2 revealed a main effect of the influ-
ence term (i.e., whether or not participants changed dona-
tion in the direction of the observed donation), χ2(1) = 
8.08, p = .004: Contrasts showed that participants took 
longer to reach a decision when they adjusted their dona-
tions to the observed donation, relative to when they did 
not (influenced – not influenced: contrast = 0.15, SE = 
0.02, p < .001). This effect was further modulated by age, 
as demonstrated by a significant three-way interaction 
among the influence term, participant age group, and the 
direction of influence, χ2(2) = 16.31, p < .001 (Fig. 6, top 
left panel). Contrasts suggested that adults took less time 
when resisting prosocial influence, relative to both young 
adolescents and midadolescents (young adolescents – 
adults: contrast = 0.17, SE = 0.05, pBonf = .013; midadolescents 
– adults: contrast = 0.22, SE = 0.05, pBonf < .001; for all 
contrasts, see Table S5a in the Supplemental Material). 
Furthermore, consistent with an opportunistic conformity 
effect, a separate set of within-age-group contrasts showed 
that adults were the only age group that took less time to 
resist prosocial influence than selfish influence (prosocial 
– selfish: contrast = −0.18, SE = 0.04, pBonf < .001; for all 
contrasts, see Table S5b in the Supplemental Material).

When we investigated age as a continuous variable, 
we found that two three-way interactions showed that 
both linear and quadratic components of age interacted 
with the direction of influence and the influence term—
linear: χ2(1) = 16.32, p < .001; quadratic: χ2(1) = 13.78, 
p < .001 (Fig. 6, bottom panels). Contrasts demonstrated 
that under prosocial influence, RTs linearly decreased 
with age to a greater extent when participants were not 
influenced than when they were influenced (influenced 
– not influenced: contrast = 6.80, SE = 2.01, pBonf = .003), 
whereas under selfish influence, RTs were quadratically 
associated with age to a greater extent when partici-
pants were influenced as opposed to not influenced 
(influenced – not influenced: contrast = −5.21, SE = 
1.96, pBonf = .031; for all contrasts, see Table S6 in the 
Supplemental Material). The dashed lines of Fig. 6 (bot-
tom panel) highlight the components that interacted 
with the influence term: When participants were not 

influenced by more generous others, age was linearly 
associated with decreased RTs (slope = −7.33, SE = 1.81, 
pBonf < .001); when participants were influenced by 
more selfish others, age was quadratically associated 
with RTs, peaking between mid- and late adolescence 
(slope = −4.90, SE = 2.22, pBonf = .027).

Influence magnitude. Influence magnitude was mea-
sured as the degree to which participants changed their 
donation in the direction of the observed donations. A 
linear mixed model showed a main effect of source, 
χ2(2) = 6.40, p = .041, suggesting that, as for influence 
probability, influence magnitude was adapted more to 
other people than to computers (teenagers – computer: 
contrast = 0.86, SE = 0.19, pBonf < .001; adults – computer: 
contrast = 0.64, SE = 0.15, pBonf < .001; for all contrasts, 
see Table S7 in the Supplemental Material). On the other 
hand, the model showed no main effect of age on influ-
ence magnitude, χ2(2) = 1.30, p = .521. Instead, it showed 
that age (and direction of influence) modulated the 
extent to which it affected subsequent adjustments (in a 
three-way interaction among delta, age group, and direc-
tion), χ2(2) = 16.56, p < .001 (Fig. 7). In other words, age 
and direction of influence affected slope differences in 
the positive relation between delta and influence magni-
tude. Specifically, contrasts showed that such slopes were 
greater when adults decreased their donations to comply 
with observed (selfish) norms, rather than increasing 
them (prosocial – selfish: slope = −0.12, SE = 0.03, pBonf < 
.001), whereas this distinction was only marginal or 
absent in both the young adolescent (prosocial – selfish: 
slope = −0.05, SE = 0.02, pBonf = .055) and midadolescent 
(prosocial – selfish: slope = 0.01, SE = 0.02, pBonf = 1) age 
groups. As for influence probability, this finding is consis-
tent with the notion that adults but not adolescents dis-
play opportunistic conformity: changing their donations 
to a greater extent when other donors had given less 
than them, compared with when they had given more. 
Moreover, contrasts comparing the slopes between age 
groups showed that, under selfish influence, slopes were 
smallest for midadolescents, relative to either of the other 
two age groups (young adolescents – midadolescents: 
slope = 0.07, SE = 0.03, pBonf = .042; midadolescents – 
adults: slope = −0.10, SE = 0.03, pBonf = .008; for other 
contrasts, see Table S8 in the Supplemental Material), 
whereas slopes did not differ between age groups under 
prosocial influence (pBonfs = 1). The model also revealed 
a marginal three-way interaction among age group, direc-
tion, and source, χ2(4) = 9.26, p = .055, because of adults’ 
higher susceptibility to being influenced by a computer 
under selfish influence, relative to other age groups. 
However, this effect broke down, χ2(4) = 4.27, p = .370, 
when we removed extreme values (< 1% of the data) 
from the model and thus will not be discussed further.
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Similar effects were observed when age was used as 
a continuous variable. A linear mixed model showed a 
reliable main effect of source, χ2(2) = 26.74, p < .001, 
and a significant trend for the delta term of the model, 
χ2(1) = 36.39, p < .001: Participants were more influenced 

by other people (i.e., either teenagers or adults) than by 
the random computer (teenagers – computer: contrast = 
0.90, SE = 0.19, pBonf < .001; adults – computer: contrast = 
0.64, SE = 0.15, pBonf < .001; for all contrasts, see Table 
S9 in the Supplemental Material), and increasing distance 
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from the norms (i.e., the Δ) predicted increased mag-
nitude of donation adjustment (estimate = 0.85, SE = 
0.14, p < .001). As for the categorical analysis of age, 
there was no linear effect of age on influence magni-
tude, χ2(1) = 0, p = .947, but there was a three-way 
interaction among delta, direction of influence, and age 
(both linear and quadratic components of age), linear: 
χ2(1) = 8.74, p = .003; quadratic: χ2(1) = 5.49, p = .019. 
Post hoc analyses suggested that the linear but not qua-
dratic component of age marginally interacted with del-
tas under prosocial influence, χ2(1) = 3.80, p = .051: The 
linear component of age marginally decreased the effect 
of deltas on change in donations under prosocial influ-
ence (slope = −20.62, SE = 10.58, p = .053), whereas it 
increased it under selfish influence (slope = 44.22, SE = 
18.70, p = .019), hence the interaction. On the other 
hand, the quadratic component of age was marginally 
associated with influence magnitude under selfish influ-
ence (slope = 32.96, SE = 18.21, p = .072) but not under 
prosocial influence (slope = −1.11, SE = 10.60, p = .917).

Discussion

The current study showed that the probability of social 
influence decreased between early adolescence and 
adulthood, independently of the prosocial or selfish 
direction of influence. This age-dependent social- 
influence effect might have been due to adolescents 
being more uncertain than adults about their decisions 
and thus relying more on other donors to inform their 
choices (e.g., Moutoussis et al., 2016) or being moti-
vated by a greater need to fit in with others. Our finding 
that heightened social influence was associated with 

increased RTs (also see Reiter et  al., 2019) argues 
against the notion that heightened social influence is 
due to impulsive or reactive decision-making.

In addition, we found that participants of all ages 
were equally influenced by peers and nonpeers. Nota-
bly, the peer-matching procedure used in this study 
(showing adolescents how much other adolescents had 
donated, as opposed to how much adults had donated) 
was the same as the one used in three previous studies 
on risk perception or risky decisions, as well as in the 
study by Foulkes and colleagues (2018), which focused 
on hypothetical prosocial behavior. Despite employing 
the same peer manipulation, the studies involving risk 
showed that adolescents are more influenced by other 
teenagers than by adults (Knoll et al., 2017; Knoll et al., 
2015; Reiter et al., 2019), whereas here, as well as in 
the other study on prosocial influence (Foulkes et al., 
2018), adolescents were equally influenced by teenagers 
and by adults. These results suggest that peer influence 
during adolescence (namely, heightened susceptibility 
to social influence for peers relative to nonpeers) is 
domain dependent and that peer influence might play 
a greater role in the domain of risk than prosocial 
behavior.

Our results showed that, even if decisions were 
costly, and even if participants were explicitly reminded 
(at the single-trial level) that some of the numbers they 
were observing were generated by a random computer, 
participants still aligned their decisions with those num-
bers. This corroborates the notion that anchoring effects 
are highly resistant, even to explicit reminders of their 
irrelevance (Wilson et al., 1996). Importantly, however, 
our control condition also allowed us to detect variance 
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in social influence that was not explained by nonsocial 
influence, in that participants were more influenced by 
other people than by the computer. In fact, when focus-
ing on social-influence trials (i.e., not computer trials), 
we still observed the reported effects of age on social 
influence, also controlling for the nonsocial influence. 
This suggests that social-influence effects are not 
entirely explained by nonsocial processes.

Finally, opportunistic conformity (the tendency to 
conform with selfish norms more than prosocial norms) 
has been observed in a number of previous studies in 
adults (Charness et  al., 2019; Croson & Shang, 2008; 
Dimant, 2019) as well as in the adult sample analyzed 
here (see Section 9 in the Supplemental Material). How-
ever, we found that midadolescents displayed no signs 
of a directional asymmetry in social influence. This age 
effect of opportunistic conformity was unanticipated 
and would need to be replicated. That said, the finding 
fits with those of previous studies in this area. For 
example, recent reviews have suggested that prosocial 
preferences plateau or peak during adolescence (Sutter 
et al., 2019; Van der Graaff et al., 2018), and prosocial 
preferences have been suggested to modulate oppor-
tunistic conformity (Wei et al., 2016). In line with this, 
our results showed that baseline donations, which are 
related to prosocial preferences (Böckler et al., 2016), 
were greater in adolescents relative to adults and that 
adolescents simultaneously displayed reduced oppor-
tunistic conformity. In addition, negative affect is 
reported to be heightened in midadolescents relative 
to young adolescents (Larson, Moneta, Richards, & 
Wilson, 2002), and self-conscious emotions peak during 
mid to late adolescence (Somerville et al., 2013). This 
might amplify negative feelings associated with selfish-
norm compliance. For example, it could heighten guilt 
aversion, which is a frequent motive for prosocial 
behavior in adults (Battigalli & Dufwenberg, 2007), chil-
dren (Hoffman, 1998), and adolescents (Roos, Hodges, 
& Salmivalli, 2014). We thus speculate that potential 
age differences in prosocial preferences, coupled with 
a heightened sensitivity toward guilt, may contribute to 
a more unbiased weighting of prosocial and selfish 
influence in midadolescents.

Limitations

Because of restricted logistic control in school recruit-
ment and testing, adolescent participants were tested 
in different experimental settings from adults: Their 
testing environment was more familiar (given that they 
were tested in their own schools), and they were tested 
in larger groups than adults. We cannot exclude that 
such different experimental settings may partly explain 
the differences observed between adolescents and adults. 
For example, the larger groups in which adolescents took 

part may have increased the social salience of the stim-
uli used in our task. Importantly, however, our control 
analyses showed that the probability of social influence 
(and the magnitude of selfish influence) also differed 
between young adolescents and midadolescents, even 
in the absence of such differences in experimental set-
tings. This suggests that even if experimental settings 
partly modulated the results, they are not the only 
mechanism at play. It would be important in future 
studies to match testing group size and experimental 
settings.

Second, our study did not control for age differences 
in the utility of money. Previous studies have suggested 
that the value of money could decline with age (e.g., 
Fehr, Glätzle-Rützler, & Sutter, 2013), and if this 
extended to our participants, it is unlikely to explain 
our results: If the value of money declines with age and 
this was the sole factor driving the results (i.e., no age 
differences in willingness to conform), younger indi-
viduals would be less susceptible to (costly) prosocial 
influence, whereas our results showed the opposite. 
However, our findings are consistent with the opposite 
pattern, namely, that adolescents are less incentivized 
by money than adults. This would fit with the general 
framework of our proposal that adolescence is a period 
of social reorientation, during which social concerns 
(e.g., to fit in or learn from other people) might crowd out 
other factors such as monetary concerns (Gneezy, Meier, 
& Rey-Biel, 2011). In future studies, researchers should 
aim to control for this by assessing a task-independent 
measure of the perceived value of money at different 
ages.

Conclusion

Our study suggests that heightened social influence 
during adolescence is not only a source of vulnerability 
but also one of opportunity (Van Hoorn et al., 2016), 
one in which heightened social concerns could be har-
nessed to modulate prosocial behavior. For example, 
one such intervention reported that public endorsement 
of anticonflict (e.g., antibullying) values by referent stu-
dents reduced reports of school conflict by around 25% 
in 1 year, relative to control schools (Paluck, Shepherd, 
& Aronow, 2016). Finally, we found that for both ado-
lescents and young adults, social anchors are more 
effective at modulating prosocial behavior than nonso-
cial anchors. This provides novel insight into the notion 
that social-norm-based interventions are a particularly 
effective device in promoting cooperation in the field 
(Kraft-Todd et al., 2015).
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