
Audio AR to Support Nature Connectedness in People with Visual 
Disabilities 

Maryam Bandukda 
PhD Student 

UCL Interaction Centre 
Global Disability Innovation Hub 

University College London United Kingdom 
m.bandukda@ucl.ac.uk 

Catherine Holloway 
PhD Supervisor 

UCL Interaction Centre 
Global Disability Innovation Hub 

University College London United Kingdom 
 c.holloway@ucl.ac.uk 

Figure 1: An auditory augmented reality system to support blind and partially sighted people in exploring open spaces 
and connect with nature by augmenting spatial and natural elements with audio and sonification. This system encourages 

multisensory exploration through non-visual interaction with technology and the physical environment. 

ABSTRACT 

Nature and outdoor open spaces are good for our mental and 

physical health; providing space for exercise, relaxation, 

socializing and exploring nature. Technology plays an 

important role in how people explore the outdoors, however, 

despite the prevalence of mobile technologies that promote 

outdoor mobility, they are often not accessible to people with 

disabilities. This PhD project explores technologies to promote 

nature connectedness in blind and partially sighted people. We 

have conducted formative studies exploring the needs of blind 

and partially sighted people and barriers that limit their 

experiences. The next phase of my research will focus on 

designing auditory augmented reality systems to augment the 

natural elements in open spaces which are presented to the 

user in real-time as they navigate the space. We aim to design, 

implement, and evaluate pervasive auditory augmented reality 

systems that enhance people’s immersive experience and 

engagement with nature. 
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1 PROBLEM STATEMENT 
An estimated 285 million people live with visual 

impairment worldwide, of which 39 million are blind [20]. In 

the UK, 2 million people living with visual impairment of 

which approx. 330,000 are registered blind [13]. The rate of 

prevalence of visual impairment and blindness is increasing. It 

is estimated that the number of people living with sight loss 

worldwide will triple due to population growth and ageing. 

[14,19]. 

Loss of vision affects people’s quality of life by limiting their 

ability to manage their daily activities. The impact of sight loss 

on people’s lives varies based on the severity of sight loss and 



  

 

 

 

the age of onset but mostly impacts the individual’s 

independence. 

Open spaces such as parks are great for exploration, 

relaxation, socializing, and physical activity [5,6,12]. These 

spaces allow nature connectedness through sensory and 

emotional engagement and promote nature conservation. 

Blind and partially sighted people (BPSP) are often unable to 

fully enjoy their outdoor experience and connect with nature 

due to limited vision. This makes it difficult for BPSP young 

people to develop mental maps of open spaces and to explore 

the natural elements. For many people who lose sight later in 

life, sight loss means being unable to continue enjoying 

nature. 

Although AR/VR systems in recent years have focused on 

improving outdoor mobility for BPSP [10,23], there exists a 

gap in research on AR accessibility for leisure and engaging 

with nature. Furthermore, a majority of the accessible AR/VR 

systems have been designed to be used in lab-based settings. 

Our research aims to extend the current research on auditory 

augmented reality (AAR) by designing, implementing, and 

evaluating in-situ an accessible AAR system for BPSP. 

1.1 Research questions 
Our research takes a user-centred approach to design and 

comprises of two main research phases. In phase 1, we 

conducted qualitative studies to develop an in-depth 

understanding of the needs of BPSP in outdoor mobility and 

how they engage with nature. We have completed this phase 

and have partially published our findings [3,4]. In the next 

phase, we aim to design an AAR system to support BPSP in 

exploring open spaces and connect with nature. Table 1 below 

lists the research questions we addressed in phase 1 and aim 

to address in phase 2. 

2 RELATED WORK 
Recent research has explored the uses of video and 

auditory AR systems for people with visual disabilities, 

including reading [18] and navigation [1,16]. Like video, AAR 

superimposes the environmental sounds with additional 

auditory information about the space. Microsoft Soundscape is 

an example of Spatial AAR systems that allow users to tag geo-

referenced virtual beacons or landmarks in the physical 

environment and attach additional information to such 

landmarks. The app uses localized audio to indicate the 

location of landmarks to the user when navigating a route. 

Footnotes [8] extends the geo-referenced information 

available in Microsoft Soundscape by adding visual, historical, 

social, and functional contextual information to the physical 

objects on the map. The spatial audio enabled BPSP to 

discover new landmarks and thoroughly explore new 

locations. Personalized audio feedback to enhance spatial 

awareness and navigation experience has been explored in 

many other studies. Albrecht [2] used spatialized music to 

guide pedestrians and cyclists along a route. [22] have 

investigated the use of directional audio to synthesize 

arbitrary sounds of objects in an indoor environment. 

 

 

Table 1: Research questions 
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RQ1.1: How do BPSP: (a) plan for visits to outdoor 

natural spaces? (b) access these spaces? (c) 

engage with the environment? 

RQ1.2: How do the currently available technologies 

facilitate these experiences? 
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RQ2.1: (a) How can accurate information about 

natural elements in open spaces be collected? (b) 

How can this information be accurately 

presented to BPSP in-situ? 

RQ2.2: (a) How effective can AAR systems be in 

enhancing spatial understanding of BPSP and 

supported nature connectedness? (b) Should 

other modalities be included to make the 

interaction more effective? 

RQ2.3: (a)How can such a system encourage social 

interaction between BPSP and non-BPSP while 

supporting nature connectedness? (b) How can 

such a system be made accessible for BPSP to 

operate independently? 

3 RESEARCH APPROACH AND 
METHODS 

We have completed phase 1 (see Table 1) of this project, 

focusing on understanding the needs of BPSP in outdoor open 

spaces. In phase 2, we aim to design, implement, and evaluate 

an AAR system prototype to enhance spatial understanding of 

BPSP and encourage nature connectedness. 

3.1 Research carried out so far 
We have conducted formative qualitative studies including 

interviews, focus group, and qualitative survey questionnaire 

to examine the needs of BPSP when in open spaces (RQ1.1 and 

RQ1.2) [3,4]. We found that (1) verbal descriptions of the 

environment in addition to multisensory experience help 

BPSP explore and connect with nature (Figure 1), (2) social 

interaction was important and BPSP enjoyed co-creating a 

shared sensory experience with their companions. These 

findings led us to further explore ‘auditory’ experience and 

how it can be used to encourage nature connection for BPSP.  



 

3.2 Planned work 
Building on the previous work, we aim to; 

• Create a database of geo-tagged information about 

natural elements in parks and other natural space 

through crowdsourcing (RQ2.1a). 

• Explore existing technologies that allow delivering 

the information in-situ and design an AAR system to 

present this information to users in-situ (RQ2.1b)  

• Evaluate how an AAR system can enhance the spatial 

understanding and nature connectedness for BPSP 

(RQ2.2a) 

• Explore the use of additional modalities such as 

haptics [2], spatialized sound [2] to encourage 

exploration and make the experience more engaging 

(RQ2.2b) 

• Explore the design approach to embed social 

elements within the AAR system to encourage social 

interaction between BPSP and companions (RQ2.3). 

Co-located social AR interactions have been explored 

to enhance social play and interaction with the 

physical environment [9,21] while promoting 

physical activity, exploration and collaboration 

[7,11,15,17]. 

4 THE AAR SYSTEM CONCEPT 

 

Figure 2: The AAR System Concept 

We aim to design, implement, and evaluate an AAR system 

(shown in Figure 2) consisting of geo-tagged descriptions of 

landmarks (natural, infrastructural elements) in open spaces. 

These descriptions are called out to the user as they explore 

open space and are localized to the location of the landmark 

relative to the user; creating an immersive 360° auditory 

experience. Given that hearing is crucial for BPSP to maintain 

spatial awareness, we aim to use commercially available 

headphones that allow spatial sound augmentation or 

‘transparent hearing’ (e.g. Sennheiser Ambeo smart headset1 

contains omnidirectional microphones that capture spatial 

sounds while listening to audio). Alternatively, off the shelf 

 
1 https://en-uk.sennheiser.com/ambeo-application-armr 

bone conduction headsets can also be used to enable the audio 

augmentation without blocking spatial sounds. 

5 EVALUATION APPROACH 
To evaluate the design and implementation of our AAR 

system, we will conduct user studies with BPSP. The user 

studies will be conducted in-situ at parks where the 

participants will explore the open space while using the AAR 

system. The user studies will evaluate: 

• Spatial understanding: How localized spatial AAR 

can enhance the spatial understanding of BPSP in 

opens spaces. We will evaluate this by conducting 

pre and post-test survey with participants to gauge 

their understanding of the environment. The user 

study will involve the participant exploring the open 

space while using the AAR system. In a follow-up 

task, participants will be asked to recall different 

landmarks and locations to recreate the 

environment from their understanding. We will use 

a 5-point Likert scale to measure how confident 

participants feel in exploring the environment while 

using the AAR. 

• Nature connectedness: How augmenting the 

natural environment with contextual descriptions 

[8] can improve nature connectedness of BPSP. Our 

findings from previous work [3,4] show that BPSP 

enjoy learning about and engaging with the natural 

elements in open spaces. We will measure how 

localized audio will encourage engaging with nature 

by measuring the number of interactions with the 

environment (i.e. stopping to smell, touch, and listen 

to the natural elements) and a post-test survey to 

collect subjective responses. A follow up longitudinal 

study could be conducted to capture the long-term 

effect of nature connectedness and how that 

encourages subsequent visits to open spaces, 

however, it might be out of the scope of our project. 

• Social interaction: Social interaction emerged as 

one of the key elements of meaningful experience in 

nature. Therefore, the AAR system would not only 

encourage BPSP to interact with the physical 

environment but also interact with their 

companions. We aim to integrate social interaction 

within the AAR system that would allow participants 

to share the soundscape with people around them. 

6 EXPECTED CONTRIBUTION TO 
UBIQUITOUS COMPUTING 

The proposed research sits at the intersection of 

accessibility and ubiquitous computing. The first phase of our 

research aims to contribute to HCI and accessibility literature, 

an in-depth understanding of the experiences of BPSP in open 
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spaces including the needs, barriers and affective interaction 

(emotional and sensory experiences) with the environment. 

This will be a valuable contribution to HCI research and useful 

for the design of assistive technologies for BPSP. The second 

phase of our research proposes to contribute the design of an 

AAR system for enhanced nature exploration and 

connectedness. As there are currently no technologies that 

support nature connectedness for BPSPs, the design of AAR as 

part of this thesis will be a novel contribution to HCI research. 
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